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Preface

Crystal growth is the key step of a great number of very important applications. The devel‐
opment of new devices and products, from the traditional microelectronic industry to phar‐
maceutical industry and many others, depends on crystallization processes.

The objective of this book is not to cover all areas of crystal growth but just present, as speci‐
fied in the title, important selected topics, as applied to organic and inorganic systems. All
authors have been selected for being key researchers in their field of specialization, working
in important universities and research labs around the world.

The first section is mainly devoted to biological systems and covers topics like proteins,
bone and ice crystallization. The second section brings some applications to inorganic sys‐
tems and describes more general growth techniques like chemical vapor crystallization and
electrodeposition.

This book is mostly recommended for students working in the field of crystal growth and
for scientists and engineers in the fields of crystalline materials, crystal engineering and the
industrial applications of crystallization processes.

Dr. Sukarno Olavo Ferreira
Physics Department of the Universidade Federal de Viçosa, Brasil
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Chapter 1

Proteins and Their Ligands: Their Importance and How
to Crystallize Them

Astrid Hoeppner, Lutz Schmitt and Sander H.J. Smits

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53951

1. Introduction

The importance of structural biology has been highlighted in the past few years not only as
part of drug discovery programs in the pharmaceutical industry but also by structural ge‐
nomics programs. Although the function of a protein can be studied by several biochemical
and or biophysical techniques a molecular understanding of a protein can only be obtained
by combining functional data with the three-dimensional structure. In principle three tech‐
niques exist to determine a protein structure, namely X-ray crystallography, nuclear mag‐
netic resonance (NMR) and electron microscopy (EM). X-ray crystallography contributes
over 90 % of all structures in the protein data bank (PDB) and emphasis the importance of
this technique. Crystallization of a protein is a tedious route and although a lot of knowl‐
edge about crystallization has been gained in the last decades, one still cannot predict the
outcome. The sometimes unexpected bottlenecks in protein purification and crystallization
have recently been summarized and possible strategies to obtain a protein crystal were
postulated [1]. This book chapter will tackle the next step: How to crystallize protein-ligand
complexes or intermediate steps of the reaction cycle?

A single crystal structure of a protein however, is not enough to completely understand the
molecular function. Conformational changes induced by for example ligand binding cannot
be anticipated a priori. The determination of particular structures of one protein, for example
with bound ligand(s) is required to visualize the different states within a reaction cycle. Ide‐
ally, one would trap an open conformation without any ligand, an open ligand-bound and a
closed form with the bound molecule as well as the closed ligand-free protein to visualize
the conformational changes occurring during catalysis in detail.

Within this chapter, the structural conformational changes induced by ligand binding with
respect to the methods chosen for the crystallization are described. Here three distinct pro‐
tein families are exemplarily described: first, where one substrate or ligand is bound, sec‐

© 2013 Hoeppner et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



ond, a protein with two or more bound substrates and finally, the structures of proteins, in
which the product of the reaction cycle is present in the active site.

Specific methods or expressions written in bold italics are explained in the glossary box at
the end of the chapter.

1.1. General approaches to obtain crystals with bound ligands and how to prepare the
ground

Often the knowledge of the structure of a protein or enzyme without bound ligand(s) is not
sufficiently significant since there is no or only little information provided about the catalyt‐
ic mechanism. To gain further insights, it is important or at least helpful to obtain a binary
or ternary structure of the protein of interest.

In theory there are different approaches to reach this goal even though it can be a difficult
task in reality. All of them have in common that the naturally catalysed reaction must not
occur. Apart from reporting all possible attempts we would like to give a general overview
about several co-crystallization/soaking strategies first, followed by selected examples de‐
scribed within this bookchapter.

Possible co-crystallization or soaking trials:

(In order to keep it simple and coherent the expression „ligand“ in the following paragraph
is used in terms of „substrate“, „cofactor“ or „binding partner“.)

• first ligand without second ligand

• second ligand without first ligand

• first ligand with product of the second ligand

• product of the first ligand with second ligand

• substrate analogue/inhibitor or non-hydrolysable cofactor

• application of substances that mimic transition state products (e. g. AlF3 which imitates a
phosphate group)

• usage of catalytically inactive mutants with bound ligand(s)

• creation of an environment (i. g. buffer condition) which shifts the equilibrium constant
so that the reaction cannot occur

The most important point concerning preparing co-crystallization trials is the knowledge of
the corresponding kinetical parameters. Proteins bind their natural ligand(s) with high af‐
finity, which means in the nM- up to low mM range. To successfully crystallize a protein
with the ligand(s) bound, the affinity needs to be determined. There are numerous biophysi‐
cal techniques to achieve this, for example Intrinsic Tryptophan Fluorescence, Isothermal
Calorimetry, Surface Plasmon Resonance and many others. In principle the affinity is de‐
termined by the size of a ligand as well as the property of the binding site of the protein. As
first approximation, one can state that affinity increases with a decrease in ligand size.
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The application of a too low concentration of the ligand can lead to an inhomogeneous pro‐
tein solution, which means that not all of the protein molecules are loaded with ligand (and
this can prevent crystallization). It is also possible, that a low level of occupancy causes an
undefined electron density so that the ligand cannot be placed or which even makes a struc‐
ture solution impossible. As a rule of thumb the concentration of the ligand(s) should be ap‐
plied to the crystallization trial about 5-fold of the corresponding KM value (the Michaelis
constant KM is the substrate concentration at which the reaction rate is half of Vmax, which
represents the maximum rate achieved by the system, at maximum (saturating) substrate
concentrations).

Beyond that all requirements for the protein solution itself remain valid as described in [1]
in more detail.

2. Binding protein with one ligand – How to crystallize and what can be
deduced from the structure

A typical class of a protein binding one ligand are substrate-binding proteins (SBPs), and
substrate-binding domains (SBDs) [2]. They form a class of proteins (or protein domains)
that are often associated with membrane protein complexes for transport or signal transduc‐
tion. SBPs were originally found to be associated with prokaryotic ATP binding cassette
(ABC)-transporters, but have more recently been shown to be part of other membrane pro‐
tein complexes as well such as prokaryotic tripartite ATP-independent periplasmic (TRAP)-
transporters, prokaryotic two-component regulatory systems, eukaryotic guanylate cyclase-
atrial natriuretic peptide receptors, G-protein coupled receptors (GPCRs) and ligand-gated
ion channels [2].

Structural studies of a substantial number of SBPs revealed a common fold with a bilobal
organization connected via a linker region [2]. In the ligand-free, open conformation, the
two lobes or domains are separated from each other, thereby forming a deep, solvent ex‐
posed cleft, which harbors the substrate-binding site. Upon ligand binding, both domains of
the SBP move towards each other through a hinge-bending motion or rotation, which results
in the so-called liganded-closed conformation. As a consequence of this movement, residues
originating from both domains generate the ligand-binding site and trap the ligand deeply
within the SBP [3]. In the absence of a ligand, unliganded-open and unliganded-closed
states of the SBP are in equilibrium, and the ligand solely shifts this equilibrium towards the
liganded-closed state. This sequence of events has been coined the “Venus-fly trap mecha‐
nism” [4-6]; it is supported by a number of crystal structures in the absence and presence of
a ligand [7, 8] and other biophysical techniques [3].

For the maltose binding protein (MBP) from Escherichia coli [9], it has been shown that both
domains are dynamically fluctuating around an average orientation in the absence of the li‐
gand [10]. NMR spectroscopy of MBP in solution revealed that the ligand-free form of MBP
consists of a predominantly open species (95 %) and a minor species (5 %) that corresponds
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to a partially closed state; both forms co-exist in rapid equilibrium [11]. The open form of
MBP observed by NMR is similar to the crystal structure of the unliganded-open conforma‐
tion [12]. However, the partially closed species detected by NMR [11] does not correspond
to the ligand-bound, fully closed form found in crystallographic studies. Instead, it repre‐
sents an intermediate, partially closed conformation [13], suggesting that the substrate is re‐
quired to reach the final, liganded-closed conformation.

Upon substrate binding, the closed conformation is stabilized, and the ligand is trapped with‐
in a cleft in between the two domains [14-16]. In principle one can divide the conformational
changes in four (I-IV) states (highlighted in Figure 1). State I is the „open-unliganded“ where
the protein adopts an open conformation and no substrate is bound to the protein. State II is the
„closed-liganded“ conformation where the substrate is bound and induced a conformational
change of both domains towards each other. This is likely the state within the cell before deliv‐
ery of the substrate to its cognate transporter. Two other states are known to be present in solu‐
tion although less  frequent  and the equilibrium is  shifted towards the open-unliganded
conformation. These forms are state III, the „closed-unliganded“ state and state IV, the „semi-
closed-unliganded“ state. These are unfavorable conformations of the SBP, which occur due to
the flexibility of the linker region in between both domains.

Figure 1. Substrate binding proteins exist in four major conformations: I) unliganded-open II) liganded-closed III) unli‐
ganded-closed and IV) unliganded-semi-open. All states are in equilibrium with each other. In solution states I and II
occur most frequently. To fully understand the opening and closing mechanism of the protein however snapshots of
every state are needed to gain full knowledge.

Advanced Topics on Crystal Growth6



To fully understand the function as well as the structural changes happening upon ligand/
substrate binding it would require structural information of at least states I and II, prefera‐
bly also of states III and IV.

2.1. Crystallization of the open-unliganded conformation (state I)

The crystallization of an open conformation of a rather flexible protein is not straight for‐
ward and most of the success came from „trial-and-error“ approaches. After purification of
the protein, a reasonable concentration of the protein is taken to set up crystallization trials.
Most commonly the vapor diffusion method with the hanging or sitting drop is used. SBPs
mainly exist in the open-unliganded conformation in the absence of the substrate whereas
only a small fraction is in a closed-unliganded conformation [5, 11, 17]. Thus, basically a
standard crystallization approach is used to obtain crystals suitable for structure determina‐
tion. This is reflected by the large number of structures solved in the unliganded-open con‐
formation (see [2] for a recent summary of the available SBP structures). The open
conformation basically gives an overall picture of the protein structures and in the case of
SBPs the bilobal fold of the protein can be observed. In this conformation the binding site of
the substrate is laid open and a detailed picture on how the substrate is bound cannot be
deduced.

Most of the times the open conformation crystallizes differently from the ligand bound state.
This is reflected in the different crystallization conditions as well as in changes of the crystal
parameters (unit cell and/or spacegroup). One example is given below for the glycine be‐
taine binding protein ProX.

2.2. Crystallization of the substrate bound closed conformation (state II)

The vast majority of substrate binding proteins have been crystallized in the closed-ligand
bound conformation (for a detailed list see [2]). This is mainly due to the fact that the sub‐
strate bound protein adopts a stable conformation and possesses a drastically reduced in‐
trinsic flexibility. In principle there are four methods to include the substrate into the
crystallization trials: 1) co-crystallization 2) ligand soaking 3) micro or macro seeding 4) en‐
dogenously bound ligands.

The first method is co-crystallization. Here, normally the substrate is added prior to crystal‐
lization to the protein solution. As listed in Table 1 this is the method used the most in SBP
crystallization trials. Knowledge about the affinity of the ligand is important, since the bilo‐
bal SPBs exist in equilibrium between the open and closed state in solution and the addition
of substrate directs this equilibrium towards the latter. Exemplary, 11 SBPs are listed in Ta‐
ble 1 where the affinity of the corresponding ligand(s) as well as the concentration used in
the crystallization trials is highlighted. In principle the concentrations used are 10-1000
times above the Kd.
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Protein Organism Ligand(s) Open- un-

liganded

Closed-

liganded

Reso-

lution

(Å)

Max.

affinity

Used

Conc.

Method Ref.

BtuF E. coli vitamin B12 Y Y 2 15 nM 5 mM 1 [18]

Lbp S. pyogenes zinc - Y 2.45 ~10 µM - 4 [19]

GGBP S. typhimurium D-glucose Y Y 1.9 0.5 µM 3 mM 1 [20]

MBP E. coli Oligo-sacharide Y Y 1.67 0.16 µM 2 mM 1 [21]

RBP E. coli D-ribose Y Y 1.6 0.13 µM 1 mM 1

OppA L. lactis Oligo-peptide Y Y 1.3 0.1 µM 0.5-5

mM

1 and 4 [22]

ProX A. fulgidus glycine betaine,

proline betaine

Y Y 1.8 50 nM 1 mM 1 [23]

PotD T. pallidum spermidine - Y 1.8 10 nM n.n 2 [24]

SiaP H. influenzae sialic acid Y Y 1.7 58 nM 5 mM 1 [25]

UehA S. pomeroyi ectoine - Y 2.9 1.1 µM 10

mM

1 [26]

ChoX S. meliloti choline Y Y 1.8 2.7 µM 2 mM 1 and 3 [14,

15]

Table 1. Solved structures of selected SBPs. Listed are the proteins, the host organism, the substrate, whether the
structure was solved in the unliganded-open and/or liganded-closed state, the highest resolution, the biochemically
determined affinity, the used substrate concentration during crystallization and the method used: 1) co-crystallization
2) soaking 3) seeding 4) endogenously bound substrates.

2.2.1. Co-crystallization to obtain the ligand bound structure

The method of co-crystallization ensures the presence of only the substrate bound confor‐
mation of the SBP in solution. One major advantage of co-crystallization is the possibility to
add different ligands into the crystallization trial. A prominent SBP member where several
crystal structures were solved is the maltose binding protein (MBP). This protein binds a
maltose molecule and delivers it to its cognate ABC transporter, which imports maltose into
the cell for nutrient purposes. Substrate ranges from maltose, maltotriose, beta-cyclodextrin
and many other sugar derivatives. All these structures were solved by using the addition of
the substrates to the protein. Another example is the ectoine binding EhuB protein of S. meli‐
loti [27]. Here, the structure was solved with both ligands, ectoine and hydroxyectoine,
which yielded two high-resolution structures. The different binding modes of the substrates
could be detected and the difference in affinity explained. The latter example was only crys‐
tallized in the closed-liganded state and no crystals could be obtained when the crystalliza‐
tion solution was depleted of substrate. This highlights the flexibility of the SBPs and the
presence of multiple conformations of the SBPs in solution and in presence of the ligand. In
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many cases the ligand-closed conformation was crystallized under conditions, which differ
greatly from the unliganded-open conformation also indicating the flexibility in the protein.

2.2.2. Ligand soaking to obtain the ligand bound state

The second method, which can be used to obtain a ligand bound protein structure, is ligand
soaking. Soaking crystals with ligands is often the method of choice to obtain crystals of
protein-ligand complexes owing to the ease of the method. However, there are several fac‐
tors to consider. The crystals may be fragile and soaking in a stabilization buffer or cross-
linking may be required. The soaking time and inhibitor concentration need to be
optimized, as many protein crystals are sensitive to the solvents used to dissolve the ligands.
Although for other proteins ligand soaking is successfully applied, for SBPs this method is
not very commonly used as reflected by the low number of structures solved using this
method. This is likely due to the fact that upon substrate binding the two domains undergo
a relative large conformational change. Since crystal contacts are fragile and are disrupted
easily, large conformational changes induced by soaking can damage crystal contacts result‐
ing either in a massive drop in the resolution of the diffraction or the crystals crack/dissolve
completely.

2.2.3. Seeding – A method to obtain the ligand bound state with unusual substrates

In some cases the ligand used for crystallization cannot be crystallized in a closed conforma‐
tion. This occurs for example when the ligand is not stable during the time of crystallization.
One such example is acetylcholine. During crystallization of the choline binding protein
ChoX from S. meliloti, it became evident that besides the natural ligand choline also actyl‐
choline is bound by this SBP [8]. To understand the binding properties of ChoX, a structure
determination of ChoX in complex with acetylcholine was undertaken. For this purpose the
protein was subjected to co-crystallization experiments. Acetylcholine presents a chemical
compound, which is easily susceptible to hydrolysis especially at non-neutral pH values. Al‐
though the crystallization of ChoX was done at low pH values, a co-crystallization with in‐
tact acetylcholine was achieved. However, subsequent structural determination showed that
the substrate was hydrolyzed to choline in the setup during the time of crystal growth. To
overcome this limitation, a micro seeding strategy was devised. The application of micro
seeding helped to crystallize ChoX complexed with acetylcholine within 24 hours. Structural
analysis revealed that acetylcholine was not hydrolyzed in the drop during this short period
of time required for crystal growth. Thereby, it was possible to solve the structure of ChoX
in complex with acetylcholine. The quality of the crystals was good, resulting in diffraction
up to 1.8 Å [28]. However, one drawback encountered, when crystals of ChoX were ob‐
tained by seeding, was that they all showed a high twinning fraction (up to 50 %). This effect
is possibly due to the rapid growth process where crystals reach their final size within a day
allowing the formation of merohedral twins, a phenomenon one has to take into account
when using the streak seeding method.
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2.2.4. Endogenously bound ligands

During purification of some proteins with high affinity for their substrate often the ligand is
co-purified. Here, OppA from L. lactis is an excellent example. OppA belongs to peptide
binding subgroup of the family of SBPs and is involved in nutrient uptake in prokaryotes
and binds peptides of lengths from 4 to at least 35 residues and with no obvious specificity
for a certain peptide sequence. These peptides bind so tightly that they remain associated
with the protein throughout purification. The crystallization of the closed-ligand state there‐
for is relatively easy since the protein will stay only in the closed-liganded conformation.
This results in a liganded bound structure. To obtain more different states of the protein one
has to remove the ligand first, and afterwards add the wanted substrate. In the case of Op‐
pA the peptide was removed prior to crystallization and incubated either with a different
ligand or no ligand to obtain a ligand free structure. In the case of OppA, the endogenous
peptides can be removed from the protein only by partly unfolding using guanidium chlor‐
ide, which generates ligand-free OppA. This removal of endogenous peptides was required
to allow the binding of defined peptides which was used for crystallization. By this tour de
force Bertnsson et al. were able to solve several structures with different ligands bound as
well as a ligand free structure, explaining the substrate binding specificity of this protein in
great detail [22].

2.3. Crystallization of the closed-unliganded state (state III)

The intermediate states of SBPs have been crystallized as well, although only a couple of
structures have been reported. This energetically unfavorable state has been crystallized not
on purpose in most cases. The choline binding protein ChoX from S. melioti has been crystal‐
lized in the absence of a ligand via micro seeding to gain structural insights into the open,
ligand-free form of this binding protein. These attempts were not successful. Instead, the ob‐
tained crystals revealed a closed but ligand-free form of the ChoX protein. Nevertheless
many structures are known of substrate binding proteins in either their unliganded-open or
liganded-closed states [15].

2.4. Crystallization of a semi-open or semi-closed state (state IV)

During our efforts to solve the crystal structure of the choline-binding protein ChoX from S.
meliloti we used the technique of micro seeding [15] to obtain ChoX crystals in the ligand-
free form. To our surprise, a ligand-free structure, which was different from those that were
expected for the ligand-free closed and/or open forms of SBPs described so far, was ob‐
tained. Here, ChoX was present in a ligand-free form whose overall fold was identical to the
closed-unliganded structure. This structure however, represented a more open state of the
substrate binding protein, which had not been observed before. From the crystal parameters
such as the dimensions of the unit cell is was already obvious that the conformation of the
protein had changed, since one axis of the unit cell appeared to be significantly larger (35 Å)
when compared to the unliganded-closed crystal form of ChoX.
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The structure revealed that the domain closure upon substrate binding does not occur in
one step. Rather, a small subdomain in one of the two lobes is laid open and closes only after
the substrate is bound. This observation was in line with data observed for the maltose im‐
porter system MalFEGK. Here it was observed that the ATPase activity of the ABC trans‐
porter was not stimulated by the maltose substrate binding protein when it was added in
the unliganded-closed conformation. This is likely due to the fact that the subdomain is not
fully closed and rotated outward, which does not activate the transporter. Thus, this bio‐
chemical phenomenon could only be explained by the semi-open/semi-closed structure of
ChoX [14].

2.5. State I-IV: What do they tell about conformational changes

Substrate binding proteins are flexible proteins, which consist of two domains, which con‐
stantly fluctuate between several states of which the open and fully closed state are the most
populated ones. Both domains together build up a deep cleft, which harbors the substrate-
binding site. As described above the structural work on these proteins has been successful
and in the next part a general outcome will be given of what these different states actually
tell us about function and mode of action of this protein family.

The unliganded substrate binding proteins are thought to fluctuate between the open and
closed state. The angle of opening varies between 26° up to 70° as observed in several open-
unliganded structures, suggesting that the extent of opening is likely influenced by crystal
packing. This has been observed very nicely for the ribose binding protein of which three
different crystal structures have been described. Here the opening of the two domains varies
between 43° and 63°. This suggests that the opening can be described as a pure hinge mo‐
tion. The variation of the degree of opening has been elucidated by NMR in solution for the
maltose binding protein MalF. Here 95 % of the protein adopts an open conformation fluctu‐
ating around one state with different degrees of opening.

2.5.1. Open and closed - An overall structure view

As an example for the closing movement observed when comparing the open-unliganded
and closed-liganded structure the glycine betaine (GB) binding protein ProX from A. fulgidus
is highlighted in more detail. ProX has been crystallized in different conformations: a li‐
ganded-closed conformation in complex either with GB or PB (proline betaine) as well as in
an unliganded-open conformation [23]. From the crystallographic parameters it was already
anticipated that crystals differ in the conformation of the protein. ProX crystals were grown
using the vapor diffusion method. The authors attained four different crystal forms de‐
pending on the presence or absence of the ligand (hint 1). Liganded ProX crystallized in
hanging drops using a reservoir solution containing 0.2 M ZnAc2, 0.1 M sodium cacodylate,
pH 6.0-6.5, 10-12 % (w/v) PEG 4000 and they belonged to the space group P21 (crystal form
I). In a different setup, liganded ProX crystallized in sitting drops equilibrated against a res‐
ervoir containing 30 % (w/v) PEG 1500 and belong to the space group P43212 (crystal form
II). Unliganded ProX crystallized in hanging drops against a reservoir solution containing
0.3 M MgCl2, 0.1 M Tris, pH 7.0-9.0, 35 % (w/v) PEG 4000. The first crystals appeared after
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2-3 months, and belong to space group C2 (crystal form III). Again using a different setup,
unliganded ProX crystallized in hanging drops equilibrated against a reservoir containing
0.1 M ZnAc2, 0.1 M MES, pH 6.5, 25-30 % (v/v) ethylene glycol. These crystals grew within 4
weeks, reached a final size of 200 × 150 × 20 μm3, and belong to space group P212121 (crystal
form IV) [23]. Thus, the different crystallization conditions as well as space group already
suggested that several different conformations had been crystallized. Initial phases were ob‐
tained by two-wavelength anomalous dispersion of ProX-PB crystals of form IV. All other
structures were determined by molecular replacement.

In Figure 2 the opening and closing of the glycine betaine binding protein ProX from A. ful‐
gidus is highlighted. Here domain II was taken as an anchor point.

Figure 2. Equilibrium between the open and closed states of substrate binding proteins (ProX from A. fulgidus). The
unliganded structure (highlighted in green) of an SBP is fluctuating between the open and closed state (highlighted in
orange). In the absence of substrate this equilibrium is pointing towards the open conformation. In the presence of
the substrate this equilibrium is changed towards the closed conformation. Here the two domains are close together
and side chains of both domains bury the substrate in a deep cleft in between them. (PDB entries: 1SW2, 1SW5). All
Figures containing structures were prepared with pymol (“www.pymol.org”).

Figure 2 highlights the open conformation (green), which is in equilibrium with the closed
state although only a small percentage will be present in the closed unliganded state. Upon
the addition of glycine betaine a stable closed conformation is reached and the equilibrium
is shifted towards this state. Besides the crystal structure of the substrate bound state with
glycine betaine, proline betaine and betaine as a substrate also the open conformation was
crystallized. This allowed a detailed analysis of the closing and opening motion mediated by
the hinge region between both domains. The comparison of the ligand-free and liganded
conformation of other binding proteins showed an approximate rigid body motion of the
two domains highlighting a total rotation of domain II by ~ 58° with respect to domain I
(Figure 2). The total rotation has two components: 1) the hinge angle between the two do‐
mains of ~ 40° with its axis going through the above-mentioned hinges in the polypeptide
and 2) a rotation perpendicular to the hinge axis of ~ 42°. Although the domains behave
more or less as rigid bodies, there are a few changes of the binary complex in two regions of
ProX. If one succeeds in crystallizing several conformation of a protein one can search for
and visualize small distinct changes in the overall structure. This has been also observed in
ProX, the α-helical conformation (in the open form) of residues 144–148 (domain I) change
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either to an isolated-β-bridge or to a turn conformation (in the closed form). This conforma‐
tional change may be caused by the proximity to Arg149, which plays an important role in
ligand binding as discussed below. Furthermore, residues 222–225 (domain II), which are in
turn and 310-helix conformation (in the open form), become rearranged to a short α-helix in
the closed form. These structural changes highlight an important point in the function of
such a protein (more detail below).

2.5.2. Open and closed - An active site view

A closer look at the binding site or the amino acids involved in substrate binding shows that
small but distinct conformational changes of the amino acids involved in ligand binding oc‐
cur upon substrate binding. Again as an example the glycine-betaine binding protein ProX
from A. fulgidus is used.

The binding site is located in the cleft between domains I and II and can be subdivided into
two parts, one binding the quaternary ammonium head group and the other binding the
carboxylic tail of these compounds. The quaternary ammonium head group is captured in a
box formed by Asp109 and the four tyrosine residues Tyr63, Tyr111, Tyr190, and Tyr214 be‐
ing oriented almost perpendicular to each other. The tyrosine side chains provide a negative
surface potential that is complementary to the cationic quaternary ammonium head group
of GB. The carboxylic tail of GB is pointing outward of this partially negatively charged en‐
vironment forming interactions with Lys13 (domain I), Arg149 (domain II), and Thr66 (do‐
main I), respectively. Furthermore the structure was solved at a resolution sufficient to
locate water molecules. An important water molecule was observed, which was held in
place by residues Tyr111 and Glu145, and stabilizes domain closure. Here it is important to
mention that this water molecule was not observed in the open unliganded structure and its
importance would therefore be easily overlooked when no comparison between the two
states were possible.

The superposition of the open-unliganded form and the closed-liganded form of ProX al‐
lowed an unambiguous identification of residues of domain II that are involved in ligand
binding. They show virtually the same orientation in the open and closed forms (see Figure
3). Residues Tyr63, Tyr214, Lys13, and Thr66 superimpose very well. Only the main chain
carbonyl of Asp109 from domain I is slightly out of place compared to the closed form be‐
cause of the enormous main chain rearrangement between Asp110 and Tyr111 upon domain
closure. The residues contributed by domain II behave quite differently. Tyr111 and Tyr190
are not only moved as parts of domain B but they undergo a major conformational change
to adopt the conformation of the closed-liganded binding site. The side chain conformation
of Arg149 shows only small changes between the open and closed conformations although it
undergoes a large movement as part of domain II.

Recently, another structure of ProX was solved in the liganded but open conformation [29].
This conformation represents a state of which only very few structures are known. In other
words, the protein has a ligand bound and is on its way to close up the binding site. This
structure provided an even more detailed picture on the function of ProX and finally high‐
lighted the crucial role of Arg149. In addition to the direct interaction with GB and residues
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that are part of the substrate-binding pocket (Tyr111, Thr66), Arg149 is a major determinant
in domain-domain interactions in the closed structure. As such, Arg149 interacts with Val70
(domain I) and Asp151 (domain II), thereby acting as a linking element between the two do‐
mains enforcing stable domain closure. These interactions complement those mediated by
Pro172 of domain II, where Pro172 interacts via its Cα-atom and a water molecule with
Glu155 of domain II. Together, this provides a further explanation for the crucial role of
Arg149 for the stability of the liganded-closed state, which has been observed in mutagenis
studies. Here, the binding affinity of GB was dramatically lowered when Arg149 was mu‐
tated to alanine, a phenomenon that could not be explained since the aromatic cage which
dominates the binding affinity was still present to bind glycine betaine. This suggested that
Arg149 is the final amino acid to interact with the substrate and, thereby, terminate the mo‐
lecular motions that result in the high affinity closed state of ProX. Besides this crucial role
of switching from a low affinity to a high affinity state via the interaction of Arg149 the open
liganded structure also shed light on the movement that the amino acids undergo during
closure of the protein. In the open-liganded structure the presence of glycine betaine is com‐
municated to Arg149 through interactions of the side chains of Tyr190, Tyr111, and Phe146
via a side-chain network [29]. Interestingly when comparing the open and closed structures
of other SBPs, the maltose binding protein (MBP) [9] and the ribose binding protein (RBP)
from E. coli and the N-Acetyl-5-neuraminic acid binding protein (SIAP) from H. influenza
[25] a similar network can be identified in these proteins, something which had not been
identified before due to the lack of an open-liganded structure.

In summary, the “Venus fly trap” model describes the opening and closing of SBPs. Here
the equilibrium between these two conformations is shifted towards the closed state upon
substrate binding. Many crystal structures of SBPs have been solved in the unliganded-
open, liganded-closed, and, more rarely, in the liganded-open or unliganded-closed state [3,
14, 15, 23]. The crystal structure of one of these states will give information on the overall
structure of the protein as well as the ligand binding site. Several SBPs have been crystal‐
lized in two or more states and quite clearly the increasing amount of states will shed a
more detailed look on how domain closure is occurring. Thus, although crystallization is tri‐
al and error and sometimes tedious, it is worth to search for crystals in the liganded-closed

Figure 3. The binding site of ProX is highlighted in the open (depicted in ball and stick in green-left picture) and the
substrate bound closed conformation (depicted in ball and stick in orange middle picture). As observed some of the
ligand binding amino acid change their conformation. The right picture shows an overlay of both structures to visual‐
ize these conformation changes (PDB entries: 1SW2, 1SW5 and 3MAM).
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conformation as well as crystals of another state since every stage will visualize the clever‐
ness of nature to use conformational changes for the formation of ligand binding sites.

3. Protein with multiple ligands – How to crystallize the different ligand
bound intermediate states

Besides proteins that bind one substrate, a large number of enzymes are binding two or more
substrates and convert these into a product. Here, the crystallization of the apo-enzyme (pro‐
tein without any ligand bound) often reveals the binding site of these ligands. However, the ex‐
act influence of the binding of these ligands can only be deduced from several structures,
where different ligands are bound or one structure with all ligands bound. The different states
are called apo-enzyme, when the enzyme is depleted of all ligands, the binary complex when
the first substrate is bound, the ternary complex when the second ligand is bound as well. A
quaternary complex would describe the protein with three ligands bound.

Figure 4. Overview of the conformations a protein can adopt with multiple ligands. A) The apo-enzyme B) binary
complex where the first ligand is bound. This ligand with the highest affinity induces a stable conformation of the
enzyme which allows the binding of the second ligand (ternary complex CI or CII). D) Enzyme complex where all li‐
gands are bound.

Most of these proteins are enzymes. In reactions mediated by enzymes, the molecules at the
beginning of the process, called substrates, are converted into different molecules, called
products. Almost all chemical reactions in a biological cell need enzymes in order to occur at
rates sufficient for life. Since enzymes are selective for their substrates and speed up only a
few reactions from among many possibilities, the set of enzymes synthesized in a cell deter‐
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mines which metabolic pathways are utilized. Obtaining a snapshot of the substrate bound
enzyme is difficult, because the enzymatic reaction will proceed immediately after substrate
binding. One “trick” mostly used to solve this problem is to inhibit the reaction by either the
reaction condition, meaning by varying pH of the buffer to a value where the reaction is not
occurring. Another approach often appied in crystallography is to use a mutant, which can‐
not catalyze the reaction anymore; however it is still capable of binding the substrate. This
has been proven to be successful in many cases. For example the catalytic cycle of nucleotide
binding domains has been unraveled by such a mutation. In the latter case the ATP hydroly‐
sis, in the wild type the measure for activity, has been abolished by mutation of a crucial
amino acid, which still allowed binding of ATP but prevented hydrolysis. Thereby the di‐
meric state of the protein was stabilized and the active form of the NBD (nucleotide binding
domain) could be crystallized in the presence of ATP [30-32].

Below the structural studies of the octopine dehydrogenases (OcDH) from P. maximus will
be described in more detail. This enzyme catalyses the reductive condensation of L-arginine
with pyruvate forming octopine under the simultaneous oxidation of NADH (reduced form
of nicotinamide adenine dinucleotide). This oxidation of NADH is the terminal step in the
anaerobiosis, meaning the generation of ATP when organisms are suffering from low oxy‐
gen levels. A prominent member of these terminal pyruvate oxidoreductases is the lactate
dehydrogenase, which catalyzes the transfer of a hydride ion from NADH to pyruvate, with
produces NAD+ (nicotinamide adenine dinucleotide) and lactate. Thereby the redox state in
vertebrates is maintained during functional anaerobiosis. OcDH fulfills the same function in
the invertebrate P. maximus.

This enzyme has been chosen due to the fact that three substrates need to be bound simulta‐
neously for the reaction, in contrast to the lactate dehydrogenase, which has only two sub‐
trates, NADH and pyruvate. Furthermore this enzyme was crystallized as wildtype protein
and in all substrate bound states (binary and ternary complex CI and CII) and the corre‐
sponding structures were elucidated. The state where all substrates were present did not
yield a structure due to the immediate conversion to the product. However, the other struc‐
ture allowed a detailed view on how the latter state might look like.

In 2007 Mueller and co-workers achieved cloning and heterologously expression of this en‐
zyme using E. coli as expression system [33]. After the purification the enzyme was charac‐
terized and the authors proposed a sequential binding mode of the substrates. Here, NADH
was bound first followed by either L-arginine or pyruvate. The order of the last two was not
revealed by the enzymatic analysis. Furthermore, a catalytic triad was proposed consisting
of three highly conserved amino acid, building up a protein rely-system for the reduction of
NADH. This triad has been observed in the sequence and structure of the lactate dehydro‐
genase as well. Sequence analysis of different proteins from this family revealed that the
protein contained two distinct domains where domain I contained the characteristic Ross‐
mann-fold, a domain responsible for the binding of NADH. Domain II was assigned as octo‐
pine dehydrogenase domain, which is specific for this protein family and was suggested to
contain the binding site for both L-arginine and pyruvate. Both domains are connected via a
linker region of 5-8 amino acids suggesting that these domains might undergo large confor‐
mational changes.
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3.1. The crystallization of apo-enzyme and the binary complex

Parallel to the biochemical characterization, the crystallization of the enzyme was started.
Due to the two-domain structure OcDH can adopt multiple conformations in solution,
which prevents crystal formation. However, purified OcDH-His5 yielded small crystals that
appeared to be multiple on optical examinations (Figure 5 A). They diffracted to a resolution
of 2.6 Å. However the diffraction showed multiple lattices in one diffraction image and
could not be used for structure determination (Figure 5 A) [34]. All attempts to improve
these crystals using for example seeding, temperature ramping or various crystallization
conditions failed. Finally, the primary ligand, NADH, was added prior to crystallization.
This produced crystals under conditions similar to those in the absence of NADH. Here, the
incubation temperature appeared to be critical and needs to be kept at 285 K. The crystals
obtained were single and diffracted to 2.1 Å resolution, which allowed processing of the da‐
ta and subsequent structure determination (Figure 5 B). The structure of OcDH was solved
as binary complex with NADH [34, 35].

Cofactors like NADH are often observed to be co-purified. This was assumed to be the case
for OcDH as well, however, no activity was ever observed without NADH, but in the pres‐
ence of the other two substrates. This implies that OcDH is not homogenous and multiple
conformations exist as observed in the multiple crystal lattices of the diffraction image. This
is in line with the only other available three-dimensional structure of an enzyme of the
OcDH superfamily, the apo-form of N-(1-D-carboxylethyl)-L-norvaline dehydrogenase
(CENDH) from Arthrobacter sp. strain 1C [36]. CENDH catalyzes the NADH-dependent re‐
ductive condensation of hydrophobic L-amino acids such as L-methionine, L-isoleucine, L-
valine, L-phenylalanine or L-leucine with α-keto acids such as pyruvate, glyoxylate, α-
ketobutyrate or oxaloacetate with (D, L) specificity [37]. The structure of the binary complex
of CENDH with NAD+ was determined to a resolution of 2.6 Å. Although NAD+ was added
in the crystallization trials the cofactor could not be observed unambiguously in the electron
density. This was likely due to the concentration of NAD+, which was below the Kd. As a
result not all proteins had the substrate bound, which led to a not very well defnied electron
density. Only the nicotinamide ribose moiety was of moderate quality and the density of the
nicotinamide ring was very weak. This has been attributed to low NAD+ occupancy in this
crystal, hence the co-factor has been omitted from the high resolution refinement [36].

This highlights the importance to verify the affinity of substrate prior to crystallization.
Since NAD+ is the product of the reaction and to ensure the release of the product, the affini‐
ty of NAD+ must be lower than the affinity of NADH. In a recent study on the OcDH the
affinities have been determined to be 18 μM for NADH and 200 μM for NAD+ [38]. As de‐
scribed above the addition of substrate in crystallization trials need to be at least a 10-fold
above the Kd. For OcDH 0.8 mM NADH was used for the crystallization of the binary com‐
plex, which represents a 40-fold excess.

The structure of the OcDH-NADH binary complex revealed why the initial crystallization at‐
tempt of the apo-enzyme failed. NADH is bound by the Rossmann-fold located in domain I as
well as by an arginine residue in domain II. Thereby the OcDH captured in a state which ena‐
bles the binding of the other substrates, pyruvate and L-arginine (see below) [34, 35].
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Figure 5. Crystallization of OcDH in the absence and presence of NADH. A) Absence of NADH. The crystals obtained
are multiple (upper panel) and the diffraction pattern yielded showed several lattices (middle panel). The structure of
OcDH shows two distinct domains connected by a flexible linker, which can rotate freely in the absence of NADH (low‐
er panel). B) Crystals obtained in the presence of NADH (upper panel). The diffraction showed a single lattice diffract‐
ing up to 2.1 Å (middle panel). The structure revealed the binding site of NADH and an interaction of an arginine
residue from domain II with NADH, which locks OcDH in one stable conformation (lower panel) (PDB entries: 3C7A
and 3C7D).

In summary, the apo-state of multiple ligand binding enzymes is difficult to crystallize
when the enzyme undergoes large conformational changes. In the case of the OcDH only the
binary complex in the presence of NADH could be crystallized. Here crystals were of suffi‐
cient quality to determine the structure.
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3.2. The crystallization of the ternary complexes CI and CII

OcDH catalyzes the condensation of L-arginine with pyruvate to form octopine under the
oxidation of NADH. Biochemical analysis as well as the crystal structure revealed that
NADH is the first substrate to bind to OcDH. The structure of this binary complex exhibit‐
ed a stable conformation of the protein in solution with an Arg-sensor, which binds NADH,
and thereby stabilizes the protein in one conformation (see above).

So the next step was to determine the structure of the OcDH in the presence of the second
and third substrate, L-arginine and pyruvate, respectively. Initially, the protein and the sub‐
strate were mixed and an extensive search for suitable crystallization conditions was started.
However, no crystals were obtained for OcDH in the presence of L-arginine and/or pyru‐
vate. Instead only needles were grown which were multiple and very fragile similar to the
crystals obtained for the apo-enzyme. This is in line with the biochemical data, which high‐
lights the order of substate binding which show that NADH has to be bound prior to bind‐
ing of L-arginine as well as pyruvate [38, 39]. Here the authors used two other techniques,
NMR and ITC (isothermal titration calorimetry) repectively, to show that L-arginine only
binds after saturation of the apo-enzyme with NADH. Pyruvate was shown to be bound on‐
ly after L-arginine binding to the enzyme. This suggests that OcDH undergoes a conforma‐
tional change when NADH is bound and thereby the binding site of L-arginine is formed.
Furthermore the binding site for pyruvate is only created when L-arginine is bound.

Since crystallization was not successful the next step was to use co-crystallization with the
OcDH protein and L-arginine and/or pyruvate to obtain structural information of the terna‐
ry complex (CI and CII). This yielded crystals of OcDH only in the presence of NADH and
no additional density was observed for neither L-arginine nor pyruvate. So, soaking the li‐
gand into preformed OcDH-NADH crystals was the last method chosen. Crystallization tri‐
als were carried out using the hanging-drop vapor diffusion method and crystals of OcDH
were grown in the presence of 0.8 mM NADH. L-arginine-bound crystals were obtained by
soaking NADH-bound OcDH crystals in 100 mM MES pH 7.0, 1.15 M Na-citrate, 0.8 mM
NADH containing 10 mM L-arginine for at least 24 hours. Pyruvate-bound crystals were ob‐
tained also by soaking the crystals in 100 mM MES pH 7.0, 1.15 M Na-citrate, 0.8 mM
NADH and 10 mM pyruvate for at least 8 hours. Both concentrations were chosen relatively
high but they resemble the in vivo concentration as well as were backed up by the affinity
observed for both substrates in biochemical and biophysical studies, being 5.5 mM L-argi‐
nine and 3.5 mM pyruvate, respectively. During soaking a cracking of the crystals was ob‐
served after the first minutes. However, the crystals recovered completely from this cracking
within the following hours and showed no fissures or other damages after that soaking pro‐
cedure. Desprite this, the diffraction analysis revealed a loss in diffraction. Initally the crys‐
tals diffracted to 2.1 Å. After soaking in L-arginine or pyruvate the diffraction potential was
reduced to 3.0 Å and 2.6 Å, respectively. The phenomenon of crystal cracking and decline of
the diffraction already was a good indication that the substrates diffused into the crystal. A
dataset was collected from crystals where either one of the ligands was soaked in and be‐
sides the decrease in diffraction potential also the unit cell parameters changed (see Table 2).
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Crystal Complex Unit cell parameters ( a,b,c in Å)

OcDH-NADH 99.8, 99.8, 126.5

OcDH-NADH/L-arginine 95.9, 95.9, 117.9

OcDH-NADH/pyruvate 95.0, 95.0, 120.2

Table 2. Crystallographic parameters of the unit cell of the binary OcDH-NADH complex and after soaking of the
ternary complex CI: OcDH-NADH/L-arginine and CII: OcDH- NADH/pyruvate

The change in unit cell parameters suggested that a conformational change occurred during
the soaking with the ligand. This was further observed after the structure was resolved and
electron density was clearly defined for L-arginine in the one and for pyruvate in the other
dataset. The structure of OcDH-NADH/L-arginine showed a rotational movement of do‐
main II towards the NADH binding domain I, and a stronger interaction of the Arginine res‐
idue with NADH. A domain closure was also observed in the pyruvate bound structure. So
stable binding of NADH to the Rossman fold of domain I, the first step in the reaction se‐
quence of OcDH, occurs without participation of domain II. A comparison of the OcDH-
NADH (colored light-purple in Figure 6) and the OcDH-NADH/L-arginine complexes
revealed a 42° rotation of domain II towards the NADH binding domain (domain I) in the
latter complex. This domain closure is triggered by the interaction of Arg324 (domain II)
with the pyrophosphate moiety of NADH bound to the Rossman fold in domain I.

A comparison of the two ternary complexes suggests that both, pyruvate and L-arginine, are
capable to trigger domain closure to a similar extent. However, in the OcDH-NADH/pyruvate
complex, pyruvate partially blocks the entrance for L-arginine, while in the OcDH-NADH/L-
arginine complex, the accessibility of the pyruvate binding site is not restricted by L-arginine
[34, 35]. From these structures it could be deduced that L-arginine binds to the OcDH-NADH
complex in a consecutive step and induces a rotational movement of domain II towards do‐
main I. This semi-closed active center, which is further stabilized using the pyrophosphate
moiety of the bound NADH and by interactions of L-arginine with residues from both do‐
mains is then poised to accept pyruvate and consequently the product octopine can be formed.
With regard to the structures it was proposed that instead of a random binding process, an or‐
dered sequence of substrate binding in the line of NADH, L-arginine and pyruvate will occur.

This ordered sequence of substrate binding was then biochemically proven by ITC studies
where the binding affinities of the substrates were measured. Here, the binding of L-argi‐
nine was only observed when NADH was bound primarily and the binding of pyruvate on‐
ly when the complex was preloaded with L-arginine [38, 39]. Furthermore this ordered
binding mechanism explains why no lactate is found in side P. maximus which is normally
formed when NADH and pyruvate is bound by lactate dehydrogenases. Here, it is worth
mentioning that the conformational changes induced by ligand soaking into the crystal
were also observed in NMR studies that were perfomed in solution. So the apparent confor‐
mational changes in the crystal resemble the changes the protein undergoes in solution.
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Figure 6. Overlay of the OcDH-NADH binary complex with the OcDH-NADH/L-arginine ternary complex CI. As seen in
the superposition the binding of L-arginine induces a conformational change. Domain II is rotated towards domain I
which is thereby creating the pyruvate binding site. In the overlay the pyruvate structure is not shown due to clarity
(PDB entries: 3C7A and 3C7D).

The crystal structures of the different states of OcDH, delivered snapshots elucidating for
the first time the precise and very distinct binding order [35]. Unfortunally the crystals with
the endproduct octopine did not diffract X-ray with a resolution and quality high enough
for structure determination. The same hold true for a complex with all three substrates
present at once. This is likely due to the fact that the immediate condensation occured and
the product was formed.

To show how proteins can be crystallized with their enzymatic endproducts we chose an‐
other enzyme family as example and will describe the different procedures during the next
paragraphs.
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4. Enzymatic products in protein structures – How to crystallize this
rather unfavored states

The state found to be important within an enzyme reaction cycle is supposedly the product
bound state. After the reaction occurs the product is still sitting within the protein and will
be released. Often these product have a low(er) affinity to the protein than the substrates
and are therefor less often found to be successfully crystallized.

Examples of prosperous structure determination however are the shikimate dehydrogenase
(SDH or AroE) of Thermus thermophilus (TthSDH), Aquifex aeolicus (AaeSDH) and the recently
deposited structures of the SDH of Helicobacter pylori (HpySDH) as well as the bifunctional
dehydroquinase-shikimate dehydrogenase (AthDHQ-SDH) from Arabidopis thaliana which
were crystallized with its reaction product shikimic acid ([40-43]. Similar to that the closely
related quinate dehydrogenase (QDH) of Corynebacterium glutamicum (CglQDH) was struc‐
turally characterized in four different states: as apo-enzyme and at atomic resolution with
bound cofactor NAD+ as well as in complex with quinic acid (QA) and the reduced cofactor
or shikimic acid (SA) and NADH [44].

Shikimate-/quinate dehydrogenases belong to the superfamily of NAD(P)-dependent (nico‐
tinamide adenine dinucleotide phosphate) oxidoreductases whereas SDHs catalyse the re‐
versible reduction of 3-dehydroshikimate to shikimate under oxidation of NAD(P)H
(reduced form of nicotinamide adenine dinucleotide phosphate) and QDHs the oxidation of
quinate to 5-dehydroquinate with reduction of NAD(P), respectively. The overall fold con‐
sists of a N-terminal or substrate binding domain and a C-terminal or cofactor-binding do‐
main and is highly conserved within that subfamily (schematically shown in Figure 7).
Compared to other proteins, like the above-mentioned SBPs, the structural changes occur‐
ring during catalysis are less prominent and comprise a movement of the two domains
against each other in a range of several Ångstrom.

4.1. Shikimate dehydrogenase from Aquifex aeolicus

Crystals of the native (apo-) AaeSDH were obtained with non-His-tagged protein, whereas
the ternary complex crystals were obtained with His-tagged SDH. To get these complexes
the protein solution was mixed with substrate and cofactor (i. e. with both natural products)
to final concentrations of 5.0 mM shikimic acid and 5.0 mM NADP+ before crystallization.
The hanging-drop vapor diffusion method was used for crystallization trials. The drops
were prepared by mixing 3 μl of the protein-ligand solution with 1 μl of well solution [41].

KM values were determined to be 42.4 μM for both ligands, which means that there was a
100-fold excess in the crystallization drop. The bound products SA and NADP+ in the pro‐
tein could be explained by the low activity of the enzyme and the equilibrium constant fa‐
voring the formation of SA and NADP+, both of which are caused by the low pH. The
equilibrium constant ([SA][NADP+]/[DHSA][NADPH]) was determined by Yaniv and Gil‐
varg (1955) to be 27.7 at pH 7 and 5.7 at pH 7.8 [45]. As of any dehydrogenase reaction, the
equilibrium position of the AaeSDH-catalysed reaction depends on the hydrogen ion con‐
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centration of the environment. The pH of the well solution (0.2 M ammonium acetate, 30 %
w/v PEG 4000, 0.1 M sodium acetate) was 4.6 and therefore the drop became more acidic
during crystallization. They estimated the equilibrium constant at pH 5 to be around 3000 in
favor of the formation of SA and NADP+. The geometry of NADP+ is not distinguishable
from that of the NADPH at this resolution (2.2 Å) but the geometry of SA containing a tetra‐
hedral (sp3) C3 atom is distinct from that of DHSA, in which the geometry of C3 is planar
(sp2) [41].

There were eight (apo) and four (ternary complex) crystallographically independent
AaeSDH molecules in the asymmetric unit of apo-AaeSDH or AaeSDH-NADP+-SA, respec‐
tively. According to the structure of the apo-protein and the ternary complex a fully open
(molecule F in apo-AaeSDH) and a closed conformation with bound ligands (molecule D in
AaeSDH-NADP+-SA; Figure 8) were observed as well as several intermediate states. From

Figure 7. Schematic diagram of the conformational changes within a protein (blue ellipses) during the catalyzed reac‐
tion. 1.) Before a substrate (red trapezium) is bound the proteins exhibits an open conformation. 2.) – 4.) Binding of
the substrate induces a slight domain closure before the cofactor (green hexagon) is bound. 5.) + 6.) In order to facili‐
tate the conversion from substrate to the product (orange rhombus) both protein domains need to be in close con‐
tact. 7.) -9.) A stepwise domain opening allows the changed cofactor (light green pentagon) to leave the protein
domain, followed by the product. The protein itself is not modified at all during the whole reaction and mostly all
steps are reversible.
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the fully open to the closed form there is a movement of three loops in the catalytic domain
towards the NADP-binding domain by around 5 Å sealing the active site of the enzyme. SA
and NADP+ are brought in close contact in that cavity: the C3-O3 bond of SA is parallel to
the C4-C5 bond of the nicotine amide ring of NADP+, and the distance between the two
bonds is 3.5 Å. This represents a typical distance for a hydride transfer.

The open conformation therefor represents the protein structure in state 9.) (or 1.), respec‐
tively) in Figure 7, the closed conformation correlates to state 6.) in that scheme.

Figure 8. Shikimate dehydrogenase from Aquifex aeolicus. The cartoon depicted in cyan represents the open (apo)
conformation of the enzyme (PDB entry: 2HK8), the structure coloured in black illustrates the closed conformation
(PDB entry: 2hk9) with the bound ligands shikimic acid and NADP+, shown as sticks.

4.2. Shikimate dehydrogenase from Thermus thermophiles

In case of TthSDH, crystals of the native protein were grown in microbatch plates. Co-crys‐
tallization trials were only successful with added NADP+ but failed with shikimate. To ob‐
tain complexes with bound shikimate crystals of the apo-protein or the SDH-NADP+

complex were soaked for several seconds in cryosolution supplemented with shikimate. The
final concentration of all added ligands was 5 mM. Although the kinetical parameters were
not determined prior to crystallization, all KM values of closely related SDHs are in a μM
range so that there was at least a 20-fold excess of substrate and cofactor [40].

Evaluation of the complex structures revealed an open and a closed conformation of the two
domains but neither the binding of shikimate nor NADP+ seem to induce that conformation‐
al change. Shikimate could bind to the closed as well as to the open form, whereas NADP+

was found only in closed conformation. As described for AaeSDH, the crystallization condi‐
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tion was in an acidic range of about pH 4.6, which explains that the reaction did not occur.
An alignment of the three structures (apo-SDH, SDH-SA, SDH-SA-NADP+) of T. thermophi‐
lus illustrates the domain closure while/after SA and/or NADP+ binding (Figure 9). Surpris‐
ingly there seems to be no further movement of the substrate binding domain against the
NADP(H) binding domain when the cofactor is bound. Thus, the apo-structure represents
state 9.) (or 1.) in Figure 7 and both the binary and the ternary complex may match a state
between 6.) and 7.) of that scheme.

Figure 9. Shikimate dehydrogenase from T. thermophilus. The cartoons depicted in green (left and right side) repre‐
sent the open (apo) conformation of the enzyme (PDB entry: 1WXD), the structure coloured in black illustrates the
closed form with bound shikimic acid (PDB entry: 2D5C), whereas the red one corresponds to the ternary complex
(PDB entry: 2EV9) with shikimic acid and NADP+, shown as sticks.

4.3. Bifunctional dehydroquinase-shikimate dehydrogenase (AthDHQ-SDH) from
Arabidopis thaliana

Remarkable are the co-crystallization trials of Singh and Christendat with the bifunctional
enzyme dehydroquinase-shikimate dehydrogenase from Arabidopsis thaliana (AthDHQ-
SDH). First crystals were obtained with the product shikimate at the SDH site and tartrate as
a substrate analogue at the DHQ site. Later they could crystallize AthDHQ-SDH with its
natural products shikimate and NADP+.

For the shikimate-tartrate complex crystals they used the vapor diffusion hanging-drop
technique. Protein solution with a final concentration of 1 mM of shikimate was mixed with
the reservoir solution containing 0.4 M potassium sodium tartrate tetrahydrate [42]. To ob‐
tain ligand bound crystals of the three different protein conditions were tested: protein only,
protein with 1 mM shikimate or protein with 1 mM NADP+. The protein-shikimate ap‐
proach was the only one that yielded crystals (under the same conditions as mentioned
above). To gain crystals of the ternary complex a further treatment was necessary: The
above-mentioned crystals were soaked with a NADP+ solution (final concentration 10 mM)
for about 8 hours at pH 5.8. The KM values were determined to be 0.6 mM for shikimic acid
and 0.13 mM for NADP+, respectively [42].
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Not only that the closed conformation of the enzyme after binding of both products could be
demonstrated (Figure 10) but also the activity of that ternary complex was proven as the oxi‐
dation of shikimate was evidenced by the generation of dehydroshikimate, – the product of
the DHQ moiety – found in the DHQ site [43].

Figure 10. Bifunctional dehydroquinase-shikimate dehydrogenase (AthDHQ-SDH) from Arabidopis thaliana. The car‐
toon coloured in grey reveals the binary complex (PDB entry: 2GPT) with the bound product shikimate (grey lines), the
structure depicted in red shows the protein with bound substrate dehydroshikimate (red lines; PDB entry: 2O7Q),
whereas the cartoon in green represents the ternary complex (PDB entry: 2O7S) with bound dehydroshikimate and
the cofactor NADP(H).

The structures of the AthDHQ-SDH binary complexes with bound product shikimate or
substrate dehydroshikimate illustrate therefore the states 8.) or 2.), while the ternary com‐
plex corresponds to the transition state 5.) in Figure 7.

4.4. Shikimate dehydrogenase from Helicobacter pylori

Recently three different catalytic states of the HpySDH were deposited in the PDB. Unfortu‐
nately the results are not published so that detailed information about the crystallization tri‐
als are lacking. Apparently they obtained all crystals by means of the hanging-drop vapor
diffusion method.

However, the structure is ideally suited to visualize structural changes during cofactor bind‐
ing Figure 11.

In the binary structure of the HpySDH with bound shikimate there is a large loop in the C-
terminal domain that obstructs the entrance to the cofactor-binding cleft and virtually acts
as a lid. For cofactor binding this loop has to move away from the cleft in order to create
space for NADP(H). Comparing these two structures with the overall conformation of the
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apo-protein, these two conformational stages represent stages 2.)/3.) or 6./7.), in the catalytic
cycle shown in Figure 7.

4.5. Quinate dehydrogenase from Corynebacterium glutamicum

Last but not least the bacterial quinate dehydrogenase of C. glutamicum could be structurally
solved in four different catalytic states: apo-enzyme, with bound cofactor NAD+ and in com‐
plex with quinate (QA) and the reduced cofactor or shikimate (SA) and NADH, i. e. with the
natural substrate and the natural cofactor as product of the reaction.

For growing the crystals of the apo-form the protein solution was mixed with the reservoir
solution and a NADH solution (2 μg/ml) in a drop ratio 1:1:1. The reduced cofactor could
not be detected in the electron density due to the very low concentration [46].

For the co-crystallization trials (with the cofactor NAD+, the substrate quinate (QA) and the
reduced cofactor or shikimate (SA) and NADH) the kinetical parameters were determined
first in order to get an idea of the concentrations necessary for successful ligand binding.
The KM values for NAD+, QA and SA are 0.28 mM, 2.37 mM and 53,88 mM, respectively
(Hoeppner et al.; publication in progress).

To obtain the binary  and both of the ternary complexes  the protein solution was mixed
with either NAD+ or QA plus NADH or SA plus NADH to a final concentrations of 1 mM
for NAD+ or NADH and 35 mM for QA or SA. These mixtures were incubated on ice for
about 1 hour prior to crystallization. All  substrates and the cofactor were bound during
co-crystallization experiments by means of the sitting drop method with drop size of 2-4
μl in 1:1 ratio of protein and reservoir solution.

Crystals of the binary and ternary complexes were different in shape compared to the crys‐
tals of the apo-enzyme and grew under diffenrent conditions (Figure 12), which was a hint
to (structural) changes within the protein molecules.

Figure 11. Binary (left; PDB entry: 3PHI) and ternary structure (right; PDB entry: 3PHH) of the shikimate dehydrogen‐
ase from Helicobacter pylori. The substrate dehydroshikimate and the cofactor NADP(H) are presented as sticks. The
red circle indicates the loop region in the N-terminal domain which acts as a lid during cofactor binding.
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The crystals of all three CglQDH complexes diffracted to atomic resolution and allowed us to as‐

sign the position of all ligand atoms unambiguously within the electron density (Figure 13).

Figure 13. Representative sections of electron density maps of the CglQDH complexes at 1.0 Å (CglQDH-NAD+) or 1.16
Å (CglQDH-QA-NADH and CglQDH-SA-NADH) resolution. A) electron density defining protein side chains, B) density
around the nicotinamide ring of the cofactor NAD(H), C) bound substrate quinate, D) bound substrate shikimate (elec‐
tron density maps in A)-C) contoured at 1 σ and in D) 0.7 σ).

Apo CglQDH CglQDH-NAD+ CglQDH-QA-NADH CglQDH-SA-NADH
100 mM sodium acetate pH

4.6, 200 mM NaCl, 20 %(v/v)
2-methyl -2,4-pentanediol

(MPD)

1.6 M sodium citrate tribasic
dihydrate pH 6.9, plus up to

62 mM CoCl 2

24 %(w/v) PEG 6000, 360 to 400 mM CaCl2, 100 mM
Tris-HCl pH 8.0 to 9.5

Figure 12. Comparison of the crystal shapes of the four different catalytical states of the CglQDH and the correspond‐
ing crystallization conditions.
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By comparing the overall structures of all these states an open, a semi-open and a closed
conformation of the enzyme (Figure 14) was observed. Surprisingly, the apo-structure of the
CglQDH exhibits the closed form although one would intuitively expect the open conforma‐
tion. But it is possible that these findings were a crystallization artifact since the reservoir
solution was quite acidic (pH 4.6) compared to the CglQDH pH optimum, which is 9.0-9.5
for quinate and 10.0-10.5 for shikimate (Hoeppner et al.; publication in progress).

Within the cofactor binding domain of CglQDH the glycine rich loop, which is highly con‐
served within SDH proteins and represents a classical Rossmann fold, is flapped down to‐
wards the cofactor binding cleft in the apo-structure, but moved away when the cofactor is
bound. With regard to the overall arrangement of the apo-state compared to the NAD+-
bound state there is a clearly visible opening of the two domains. After forming the ternary
complex the two domains are brought closer to each other, if only more slightly compared
to the apo-conformation and thus adopt a semi-closed conformation (Hoeppner et al.; publi‐
cation in progress).

Figure 14. Structural alignments of the binary structure of CglQDH with bound NAD+ (black; PDB entry: 3JYO) and A)
the apo-protein (green; PDB entry: 2NLO) or B) the ternary structure with bound quinic acid and NADH (red; PDB en‐
try: 3JYP). The substrate and the cofactor NAD(H) are presented as sticks. The red arrow indicates the conformational
changes within the glycine rich loop.

4.6. Insights into the structural changes during catalysis and elucidation of substrate and
cofactor specificity, using the example of CglQDH

4.6.1. Structure overview of C. glutamicum QDH

All CglQDH structures presented here are determined from crystals that were nearly iso‐
morphous and belong to the same space group C2. The unit-cell parameters are very similar
with one monomer per asymmetric unit.

The 282 residues in the QDH molecule form two structural domains (Figure 15): the N-ter‐
minal or catalytic domain (residues 1 to 113 and 256 to 283), which binds the substrate mole‐
cule, and the C-terminal or nucleotide binding domain (residues 114 to 255). The catalytic
domain forms an open α/β sandwich, which is characteristic for enzymes of the S/QDH fam‐
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ily but different from all other known proteins. The domain consists of a six-stranded, main‐
ly parallel β sheet (strand order β2, β1, β3, β5, β6 and β4, where β5 is antiparallel. This β
sheet is flanked by helices α1 and α11 at one side and α2, one 310-helix and α4 at the other.
The C-terminal domain contains a six-stranded parallel β sheet (strand order β9, β8, β7, β10,
β11 and β12) sandwiched by three helices (α7, α6, α5) on one face and by helices α8, α10
and a 310-helix on the other. The nucleotide binding domain exhibits a glycine rich loop with
the sequence motive GXGGXG. The overall fold of this functional domain is very similar to
that observed for other SDH proteins [47, 48] and represents the classical Rossmann fold.
Both domains are linked together by helices α5 and α11. The arrangement of these two do‐
mains creates a deep active site groove in which cofactor and substrate are located.

Figure 15. Schematical overview of the CglQDH fold

4.6.2. Description and analysis of QDH active site

Cofactor Binding Site: The electron densities for NAD(H) were of high quality and allowed us
to assign the position of these ligand unambiguously at 1.0 Å. CglQDH crystallizes in the
presence of NAD+ in the same space group with similar unit cell dimensions, but under dif‐
ferent crystallization conditions compared to the apo-enzyme. With regard to the overall
structure we found that the catalytic domain moves away from the nucleotide-binding do‐
main after cofactor binding making the interdomain cavity larger. Concerning the steric con‐
figuration of the residues there are only little but fundamental variances, especially in the
glycine rich loop. In comparison to the QDH apo-enzyme (PDB entry 2NLO) the residues of
the loop (Gly136-Val138) move out of the cavity after cofactor binding and therefore clear
space for the NAD(H) molecule (Figure 14). Cofactor binding occurs in an extended groove
between the N-terminal and C-terminal domain, whereas most of the molecular interactions
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result from the C-terminal domain. The adenine part of the adenosine moiety form hydro‐
gen bonds only to some water molecules, while the ribose is bound by the side chains of
Asp158 and Arg163. The phosphate moiety contacts the glycine rich loop and forms hydro‐
gen bonds to Arg163 and the backbone nitrogen atom of Val138. The following ribose moi‐
ety again interacts only with water molecules, whereas the nicotinamide moiety is cramped
by the backbone nitrogen of Ala255 and backbone oxygens of Val228 and Gly251, respec‐
tively. Gly251 and Ala255 are the only residues of the N-terminal domain involved in cofac‐
tor binding (Figure 16). The nucleotide-binding motive GXGGXG comprises the residues
Gly134-Ala135-Gly136-Gly137-Val138-Gly139 (Hoeppner et al.; publication in progress).

Figure 16. Interactions between the cofactor NAD(H) and CglQDH. Residues involved in hydrogen bonds (dotted
lines) and bound ligand are shown as sticks, water molecules are depicted as red stars.

The strict specificity for NAD(H) is determined by the negatively charged aspartate residue
158, the neutral Leu159 and the bulk side chain of Arg163, which would result in steric hin‐
drance with the additional phosphate group in the NADP(H) molecule.

Substrate Binding Site: We examined the substrate binding site of CglQDH by analysis of the
two different ternary complexes QDH-QA-NADH and QDH-SA-NADH. The substrate
binding site is located in the N-terminal domain, close to the nicotinamide ring of the cofac‐
tor, and is characterized by a number of highly conserved residues.

After quinate binding a slight closure of the N- and C-terminal domain of CglQDH so that
the crevice becomes closer by about 0.5 Å was observed. The substrate quinate is  anch‐
ored by numerous key interactions with these residues: the carbonyl group of quinate is
bound by the hydroxyl groups of Ser17 and Thr19; the hydroxyl groups of the C1 and C3
atom of the substrate form hydrogen bonds to side chain of Thr69, whereas the nitrogen
atom of Lys73 binds to the hydroxyl groups of C3 and C4, the latter furthermore interacts
with the side chains of Asn94 and Asp110; the fourth hydroxyl group at C5 forms hydro‐
gen bonds to the amide group of Asp110 and the oxygen atom of the Gln258 side chain,
respectively.  A total  of  eleven hydrogen bonds  cause  a  forcipate  anchorage  of  the  sub‐
strate molecule (Figure 17 B).
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Figure 17. Active site residues of CglQDH. A) Apo-CglQDH (PDB entry: 2NLO) with bound glycerol (purple), B) ternary
complex (PDB entry: 3JYP) with bound quinate (orange), C) ternary complex (PDB entry: 3JYQ) with shikimate (wheat).
Residues involved in hydrogen bonds (dotted lines) and bound ligand are shown as sticks, water molecules are depict‐
ed as red stars.

In comparison to the apo-enzyme QDH (Figure 17 A) it is noteworthy that the side chain of
Lys73 exhibits a sprawled conformation after quinate binding, which is required for interac‐
tion with the C3 and C4 hydroxyl groups of the substrate. For the hydride ion transfer from
C3 of quinate to C4 of NAD+ a particular distance between these atoms is very important. In
the crystal structure the nicotinamide ring is located in a suitable orientation for the H-

transfer. After quinate binding and resulting closure of the domains the cofactor approaches
to the substrate-binding site, whereby the distance of interest amounts to 4.27 Å.

In the case of shikimate binding a somewhat different situation was observed. In principle
the above mentioned residues except Thr19 are involved in shikimate binding (Figure 17 C),
but only eight polar interactions are achieved (compared to eleven when QA is bound),
from which some are furthermore weaker pronounced: Thr19 is not involved in polar con‐
tacts to SA, Thr69 has contact only to the hydrogen group of C3, Asn94 is about 0.2 Å farer
apart from the hydrogen atom of C4 and has no contact to the OH-group of C5. Remarkable
is the appearance of an alternative side chain conformation of Lys73, as evidenced by the
excellent electron density in this region. The first conformation of the Lys73 side chain in the
crystal exhibits the sprawled conformation as found for the quinate binding; the second con‐
formation reveals an angled rotamer as it occurs in apo-CglQDH. The latter conformation
makes hydrophobic interactions with the shikimate molecule impossible (Hoeppner et al.;
publication in progress). Furthermore the shikimate molecule exists in a half-chair confor‐
mation, whereas the quinate molecule adopts a chair conformation. Hence the distance of
the C4 atom of the cofactor and the C3 atom of the substrate increases to 4.67 Å. All residues
involved in cofactor and substrate binding identified here are consistent with these of fur‐
ther reported structures (i. e. TthSDH, AaeSDH, AthDHQ-SDH).
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4.6.3. Substrate and cofactor specificity and discrimination

All results of the structural analysis are also in excellent agreement with the findings of the
kinetical assays. The higher affinity of CglQDH to the substrate quinate (as obvious by
means of the clearly unequal KM values) arises from the major quantity of hydrogen bonds
between protein and the substrate quinate. Considering the known structures of shikimate
dehydrogenases as SDH from T. thermophilus [40] SDH from A. aeolicus [41] or the SDH do‐
main of A. thaliana [42, 43] they all possess at least eleven hydrogen bonds to the substrate
molecule shikimate, comparable to the quinate binding in CglQDH. In contrast there are on‐
ly eight polar interactions present between the enzyme and the shikimate molecule, because
shikimate offers a somewhat different conformation (half-chair instead of chair) and exhibits
no hydroxyl group at the C1 atom. Furthermore the formed hydrogen bonds between shiki‐
mate and the enzyme are accomplished weaker. The higher catalytic efficiency of CglQDH
regarding to quinate (as obvious on the basis of significantly higher kcat/KM values) possibly
results from the slightly lower distance between the C4 atom of the cofactor NAD(H) and
the C3 atom of the quinate molecule (4.27 Å versus 4.67 Å) and the improved orientation of
the substrate quinate.

A further occasion for the lower affinity and catalytic efficiency regarding shikimate results
from the appearance of an alternative conformation of the Lys73 side chain (Figure 17 C),
which leads to a loss of an important hydrogen bond. At last we compared the substrate bind‐
ing residues of CglQDH with those of AaeQDH, AthDHQ-SDH and TthSDH, which convert
shikimate. We detected two differences possibly jointly responsible for quinate binding: in all
the above-mentioned structures a tyrosine residue is involved in shikimate binding but not in
CglQDH (Tyr230). Furthermore the second serine, which forms a hydrogen bond to the car‐
bonyl group of shikimate, is replaced by a threonine residue in CglQDH (Thr19). Since the car‐
bonyl group of shikimate bound in CglQDH is twisted about 90° compared to the situation of
the aforesaid enzymes, Thr19 cannot take part in polar interaction with the substrate shiki‐
mate. Concerning the usage of the cofactors NAD(H) and NADP(H) the classical dinucleotid
fold were identified in the past. Characteristic for all nucleotide binding proteins is the glycine
rich loop with the common sequence GXGXXG, in which the number of glycine residues
changes [49]. Enzymes using NAD or FAD possess a well conserved negatively charged ami‐
no acid at the C-terminus of the second β-strand of the nucleotide binding βαβ unit, mostly as‐
partate or glutamate. This residue interacts with the 2´-hydroxyl group of the ribose. In the
majority of the NADP binding proteins this negatively charged residue is absent since the ad‐
ditional 2´-phosphate group is located at this position. Moreover, various NADP dependent
proteins exhibit a charged amino acid (like arginine) in the position of the 2´-phosphate group
which stabilizes the cofactor molecule. The CglQDH described here offers a negative charged
residue (Asp158) forming a hydrogen bond to 2´-hydroxyl group of the ribose, followed by a
neutral amino acid (Leu159) which is unable to interact with an additional phosphate group as
present in NADP. Furthermore the bulk side chain of Arg163 constrict the cofactor binding
site,  which  would  result  in  steric  hindrance  with  the  additional  phosphate  group  in  a
NADP(H) molecule. Due to all results of the kinetical and structural analysis we conclude that
CglQDH is strictly NAD(H) specific and not able to bound NADP(H).
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5. Conclusions

Crystal structures of proteins and enzymes are important to fully understand the mecha‐
nism and mode of action. Although the crystallization of a large number of proteins was
successful and delivered valuable information the goal must be to fully understand the
function. When crystallizing a protein a snapshot of the protein in a certain conformation is
observed in the electron density. It is known that proteins are flexible and can obtain several
states in solution.

Within that book chapter we explained the importance to acquire structural information of
different catalytical states of proteins or enzymes, to fully understand how the protein be‐
haves during catalysis or how the substrate bound state differs from the apo-enzyme.

The open and closed structures of the substrate binding protein ProX as apo-protein or with
different substrates bound revealed enormous conformational changes during ligand bind‐
ing and clearly visualzes how flexible a protein can be and elucidates the side chain move‐
ments within the substrate site upon ligand binding.

All described crystallization trials of the different transition states of the OcDH showed im‐
pressively that protein crystallization is a trial and error approach and that knowledge of the
protein (especially the kinetical parameters beside others) is the essential thing to be success‐
ful. At best and as recompenses for ones effort one will achieve important insights that clear‐
ly explains the catalytic mechanism.

Last but not least the different structural information of the enzymes of the shikimate dehy‐
drogenase family could bring to light how substrate and cofactor specificity and discrimina‐
tion can be achieved throught detailed analysis of apo-, binary and ternary structure
information about involved amino acids in substrate and cofactor binding.

So with these three examples the difficulties in crystallization on one hand and on the other
hand the beauty of looking at proteins at work is shown.

PDB entries used

Protein PDB Code Title

ChoX 2RF1 Crystal structure of ChoX in an unliganded closed conformation

3HCQ Structural analysis of the choline binding protein ChoX in a semi-closed and ligand-free

conformation

2REJ ABC-transporter choline binding protein in unliganded semi-closed conformation

2RIN ABC-transporter choline binding protein in complex with acetylcholine

2REG ABC-transporter choline binding protein in complex with choline
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Protein PDB Code Title

ProX 1SW1 Crystal structure of ProX from Archeoglobus fulgidus in complex with proline betaine

1SW4 Crystal structure of ProX from Archeoglobus fulgidus in complex with trimethyl ammonium

1SW2 Crystal structure of ProX from Archeoglobus fulgidus in complex with glycine betaine

3MAM A molecular switch changes the low to the high affinity state in the substrate binding protein

AfProX

1SW5 Crystal structure of ProX from Archeoglobus fulgidus in the ligand free form

CenDH 1BG6 Crystal structure of the N-(1-D-carboxylethyl)-L-norvaline dehydrogenase from Arthrobacter sp.

strain 1C

OcDH 3C7C A structural basis for substrate and stereo selectivity in octopine dehydrogenase (OcDH-NADH-L-

arginine)

3C7D A structural basis for substrate and stereo selectivity in octopine dehydrogenase (OcDH-NADH-

pyruvate)

3C7A A structural basis for substrate and stereo selectivity in octopine dehydrogenase (OcDH-NADH)

AroE 2HK8 Crystal structure of shikimate dehydrogenase from Aquifex aeolicus

2HK9 Crystal structure of shikimate dehydrogenase from Aquifex aeolicus in complex with shikimate and

NADP+

1WXD Crystal structure of shikimate 5-dehydrogenase (AroE) from Thermus thermophilus HB8

2D5C Crystal structure of shikimate 5-dehydrogenase (AroE) from Thermus thermophilus HB8 in complex

with shikimate

2EV9 Crystal structure of shikimate 5-dehydrogenase (AroE) from Thermus thermophilus HB8 in complex

with NADP(H) and shikimate

3PHG Crystal structure of the shikimate 5-dehydrogenase (AroE) from Helicobacter pylori

3PHH Crystal structure of the shikimate 5-dehydrogenase (AroE) from Helicobacter pylori in complex with

shikimate and NADP(H)

3PHI Crystal structure of thesShikimate 5-dehydrogenase (AroE) from Helicobacter pylori in complex with

dehydroshikimate

DHQ-SDH 2GPT Crystal structure of Arabidopsis dehydroquinate dehydratase-shikimate dehydrogenase in complex

with tartrate and shikimate

2O7Q Crystal structure of the A. thaliana DHQ-dehydroshikimate-SDH in complex with dehydroshikimate

2O7S Crystal structure of the A. thaliana DHQ-dehydroshikimate-SDH in complex with dehydroshikimate,

NADP(H) and tartrate

QDH 3JYO Quinate dehydrogenase from Corynebacterium glutamicum in complex with NAD

3JYP Quinate dehydrogenase from Corynebacterium glutamicum in complex with quinate and NADH

3JYQ Quinate dehydrogenase from Corynebacterium glutamicum in complex with shikimate and NADH

2NLO Crystal structure of the quinate dehydrogenase from Corynebacterium glutamicum
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Glossary

Apo-protein/apo-enzyme

Enzymes that require a cofactor but do not have one bound are called apo-enzymes or apo-proteins. An apo-enzyme together
with its cofactor(s) is called a holoenzyme.

Affinity

The dissociation constant is commonly used to describe the affinity between a ligand and a protein, i.e. how tightly a ligand
binds to a particular protein. Ligand-protein affinities are influenced by non-covalent intermolecular interactions between the
two molecules such as hydrogen bonding, electrostatic interactions, hydrophobic and Van der Waals forces. They can also be
affected by high concentrations of other macromolecules, which causes macromolecular crowding. The smaller the dissociation
constant K d, the more tightly bound the ligand is, or the higher the affinity between ligand and protein.

Binary complex

A binary complex refers to a protein complex containing two different molecules which are bound together. In structural
biology, the term binary complex can be used to describe a crystal containing a protein with one small molecule bound, for
example the cofactor or the substrate; or a complex formed between two proteins.

Co-crystallization

Co-crystallization means that the protein solution is mixed with one or more ligand prior to the crystallization. Often the
protein-ligand mixture is preincubated before setting up the crystallization drops.

Cofactor

A cofactor is a non-protein chemical compound that is bound to a protein and is required for the protein's biological activity.
These proteins are commonly enzymes, and cofactors can be considered "helper molecules" that assist in biochemical
transformations. Cofactors are either organic or inorganic. They can also be classified depending on how tightly they bind to an
enzyme, with loosely bound cofactors termed coenzymes and tightly-bound cofactors termed prosthetic groups. Examples of
widespread cofactors are ATP, coenzyme A, FAD, and NAD+, vitamins or metal ions.

Kd

In chemistry, biochemistry, and pharmacology, a dissociation constant K d is a specific type of equilibrium constant that
measures the propensity of a larger object to separate (dissociate) reversibly into smaller components, as when a complex falls
apart into its component molecules, or when a salt splits up into its component ions.

KM

In biochemistry, Michaelis-Menten kinetics is one of the simplest and best-known models of enzyme kinetics. The Michaelis
constant K M is the substrate concentration at which the reaction rate is half of V max (which represents the maximum rate
achieved by the system, at maximum (saturating) substrate concentrations).

Intrinsic tryptophan fluorescence

Binding of ligands to proteins frequently causes changes to their three-dimensional structure. Exampes of this include the
binding of substrates, inhibitors, cofactors or allosteric modulators to enzymes or of hormons to receptors. If this structural
change has an effect on the environment of an intrinsic or extrinsic fluorophore in the protein, this can result in measurable
changes in the fluorescence spectrum. Provided that the fluorophore has a unique location in the protein, such changes of
fluorescence at a particular wavelength can be used to determine the dissociation constant (K d) of the protein for the ligand
where K d is a measure of the affinity of the protein for the ligand [50].

Isothermal Titration Calorimetry (ITC)

This technique is useful for protein concentrations in the range of mg/ml. A typical experiment involves measurement of heat
change as a function of addition of small quantities of a reagent to the calorimeter cell containing other components of the
system under investigation. For example, this reagent could be a protein ligand or substrate/ inhibitor of an enzyme. At the
beginning of the experiment, there is a large excess of protein compared to ligand. This means that Δ H values associated with
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each aliquot can be individually measured. Initially, these values are large but, as aliquots are progressively added, eventually
decrease to values similar to the Δ H of dilution of ligand into the solution in the calorimeter cell. The Δ H measured is the total
enthalpy change which includes heat associated with processes such as formation of noncovalent bonds between interacting
molecules and with other equilibria in the system such as conformational changes, ionization of polar groups (e.g.
deprotonation) and changes due to interactions with solvent. ITC provides a useful method for studying binding processes such
as those involving a protein and a ligand. It allows estimation of both the binding constant (K b) and of the dissociation
constant (K d) [50].

Ligand

In biochemistry a ligand is a substance (usually a small molecule), that forms a complex with a biomolecule to serve a biological
purpose. In the context of this chapter ligand is used as a more general expression for substrate, product or cofactor.

Ligand soaking

Ligand soaking means the addition of ligands into the mother liquid with preformed crystals. The idea is that the ligand
diffuses into the crystals and binds at the active site. This technique was initially used for the incorporation of heavy atoms into
protein crystals for phasing purposes.

Macro and Micro Seeding

During Macro Seeding the protein crystal is replaced into a freshly made mother liquid which allows the further enlargement of
the crystals size. In Micro Seeding a suspension of microcrystals is prepared by either resuspending or crushing a protein crystal
cluster or single crystals. These seeds are then used (often streaked through a new droplet of precipitant and fresh protein) to
serve a crystallization starting point.

Microbatch

Microbatch is a method in which the molecule to be crystallized is mixed with the crystallizing agents at the start of the
experiment. The concentration of the ingredients is such that supersaturation is achieved immediately upon mixing, thus the
composition and the volume of a trial remain constant and crystals will only form if the precise conditions have been correctly
chosen.

Occupancy

Occupancy means the degree of protein molecules in solution or in a crystal with bound ligand. If every second protein has
attached a ligand the occupancy is 50 %.

Substrate

In biochemistry, a substrate is a molecule upon which an enzyme acts. Enzymes catalyze chemical reactions involving the
substrate(s). In the case of a single substrate, the substrate binds with the enzyme active site, and an enzyme-substrate complex
is formed. The substrate is transformed into one or more products, which are then released from the active site. The active site
is now free to accept another substrate molecule. In the case of more than one substrate, these may bind in a particular order
to the active site, before reacting together to produce products.

Surface Plasmon Resonance (SPR)

SPR is an optical technique which depends on changes in refractive index or mass changes near metal surfaces. When

two surfaces, one a metal and the other a dielectric material are exposed to a beam of plane-polarized light of

wavelength, λ, a longitudinal charge density wave (a surface plasmon) is propagated along the interface between

them. This only happens when one of the surfaces is a metal and works best with silver, gold, copper and aluminium.

This is because metals contain free oscillating electrons called plasmons. When light traveling through an optically

dense medium such as glass arrives at an interface with a lower optical density (e.g. liquid), it is reflected back into the

more optically dense medium, a phenomenon called total internal reflectance. Any process altering n s (the refractive

index of the dielectric medium) can be sensitively detected by SPR so the technique has found applications in the

study of kinetics and thermodynamics of binding processes (e.g. protein-ligand, protein-protein) [50].
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Ternary complex

A ternary complex refers to a protein complex containing three different molecules which are bound together. In

structural biology ternary complex can be used to describe a crystal containing a protein with two small molecules

bound, for example cofactor and substrate; or a complex formed between two proteins and a single substrate.

Vapor diffusion Hanging or Sitting drop

Two of the most commonly used methods for protein crystallization fall under the category of vapor diffusion. These

are known as the hanging drop and sitting drop methods. Both entail a droplet containing purified protein, buffer,

and precipitant being allowed to equilibrate with a larger reservoir containing similar buffers and precipitants in

higher concentrations. Initially, the droplet of protein solution contains an insufficient concentration of precipitant for

crystallization, but as water vaporizes from the drop and transfers to the reservoir, the precipitant concentration

increases to a level optimal for crystallization. Since the system is in equilibrium, these optimum conditions are

maintained until the crystallization is complete [51].
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Chapter 2

Purification of Erythromycin by
Antisolvent Crystallization or
Azeotropic Evaporative Crystallization

Kui Chen, Li-Jun Ji and Yan-Yang Wu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/52934

1. Introduction

Crystallization plays an important role in separation and purification of the antibiotics. And
it is also an indispensable step in preparation of pharmaceuticals with biological activities
and specific crystal form. As the last step in purification, crystallization determines the puri‐
ty, crystal habit, granularity and its distribution as well as pharmacologic effect, biologic ac‐
tivity and product stability [1], which are actually dependent on specific mechanism for its
processes and operational conditions. So it’s necessary to study thermodynamics, kinetics
and conditions of crystallization process, which helps increase the yield and reduce cost.

As a representative of macrolide antibiotics, erythromycin has been widely used since its in‐
troduction in 1952 [2]. As erythromycin derivatives, clarithomycin and azithromycin have
exhibited remarkable improvement on stability in acid solutions and metabolism dynamics
[3, 4]. A lot of researches have been done on new derivatives with features of combating
drug resistance [5, 6]. In the meanwhile, high-purity erythromycin, as the raw material, is
fundamental to produce its pharmaceutical derivatives.

Erythromycin  is  obtained  from  microbial  fermentation  in  industry.  Subsequent  separa‐
tion  and  purification  involve  multiple  unit  operations,  such  as  extraction,  absorption,
chromatography and crystallization.  Different process involves different combinations of
unit operations [7].

Among them, solvent extraction accompanied with intermediate precipitation is widely
used, in which butyl acetate is commonly adopted to extract erythromycin from the fermen‐
tation filtration. It is followed by reactive crystallization to form an intermediate prior to
conversion into erythromycin alkaline and dissolving in acetone. Lastly, erythromycin is pu‐

© 2013 Chen et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



rified by antisolvent crystallization [8]. That is to say, both reactive crystallization and anti‐
solvent crystallization have to be employed in this separation process.

In contrast, the technological process with membrane separation and resin absorption [9]
is drawing more attention compared with the traditional solvent extraction in the above
[10].  This process usually goes as follows: firstly, microfiltration is used to remove solid
impurities  from the  fermentation broth,  and the  filtrate  is  purified  by macroporous  ab‐
sorption resin, and then the adsorbed erythromycin is eluted with butyl acetate. Finally,
either  evaporative crystallization or  reactive crystallization can be used to obtain the fi‐
nal product [11].

Figure 1. Schematic diagram for the purification erythromycin

The flowsheet of these two technological processes is demonstrated in Figure 1. It can be
seen that crystallization is the final step to prepare erythromycin no matter which one is
adopted. Different crystallization method has been used for different pretreatment.

Crystallization  is  a  complex  process  involving  mass  transfer,  heat  transfer  and  surface
reactions,  which  includes  the  formation  of  a  supersaturated  solution,  nucleation  and
crystal growth. The operating parameters of crystallization process, such as temperature,
agitation intensity  and seed crystals,  can affect  the  generation rate  and scale  of  the  su‐
persaturation.  The  structure  of  the  crystallizers  and  stirrer  will  influence  the  fluid  me‐
chanics properties of the crystallization system. Thus it can be seen that all these factors
profoundly influence crystal nucleation and growth [12]. Over a long period of time, the
crystallization  processes  have  been  carried  out  on  according  to  experiences  rather  than
theoretical  researches  due  to  the  little  study on thermodynamics  and kinetics.  Not  sur‐
prisingly,  it’s  hardly  to  obtain  erythromycin  with  high  purity,  complete  crystal  form,
narrow  distribution  of  crystal  size,  less  crystal  bonding,  which  are  very  important  for
the stability and bioavailability of the drug.
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In  this  paper,  two crystallization  processes  of  erythromycin  in  different  systems,  which
include  the  antisolvent  crystallization  for  mixed solvents  of  acetone  and water  and the
azeotropic evaporative crystallization for butyl acetate-water system, are described in de‐
tails.  The  thermodynamics  and  kinetics  of  the  crystallization  of  erythromycin,  which
help to thoroughly understand the effect of a variety of factors on the nucleation, crystal
growth  and  crystal  habit,  are  summarized  systematically.  On  the  basis  of  these  funda‐
mental  studies,  effective  control  techniques  are  proposed  to  improve  the  quality  of  er‐
ythromycin product.

2. Purification of erythromycin by antisolvent crystallization

In the solvent extraction process for purification of erythromycin, erythromycin alkaline was
converted from erythromycin thiocyanate by adding ammonia or NaOH solution and dis‐
solving in acetone. Then erythromycin product was prepared by antisolvent crystallization,
in which water was served as antisolvent.

The traditional crystallization process, which was too simple, only involved modulating two
indicators including antisolvent quality and crystallization temperature.

Water was poured into erythromycin acetone solution at room temperature, and then the
product was obtained by filtration after standing for a period of time. Such operation made
obvious differences of supersaturation, nucleation rate and crystal growth rate and then
caused the discrepancy in product quality for different batch.

2.1. Solubility and metastable limit of erythromycin

As we know, the phase equilibrium between solid and its solution is fundamental to choose
crystallization method and also determines the maximum yield of solution crystallization
[12]. Erythromycin is soluble in acetone, but insoluble in water [13]. Thus, erythromycin can
be precipitated by adding water into erythromycin acetone solution.

2.1.1. Solubility

The solubility of erythromycin in acetone increases with the increasing temperature, where‐
as it becomes less soluble with the higher temperature in water. So, the solubility of erythro‐
mycin in acetone-water binary solvent system is influenced by the solvent composition and
temperature.

Some data on solubility of erythromycin in acetone-water solution was reported in litera‐
tures [14,15]. In this paper, the solubility above 303.15K has been measured. As can be seen
in Figure 2, the solubility of erythromycin in the medley acetone-water solution increased
with increasing acetone concentration and increasing temperature, respectively. In the same
range of acetone content, the slope of the solubility curve increased with increasing temper‐
ature, which meant the rate of increase of erythromycin solubility increased.
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Figure 2. Solubility of erythromycin in acetone-water solution at different temperatures; -□-: 293.15K; -■-: 298.25K; -
△-: 303.15K; -▲-: 308.15K; -○-: 310.15K; -●-: 312.15K; -◇-: 314.15K; -◆-: 323.15K

The impact of acetone on the solubility of erythromycin increased as the mass fraction of
acetone increasing. It was not hard to infer that the difference of the solubility at different
temperatures tended to decrease with the mass fraction of water increase.

An empirical model was proposed to relate the experimental data of the solubility of eryth‐
romycin and the parameters was obtained by fitting. The empirical equation for the solubili‐
ty of erythromycin in mixed solvents of acetone and water was expressed as below:

0.0491
*

(0.0138 1.298)
1.02

0.395 0.00383

T

T
eC

T x +

´
=

- +
(1)

where C* was solubility (g Erythromycin/100g Acetone-Water Solution) and x was the mass
proportion of water to acetone (x=mw:ma). Equation (1) was practicable in the range of
293.15K≤T≤323.15K, 1.0≤x≤2.0.

Equation  (1)  could  be  used  to  calculate  erythromycin  solubility  C*
Cal  under  various  ex‐

perimental conditions. The calculated solubility C*
Cal  and the experimental solubility C*

Exp

were  shown in  Figure  3.  It  was  indicated  that  Equation  (1)  was  appropriate  to  predict
the  solubility  of  erythromycin  within  the  range  of  temperature  and  acetone  concentra‐
tion for the equation.
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Figure 3. Comparison of simulated value and experimental data of solubility

2.1.2. Metastable zone

Metastable zone width is fundamental to choose suitable supersaturation of crystallization.
It is also used as a restrictive operating condition to avoid crystallization system going to
unstable zone [16] that results in the worse product.

Figure 4. Apparatus for antisolvent crystallization of erythromycin; 1. Thermostat Bath; 2. Circulating Pump; 3. Water
Storage Tank; 4. Peristaltic Pump; 5. Laser Generator; 6. Double-Wall Crystallizer; 7. Stirrer; 8. Thermometer; 9. Con‐
denser; 10. Laser Power Detector
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Supersolubility of erythromycin was measured by the method of laser scattering [15]. As
shown in Figure 4, the experimental device consisted of crystallizer, mixing system, feeding
system, temperature control system and detection system. Wherein, the crystallizer was a dou‐
ble-wall kettle with internal diameter 75mm and height 130mm. Stirrer with four inclined pro‐
pellers was driven by variable speed motor, the propeller diameter was 12mm, and the stirring
shaft diameter was 5mm. The peristaltic pump continuously pumped antisolvent water at a
fixed temperature into crystallizer. The detection system consisted of He-Ne laser generator
and laser power detector. He-Ne laser generator outputted 632.8nm red line, scattering and dif‐
fraction occurred when monochrome laser beam encountered with body of similar length of
wavelength, the laser intensity received by detector was drastically reduced, thus the nuclea‐
tion could be detected.

The relationship between metastable zone width ΔC of erythromycin and solvent composi‐
tion at 323.15K was shown in Figure 5. It could be seen form the figure that metastable zone
width decreased gradually with the increase of the quality of water in solution. In mw:ma

range of 1.0 to1.8, the supersolubility presented apparent downward trend. After mw:ma

reached 1.8, the change of the metastable zone width weakened, but the metastable zone
width of this region was already narrow and was not suitable for crystallization operation.

The equation was obtained by correlating the metastable zone width and solvent composi‐
tion, which was listed as follows:

2.493.09C x-D = ´ (2)

where x was the mass ratio of water to acetone, x=mw:ma.

Figure 5. Effect of solvent composition on metastable zone width of erythromycin at 323.15K
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Figure 6. The effect of stirring intensity on supersaturation of erythromycin at different temperatures; –▲–: 308.15K; –
●–: 313.15K; –■–: 323.15K

It could be seen form Figure 5, the calculated value was in good agreement with experimen‐
tal data. Similar results could be obtained at other temperatures.

As shown in Figure 6, the metastable zone width of erythromycin decreased with the in‐
crease of temperature. The metastable zone width was similar at 308.15K and 313.15K, while
it was quite different at 313.15K and 323.15K, which indicated metastable zone width was
temperature sensitive in the range of 313.15K to 323.15K. The variation of metastable zone
width with agitation power presented a consistency at different temperatures. The metasa‐
ble zone width was wider under the same agitation power at lower temperature.

2.2. Antisolvent crystallization kinetics of erythromycin

In this paper, the intermittent dynamic method [17] was used to study the kinetics of eryth‐
romycin antisolvent crystallization under different conditions. With the empirical models
deduced from the Larson-Randolph population balance equation [18,19], the model parame‐
ters were obtained from the experimental data through the matrix convertion and the meth‐
od of linear squares regression. Thus, the equations of nucleation and crystal growth of
antisolvent crystallization of erythromycin were established to help find the suitable opera‐
tion parameters.

The experimental apparatus were shown in Figure 4. Firstly, at the start of recording the
time, antisolvent water at set temperature was poured into the erythromycin-acetone solu‐
tion in the crystallizer. Once the nucleation appeared in the solution, water was stopped im‐
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porting and the time was recorded. Then the agitation rate and temperature were
maintained constant. It was sampled at different interval of time. The indexes of each sam‐
ple, such as magma density, degree of supersaturation and crystal size distribution (CSD) of
production, were measured respectively.

2.2.1. Crystal size correlation of crystal growth

The crystal nucleation and growth kinetics were solved according to the size-independent
model [16], using a set of the experimental data of magma density and CSD at 323.15K. The
calculated value was in good agreement with the experimental data, as shown in Figure 7.
In the crystal size (Li) range, erythromycin crystal population density logarithm (lnni) was
basically a straight line. At the same time, the results of matrix convertion also showed that
the use of size-dependent model to describe the crystal growth was of large error. Therefore,
erythromycin crystal growth was size-independent.

Figure 7. Typical population density distribution of erythromycin
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2.2.2. Kinetics model

On the basis of the above, the size-independent model was adopted to describe the crystal
growth rate of erythromycin. According to the study on the effects of temperature, agitation
and dosing rate of antisolvent on nucleation rate and crystal growth rate, the corresponding
equations for nucleation rate and crystal growth rate were shown as follows:

The nucleation equation

14 0.378 0 317 3 30323433.23 10 exp( ) . .
V TB P MΔC

T
= ´ (3)

The crystal growth equation

5 0.102 3 05345391.18 10 exp( )- .
VG PΔC

RT
= ´ (4)

where MT was magma density (kg/m3), PV was unit volume of stirring power (W/m3).

In the antisolvent crystallization of erythromycin, slurry density had less effect on the nucle‐
ation rate than supersaturation did. The influence of stirring intensity and supersaturation
on nucleation rate was greater than those on crystal growth rate. The supersaturation series
3.303 in the nucleation equation was much smaller than the primary nucleation kinetics ser‐
ies [12]. So the mechanism of nucleation of antisolvent crystallization of erythromycin was
secondary nucleation.

2.2.3. Online study of crystallization process

In order to further reveal the intrinsic principles of the antisolvent crystallization process
of  erythromycin,  the  Focused  Beam  Reflectance  Measurement  (FBRM)  technique  was
adopted to monitor in situ the variation of  crystal  quantity and crystal  size distribution
in this paper.

The total number and the chord length distribution (CLD) of crystal particles were meas‐
ured by using the equipment and method shown in literature [20]. A mathematical pro‐
cedure  based  on  Monte  Carlo  simulation  was  established  to  transform  the  CLD  into
CSD.

The change of the number of crystals and CSD of erythromycin antisolvent crystallization
were studied under different temperature and feeding rate of antisolvent. The results indi‐
cated that the faster water was fed, the earlier new crystals came into being, the faster the
crystal grew at the initial stage. The total number of crystals at the stable stage tended to
decrease as temperature increased [20].
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Figure 8. CSD after peak value of overall crystal number count at 308.15K; –■–: 0min; –●–: 30min; –▲–: 90min; –◆–:
180min

Figure 9. CSD after peak value of overall crystal number count at 314.15K; –■–: 0min; –●–: 30min; –▲–: 90min; –◆–:
180min
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The proportion of particles of different size was the grain size frequency distribution. Figure
8 and Figure 9 showed the size frequency distribution curve after nucleation at 308.15K and
314.15K respectively. As could be seen from those, the curves were similar at different tem‐
peratures, which were sharp and steep. Particle size which was less than 20μm accounted
for the vast majority and the peak of the curves was close to 20%.

It could be found from Figure 8 and Figure 9 that the number of both small size crystal and
large size crystal hardly change with time. It meant that particles with small size were con‐
stantly dissolving, while saturated solute of erythromycin was precipitated to form new
crystal, or the existing crystal grew larger in volume. The dissolution and precipitation of
erythromycin reached equilibrium.

In order to properly characterize the crystal growth, volume mean diameter DV (also known
as D43) which was the equivalent diameter of the particles with same volume (or mass), was
used to investigate the changes of crystal size with time at different temperatures. As shown
from Figure 10, erythromycin DV monotonically decreased with the increasing temperature
at the same crystallization time.

Figure 10. The effect of temperature on Dv of erythromycin crystal; -■-: 0min; -□-: 30min; -●-: 60min; -○-: 90min; -▲-:
120min; -△-: 150min; -◆-: 180min
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2.3. The antisolvent crystallization technique of erythromycin

The thermodynamics and kinetics of the antisolvent crystallization of erythromycin were
summarized systematically to understand thoroughly the effect of a variety of factors on the
nucleation, crystal growth and crystal habit. On the basis of these fundamental studies, ap‐
propriate technological parameters were explored to develop the efficient industrialized
crystallization process of erythromycin.

2.3.1. Technological parameters

Crystal quality, such as crystal purity, crystal habit, crystal size, and CSD, was related close‐
ly to the crystallization conditions. Accordingly, the effect of the dosing rate of antisolvent,
crystallization time, stirring intensity and crystallization temperature on CSD of erythromy‐
cin was studied in details in this paper.

Dosing rate of antisolvent For antisolvent crystallization of erythromycin, the dosing rate of
antisolvent determined the generation rate of supersaturation, and also affected the rate of
nucleation and crystal growth.

The definition of dosing rate of antisolvent was the importing water volume of per unit time
and per unit volume of erythromycin-acetone solution.

w
d

V
v

V
= (5)

where vd was dosing rate of antisolvent (min-1), Vw was the volume rate of importing water
(mL/min), V was the erythromycin-acetone volume (mL).

Figure 11 showed the relationship between the dosing rate of antisolvent vd and erythromy‐
cin CSD, where dp was the crystal diameter and Rv was the cumulative volume fraction. It
could be seen from the figure that the proportion of crystals with large size increased with
the increasing dosing rate of water, but the CSD tended to disperse. While the CSD of crys‐
tals obtained in lower water dosing rate was more concentrated.

Therefore, in process of the crystallization, an appropriate increase in generation rate of su‐
persaturation could speed up the crystallization rate and improve the capability of the crys‐
tallizer. However, the rapid generation of crystals will increase the chance of crystal
breakage and secondary nucleation and make the CSD disperse.

Crystallization time The cumulative volume distribution at different crystallization time
was shown in Figure 12, where dp was the crystal diameter and Rv was the cumulative vol‐
ume fraction. As could be seen from the figure, the increase of the crystallization time was
conducive to crystal growth, while the CSD did not tend to concentrate. The crystal growth
needed some time, however, long time crystallization couldn’t promise CSD being more
consistent.
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Figure 11. CSD based on cumulative volume of erythromycin at different water-pumping velocities; -▲-: 0.0138min-1; -
●-: 0.188 min-1; -■-: 0.024 min-1; -◆-: 0.0389 min-1

Figure 12. CSD of erythromycin based on cumulative volume at different crystallization time; -▲-: 40min; -●-: 50min; -
■-: 70min: -◆-: 100min
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Agitation power The CSD was the result of the interaction of primary nucleation, secondary
nucleation, and crystal growth. Meanwhile, agitation power had a significant impact on all
the above. Figure 13 showed the particle volume distribution of erythromycin at different
stirring intensity, where xv was the particle volume distribution.

It could be seen from Figure 13 that the erythromycin product had the widest CSD and the
highest proportion of small size crystals when the stirring power was 13.99 W/m3, and the
distribution curve had smearing phenomenon in the range of large particle size. While the
crystal had the narrowest CSD and the lowest proportion of small size crystals when the
stirring power was 1.749 W/m3, and the distribution curve had no smearing. The energy im‐
ported by stirring was conducive to nucleation and crystal growth. In the meanwhile, crys‐
tal breakage could easily occur with too strong stirring, while the obvious differences of
supersaturation would occur with too weak stirring and then caused variation of rate of nu‐
cleation and crystal growth.

Figure 13. CSD based on volume of erythromycin at different agitation power; -■-: 0.02179W/m3; -●-: 1.749 W/m3; -
▲-: 13.99 W/m3

Crystallization temperatureFigure 14 showed the variation of volume mean diameter (DV)
of erythromycin at different crystallization temperature, DV decreased with the increasing of
temperature. The previous thermodynamic study showed that the metastable zone width of
erythromycin reduced with the increase of temperature. The intensified thermal motion of
molecule caused by the increasing temperature accelerated the frequency of contact and col‐
lision of crystals, and then promoted the formation of tiny crystals, and decreased the super‐
saturation required for nucleation. On the other hand, the driving force of crystallization
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decreased with the narrowing metastable zone width, so did the rate of crystal growth.
Therefore the volume mean diameter of the crystals decreased as the temperature increased.

Figure 14. Volume mean diameter of erythromycin at different temperatures

2.3.2. The novel technique of antisolvent crystallization of erythromycin

For the traditional antisolvent crystallization, water was poured into erythromycin acetone
solution at room temperature. Then after standing for a period of time, the erythromycin al‐
kaline product was obtained by filtration.

It was not difficult to find the shortages of this crystallization method. Firstly, the dosing
rate of antisolvent was too fast. When the antisolvent water was fed rapidly, the supersatu‐
ration formed suddenly and leaded to the outbreak of the nucleation. Nucleation was active
and occupied the dominant position of the crystallization process. Meanwhile, the impuri‐
ties easily accompanied with crystals by precipitation in the fast crystallization process. Sec‐
ondly, stirrer and stirring intensity were inappropriate. Poor mixing effect made uneven
distribution of supersaturation, so it was hard to obtain erythromycin with complete crystal
form and narrow distribution of crystal size [12,21]. Thirdly, crystallization temperature was
uncontrolled. Then the differences of solubility between erythromycin and impurities in ace‐
tone-water solution could not be fully explored to improve the separation efficiency.

The operation of the crystallization mentioned above lacked of crystallization process con‐
trol and could not play a good role in purification of erythromycin by crystallization. Then
the erythromycin product would be highly influenced by fermentation broth and pre-purifi‐

Purification of Erythromycin by Antisolvent Crystallization or Azeotropic Evaporative Crystallization
http://dx.doi.org/10.5772/52934

57



cation. That was to say, the quality of erythromycin was restricted by erythromycin thiocya‐
nate. So it was hard to obtain the erythromycin product with stable and high quality and
yield.

There were some other studies [8,22] on the improvement of erythromycin crystallization
method by adding seed crystals.

On the basis of thorough research on the antisolvent crystallization process of erythromycin,
a novel technique for antisolvent crystallization of erythromycin by dynamic control of tem‐
perature and stirring power was proposed in this paper, which was listed as follows.

1. Dosing the antisolvent. The polarity of mixed solvents was changed gradually when the
antisolvent was imported into erythromycin acetone solution slowly. In the meantime,
the solubility of erythromycin decreased gradually until crystal nucleus formed. The su‐
persaturation could be controlled within the thermodynamic metastable zone by dosing
antisolvent continuously, the crystal growth was moderated and in order, and the CSD
of erythromycin tended to be narrow.

2. Appropriate stirring intensity. The suitable stirring power could be conducive to main‐
taining uniform supersaturation and crystallization rate. Meanwhile, stirring could pro‐
mote dynamic balance of crystallization and dissolution, and reduce the crystal
bonding, and then improve the purity of the crystal.

3. Increasing nucleation temperature. Substance usually had higher solubility at a higher
temperature, so did the impurities. Increasing nucleation temperature could reduce the
chance of impurities precipitation and improve the purity of erythromycin.

4. Cooling crystallization and aging with lower stirring intensity. After nucleation at high
temperature, the stirring power should be reduced to avoid excessive shear force on the
crystal collision and maintain a uniform concentration distribution in the slurry at the
same time. Then, the supersaturation produced by cooling maintained crystal growth at
a steady rate after dosing all antisolvent. Lastly, aging with lower stirring power at low‐
er terminal temperature could improve the quality and yield of product.

On the basis of the above, the key operation parameters which affect the quality of crystal,
such as temperature, dosing rate of antisolvent and stirring intensity, were determined by
measuring the crystal shape, titer and yield [23]. Then the novel technique of erythromycin
antisolvent crystallization was established in this paper, which was characteristic of dynam‐
ic control of temperature and stirring intensity [24].

Figure 15 and Figure 16 showed the crystal shape and CSD of industrial erythromycin prod‐
ucts obtained by the traditional method (a) and novel technique (b), respectively. For the
crystal shape, product (b) had a more regular and bigger size than product (a) did. For the
CSD, product (b) was narrower. For titer, product (b) was 935.6 U/mg, while product (a) was
920 U/mg. Those meant that the quality of erythromycin had been improved by the novel
technique of antisolvent crystallization [23].
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Figure 15. Crystal shape of erythromycin from different antisolvent crystallization processes [23]; (a) traditional proc‐
ess; (b) novel process

Figure 16. CSD of erythromycin from two antisolvent crystallization processes [23]; (a) traditional process; (b) novel
process

In the commercial  use of  the antisolvent crystallization process,  erythromycin with high
specific  activity  was  obtained  at  high  yield.  Over  90%  of  the  products  met  the  de‐
mands  per  year,  which  was  much higher  than the  53% with  the  traditional  crystalliza‐
tion process.
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3. Purification erythromycin by azeotropic evaporative crystallizaion

The development of the crystallization technique of erythromycin is limited to some extent
by the extraction and purification prior to the crystallization. Taking the production of er‐
ythromycin as an example, the widely used process is frame filtration of fermentation broth
- solvent extraction - salting-out crystallization – alkalization - antisolvent crystallization.
Due to the limited interception capability for fine particles and macromolecules impurities
such as proteins by frame filtration, and the low selectivity of the object over pigment and
the small un-ionized organic molecules by solvent extraction, the impurity content is high in
the organic phase. Therefore, the object should be further purified by coupling two crystalli‐
zation methods in the subsequent refining process.

In recent years, a different technological process by membrane separation and resin absorp‐
tion is gradually introduced into industrial application [25,11]. The process consists of sever‐
al steps including membrane separation, resin absorption, elution and crystallization.
Firstly, microfiltration is used to remove mycelium, a variety of fine suspension particles
and some protein from fermentation broth, then pigment and small un-ionized organics are
removed by resin absorption and the elution with butyl acetate. An improvement of the pu‐
rity of erythromycin butyl acetate solution is obtained by using this pretreatment. And it
makes crystallization preparation of erythromycin alkaline from butyl acetate elution be‐
come possible.

For the preparation of erythromycin alkaline from erythromycin butyl acetate solution, the
product yield is low due to the high solubility of erythromycin. So the urgent task is to in‐
crease the yield. To remove butyl acetate is feasible, while high temperature for solvent
evaporation may cause the destruction of erythromycin. Although erythromycin has better
thermal stability than some other sorts of antibiotics, there is no precedent on the separation
and purification of erythromycin with temperature being above 323.15K in industrial appli‐
cation till now. Thus, azeotropic evaporative crystallization of erythromycin is proposed in
this paper. The method takes erythromycin, butyl acetate and water as crystallization sys‐
tem. Then butyl acetate-water azeotrope is removed by vacuum azeotropic evaporation to
make erythromycin precipitate and disperse into water. Excessive water is added to the er‐
ythromycin butyl acetate solution for azeotropic evaporation, which can also play a role of
washing crystals. The solubility of butyl acetate in water is quite small, so the azeotrope is
easy to split into two phases at room temperature. The schematic diagram of azeotropic
evaporative crystallization of erythromycin is demonstrated in Figure 17.

The solubility of erythromycin in butyl acetate-water saturated solution (solution A) and in
water-butyl acetate saturated solution (solution B) was detected, respectively. The result in‐
dicated that the solubility of erythromycin in solution A was quite low and had little change
with temperature. So for the azeotropic evaporative crystallization of erythromycin, the pro‐
portion of water was based on its effect on operation, such as the viscosity of the solution
and crystal dispersion, as well as the utilization of equipment and the efficiency of produc‐
tion, rather than on the yield of crystallization.
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Figure 17. Principle illustration for azeotropic evaporative crystallization process of erythromycin

3.1. Technological parameters

Once the azeotropic evaporative crystallization of erythromycin was established, the optimi‐
zation of parameters was directed by the quality and yield of crystal. The process parame‐
ters related to the crystal shape, crystal size and CSD were shown as follow: firstly, the
supersaturation, which was related to the quantity of butyl acetate removed by azeotropic
evaporation; secondly, the generation rate of supersaturation, which was dependent on the
azeotropic evaporation rate and the cooling rate; thirdly, the crystallization temperature,
which was bound up with vacuum of system and the cooling rate; fourthly, the stirring in‐
tensity, and etc,. The yield of erythromycin was determined by the evaporation quantity of
butyl acetate and the terminal crystallization temperature.

System vacuum and operation temperature The butyl acetate-water azeotrope was re‐
moved from the crystallization system by vacuum evaporation, and the azeotropic tempera‐
ture varied with the pressure. Then the high temperature leading to the damage of
erythromycin could be avoided by adjusting the pressure.

According to the phase equilibrium data reported in the literatures [26,27], the azeotropic
temperature and composition under different vacuum was calculated by using Pro II simu‐
lation software and NRTL thermodynamic model. When the system vacuum was controlled
above 0.084MPa, the crystallization temperature was below 323.15K.

Supersaturation The supersaturation of erythromycin increased with the increasing volume
of butyl acetate evaporated. The supersaturation varied with temperature and evaporation
volume of butyl acetate, which affected CSD of the product.

Figure 18 showed the relationship between the cumulative volume distribution and supersatu‐
ration at 316.15K, where dp was the crystal diameter and Rv was the cumulative volume frac‐
tion. As can be seen from the figure, the crystal size of erythromycin increased with the increase
of supersaturation. However, it was necessary to choose the supersaturation range carefully
due to the variation of solution viscosity and the difficulties of the crystal dispersion.

Cooling rate The cooling crystallization started after evaporating some amount of butyl ace‐
tate. The supersaturation caused by cooling made the crystallization process proceed contin‐
uously. It could improve the quality yield of the product by reducing the terminal
crystallization temperature.
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Figure 18. CSD based on cumulative volume of erythromycin at different supersaturation -■-: 39.91 g/100g; -▲-:
40.76 g/100g; -●-: 41.26 g/100g; -◆-: 41.60 g/100g

Figure 19 showed the relationship between the cumulative volume distribution of erythro‐
mycin and cooling rate, where dp was the crystal diameter and Rv was the cumulative vol‐
ume fraction of the crystal. It could be seen form the figure that speeding up the cooling rate
was not conducive to the growth of crystal and made the crystal size decrease.

Figure 19. CSD based on cumulative volume of erythromycin at different cooling rate -■-: 273.17K/min; -●-:
273.20K/min; -▲-: 273.28K/min
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3.2. The technique of erythromycin azeotropic evaporative crystallization

On the basis of the studies above, the crystallization technique combining the azeotropic
evaporation with cooling crystallization was established to prepare the erythromycin from
erythromycin butyl acetate solution directly. This process included mainly the following
steps: firstly, introduction of entrainer. Adding entrainer (water) to erythromycin butyl ace‐
tate solution could form azeotropic crystallization system and decrease the evaporation tem‐
perature; secondly, vacuum evaporation. Adjusting the vacuum could promise the
azeotropic evaporation temperature of butyl acetate and water was low enough to avoid the
destruction of erythromycin; thirdly, appropriate evaporation quantity of butyl acetate. The
supersaturation could be maintained within the thermodynamic metastable zone by adjust‐
ing the evaporation quantity of butyl acetate; fourthly, modulating cooling rate. The rate of
crystallization could be regulated by adjusting cooling rate, so the supersaturation produced
by cooling also could be maintained within the thermodynamic metastable zone to promise
crystal growth; finally, the agitation power should be adjusted with the variation of crystal‐
lization stages.

There was an application for erythromycin purification by azeotropic evaporative crystalli‐
zation. The technological conditions were listed as follows, the raw material of erythromycin
was provided by a pharmaceutical company, the volume of water in the crystallization sys‐
tem was three times the volume of butyl acetate, the supersaturation was about 45g erythro‐
mycin/100g butyl acetate, cooling rate was 273.22K/min, the terminal crystallization
temperature was 303.15K. With the conditions above and the technology in this paper, the
purity of erythromycin A in the product was 95.87% and the yield in mass was 75.7%, which
was higher than the yield 64.6% of erythromycin product by traditional antisolvent crystalli‐
zation process using the same batch of raw materials.

4. Conclusion

In this paper, the thermodynamics, crystallization kinetics and operating conditions were
studied systematically for the antisolvent crystallization of erythromycin. A brand-new tech‐
nique with dynamic control of temperature and agitation intensity was henceforth present‐
ed. This process included nucleation at high temperature (313.15K~323.15K), regulation of
temperature and agitation power according to the different stage of nucleation, crystal
growth and crystal aging. It made the operation parameters of crystallization process more
reasonable, and the erythromycin with high specific activity had high yield. The commercial
use of the antisolvent crystallization technique had been successful.

Meanwhile, a novel purification method of erythromycin by azeotropic evaporative crystal‐
lization was also put forward. With this method, erythromycin could be produced from er‐
ythromycin butyl acetate solution directly. By the introduction of water, the evaporation
temperature of azeotrope of butyl acetate and water was decreased and the supersaturation
was induced. Then, crystallization nucleation and crystal growth were controlled by the reg‐
ulation of cooling rate. With the azeotropic evaporative crystallization, qualified erythromy‐
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cin product could be obtained without recrystallization, which leaded to less solvent
consumption, simplified purification process and crystal product with narrow size distribu‐
tion and perfect crystal shape.
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1. Introduction

Precipitation of carbonate minerals is tightly linked to water chemistry. After hydration of
dissolved carbon dioxide, two pH-dependent partitioning-reactions govern the abundance of
chemical species (H2CO3, HCO3

– and CO3
2–) formed in aqueous solution:[1,2]

H2CO3 ↔HCO3–+ H+ ↔CO32–+ 2H+

where the O-H covalent  bond in the oxyacid makes carbonate salts  moderately soluble.
The  most  common metal  cations  forming carbonate  minerals  are  Ca2+,  Mg2+,  Mn2+,  Fe2+,
Pb2+,  Sr2+,  Co2+,  Ni2+,  Zn2+,  Cd2+  and Cu2+.  Continental and marine waters are enriched in
Ca and Mg and are known to be saturated with respect diverse Ca-Mg carbonates such
as calcite (CaCO3), aragonite (CaCO3) and dolomite (MgCa(CO3)2).[3] The concentration of
the phosphate species  (H3PO4,  H2PO4

–,  HPO4
2–,  and PO4

3–)  is  also a  function of  pH, and
their  respective  oxyacids  are  stronger  than  those  of  carbonic  acids.[2]  Because  of  this,
phosphates  are  more  stable  than  carbonates  at  low  pH  (<5).  Chemical  composition  of
phosphate minerals is more variable than that of carbonate minerals, and crystalchemical
substitution of the PO4

3– group by CO3
2–, OH–, F–, Cl–, etc, is rather common. In addition,

numerous metals as Ca2+, Mg2+, Fe2+, Na+, Sr2+, Ce3+, La3+, Ba2+, and Pb2+ can be incorporat‐
ed into the structure of the phosphate minerals.

Limestones and dolostones constitute the most important carbonate reservoirs on the Earth,
but phosphates are much more diluted within the Earth crust, as phosphate rocks are much
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less common that carbonate rocks. Nevertheless, many organisms form CaCO3 shells, and Ca-
carbonates and phosphates are the main constituents of normal bone and of pathologically
calcified organic tissues.[4] In many cases, the precipitation of carbonate and phosphate
minerals at Earth-surface conditions is a organic matrix- biomediated process related to shell
formation. Indeed, carbonate and phosphate crystals form sophisticated composite materials
(e.g., shells, spicules, bones, teeth), where they appear embedded within an organic framework,
which apparently controls the final texture of the mineralized material. When these organisms
die, Ca-carbonate shells accumulate to form limestone. Precipitation of Ca-carbonate often
occurs in domestic and industrial installations where untreated natural waters are used..[5]

The study of the origin of life on Earth, and of the possible existence of extraterrestrial life is
also tightly associated with carbonate and phosphate precipitation, as it is recorded in
microbial accretions, frequently forming stromatolites and oncoids.[6-9] Ca- and Mg- carbo‐
nate and phosphate minerals similar to those found in ancient and modern stromatolites are
also usually obtained in laboratory bacterial culture experiments.[10-13]. The occurrence of
amazing complex textural features in relation to these minerals in the geologic record has
prompted many authors to consider them as biomarkers.[14]

Different formation mechanisms have been proposed for bacterially mediated carbonate and
phosphate minerals.[15] The metabolic activity of the bacteria alters the physico-chemical
parameters of their surrounding habitats, allowing mineral precipitation. It has been suggested
that microbes influence nucleation and that, in general, they control the kinetics of precipitation
of carbonate and phosphate minerals, and therefore their morphology. Spheroidal precipitates
(spherulitic bioliths) are commonly obtained in bacterial culture experiments.[13]

Some crystal-growth studies have shown that the microstructure of carbonates and phos‐
phate minerals precipitated by bacteria at high supersaturation conditions has particular
signatures.[7,13,16]  They  nucleate  as  nanocrystal  units  after  the  precipitation  of  amor‐
phous precursors, and then, start to grow, developing spherulites and dumbbells. Singu‐
lar crystal-growth features of aragonite and calcite occur in diverse species of molluscs as
result of the inhibition of growth of specific crystallographic faces by organic molecules.
[17] However it is well known that the habit of the crystals formed at high supersatura‐
tion is completely different from the crystal growth features observed in precipitates ob‐
tained  at  lower  supersaturation.[18]  Hence,  spheroidal  morphology  may  results  from
different origin. In addition, some crystal aggregates that normally occur in shells can be
easily explained by competitive crystal growth processes.[17]

In this chapter, we describe similar crystal growth features in inorganic and biogenic carbo‐
nates and phosphates formed in natural environments and in laboratory experiments. We
focus on the importance of the kinetics on the crystal habit of carbonates and phosphates
precipitated in biological and abiotic systems. We also discuss the influence of the nature and
composition of the precipitation medium, as well as the structural control on crystal habit of
Ca-Mg carbonates.
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2. Material and methods

2.1. Natural Ca-phosphate samples

Crystal growth studies of natural Ca-phosphate have been performed on ancient phosphate
stromatolites and on modern calcified tissues. Stromatolites come from Upper Jurassic and
Lower Cretaceous limestones of the Betic Cordilleras, Southern Spain (Almola Sierra and
Peñón del Berrueco, respectively). Calcified tissues correspond to enamel, dentine and bones
from laboratory rats.

2.2. Inorganic experiments

The inorganic synthesis of amorphous calcium phosphate was obtained mixing 300 ml of 0.04
M calcium salt (CaCl2.6H2O) with 0.036 M ammonium phosphate dibasic salt ((NH4)2HPO4) in
400 ml of constantly stirred 0.15 M buffer. All solutions were thermally equilibrated at 25ºC
before mixing. The amorphous precursor phase was removed immediately after mixing.

Inorganic growth of carbonates in laboratory experiments was performed by using aqueous
solutions of diverse metal cations (mainly Ca2+, Mg2+, Fe2+ and Pb2+) and carbon dioxide or
highly soluble bicarbonate/carbonate salts as source for carbonate ions. Inorganic solution
growth of carbonates was carried out by bulk crystallization (free drift experiments), where
two solutions of relatively easily dissolved salts of the diverse metals and sodium bicarbonate/
carbonate were mixed: Pb(CH3COO)2.3H2O, CaCl2.6H2O, Ca(NO3)2.4H2O, MgCl2.6H2O,
FeCl3.6H2O, Fe(ClO4)2.nH2O, Na2CO3 and NaHCO3 (see results for the specific concentrations
used for the precipitation of the different obtained carbonate minerals). The resulting solution
becomes supersaturated with respect to the less soluble metal carbonate. Temperature was
usually 25ºC. Gel growth of Ca-Mg carbonates was performed by the counter-diffusion of
carbonate solutions versus solutions containing diverse metal salts through a column of silica
gel (stock solutions, 1 M of Na2CO3, 1 M CaCl2.6H2O, and variable concentrations of
MgCl2.6H2O; see below). The silica gel with a pH 5.5 was prepared by acidification of sodium
silicate solution with 1 M HCl. It was poured into a U-tube and allowed to polymerize to a
solid gel.

2.3. Bacterially mediated precipitation

A liquid culture medium with a natural bacterial consortium mainly belonging to the genus
Acetobacter sp., was used for biomediated precipitation of Ca, Fe and Pb phosphates and
carbonates. This consortium was obtained from vinegar dregs after natural degradation of
untreated wine. Aerobic Acetobacter grown in wine makes volatile acetic acid in the form of
vinegar, and oxidizes acetic acid to carbon dioxide and water. Bacteria metabolize nitrogenated
organic matter (e.g. proteins) with the subsequent production of CO2 and NH3. Metal cations
were added to the liquid culture as soluble salts (50 mM CaCl2.6H2O, 50 mM FeCl3.6H2O and
5 mM Pb(NO3)2) to obtain phosphate and carbonate minerals. Yeast extract (1%) was the carbon
source for bacteria growth.
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Concerning phosphate, bacterial phosphate precipitates of Fe and Pb were obtained, but with
only minor amounts of lead phosphate, since bacterial tolerance to Pb is very low. Concerning
carbonates, NH3 production by Acetobacter increases the basicity of the precipitating medium
(thus favouring the formation of carbonate minerals) but vinager acidity obviously hinders
carbonate precipitation. So the culture medium was supplemented with bicarbonate (50 mM
NaHCO3), and the pH adjusted to 5.5-6 with 1 M NaOH to favour the precipitation of Ca-
carbonates.

2.4. Analytical techniques

Natural mineral samples and laboratory precipitates (both biotic and inorganic) were analyzed
by X-ray-diffraction (XRD) using a PANalytical X'Pert Pro diffractometer (CuKα radiation,
45kV, 40mA) equipped with an X'Celerator solid-state lineal detector and on line connection
with a microcomputer. The diffraction patterns were obtained by using a continuous scan
between 3-50 º2θ, 0.01 º2θ of step size and 20 s of time step. Data processing was performed
using Xpowder®.[19]

Carbonates and phosphates were studied with a high-resolution Field-Emission Scanning
Electron Microscope (FESEM) LEO GEMINI 1525, equipped with an energy dispersion X-ray
(EDX) spectroscopy microanalysis Inca 350 version 17 Oxford Natural samples and inorganic
(abiotic) and bacterial (biotic) precipitates were studied under Transmission Electron Micro‐
scopy (TEM). Representative samples of the natural material (stromatolites and calcified
tissues) were ion-milled after extraction from selected areas of thin sections. The same powder
samples of bacterial and inorganic precipitates used for XRD analyses were embedded in an
epoxy resin, then sectioned by ultramicrotome following the methodology of Vali and Koster
for clays,[20] and finally carbon coated. The samples were examined using a LIBRA 120 PLUS
EFTEM (Energy Filtered TEM) instrument equipped with in-column corrected OMEGA Filter,
operating at an acceleration voltage of 120 kV. Optimum amplitude contrast was achieved
using lens aperture of 30 mm, and afterward removing inelastic electrons by zero-loss filtering
in the elastic scattering image (ESI) mode. Electron energy loss spectroscopy (EELS) was also
performed with this instrument. HRTEM and analytical electron microscopy study was
performed using a Philips CM20 instrument (Philips) operated at 200 kV and equipped with
an EDX system EDAX for microanalysis.

3. Results

3.1. Crystal growth features in phosphate stromatolites and calcified tissues

Ca-phosphate mineral occurring in stromatolites is francolite (Ca5(PO4)2.5(CO3)0.5F). Francolite
is a low crystalline variety of apatite.[7,21] XRD analyses show that francolite from phosphate
stromatolites is more crystalline than other phosphate minerals precipitated by us in the
laboratory (Fig 1). Secondary electron images of the phosphate stromatolites show the
occurrence of accretion structures with columnar and arborescent morphologies defined
mainly by francolite (Fig. 2A). Phosphate laminae alternate with particulate sediment layers,
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and appear surrounded by a sediment matrix. These sediments are made of cryptocrystalline
carbonate (micrite) formed by bioclastic particles (Figs. 2B-C). Sediment particles were trapped
by microbes (heterotrophic bacteria) within the biosedimentary structure. Gelly-like appear‐
ance of arborescent morphologies and other mineralized structures, such as tubular bridges
with smooth surfaces connecting phosphatic microcupolae (Figs. 2C and 2D), constitute the
fossil microbial mat.

Figure 1. XRD patterns corresponding respectively to Pb-phosphate from biomediated laboratory experiments (A),
Ca-phosphate from inorganic precipitates (B) and Ca-phosphate from phosphate stromatolites (C). Arrow in figure C
corresponds to quartz.

The authigenic laminae within stromatolites are defined by the occurrence of neoformed
minerals containing P, Fe, Mn and Al, as deduced from X-ray maps of figure 3. Amorphous
precursors of francolite, calcite, iron oxyhydroxides and clay minerals, mainly smectites are
still preserved in small areas within these authigenic laminae as evidenced in TEM images
(Figs. 4 and 5). The authigenic minerals within microbial laminae normally surround sediment
particles such as terrigenous grains (detrital clay and quartz), micron-sized fossils (benthic and
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plancktonic foraminifera and coccoliths) and bioclasts that constitute the fine-grained marine,
mainly carbonate sediment (Fig. 5). Francolite crystals from these laminae are nanometre-sized
prisms with hexagonal basal sections and elongated along the c axis. Lattice fringes at 0.8 nm
are observed (Fig. 4A).

Crystal growth features described for francolite in stromatolites are very similar to those
observed for Ca-phosphates from calcified tissues (enamel, dentine and bone), which mainly
correspond to hydroxyapatite. Dentine from adult rats shows accretion patterns defined by
alternating layers composed by hydroxyapatite crystals and collagen fibrils (Fig. 6A). Honey‐

Figure 2. Secondary electron images from phosphate stromatolites. (A) General view of arborescent microstromato‐
lites (etched sample). (B) Cupola formed by francolite. (C) Carbonate-rich sediment located among the phosphate cu‐
polas (arrow points to close-up shown in D). D) Gelly-like tubular bridge between two phosphate domes; it is made of
poorly crystalline P-rich and Si-Al-Fe-rich substances.
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comb-like aggregates of small hexagonal apatite crystals of dental enamel (Fig. 6B) are roughly
equivalent to parallel aggregates of prismatic phosphate crystals observed in phosphate
stromatolites (Fig. 7 in Sánchez-Navas and Martín-Algarra).[7] Hydroxyapatite crystals in
dentine have lower sizes than in enamel, and appear embedded in an organic framework (Fig.
7). They are usually closely packed in subparallel aligments, with the long dimension c axis
being attached to collagen fibrils.[23,24]

Precursory phases of the Ca-phosphate have been observed in the studied calcified tissues, as
evidenced by TEM images corresponding to the incipient stages of mineralization in dentine,
enamel and bone of young rats and embryos (Fig. 8). In the case of enamel from embryos,
amorphous calcium phosphate forms rounded masses of more electron dense material within
an organic matrix (Fig. 8A). Nanometre-sized acicular crystals can be differentiated from
amorphous Ca-phosphate forming electron dense regions with massive texture in TEM

Figure 3. X-ray images of P (A), Fe (B), Mn (C) and Al (D) defining lamination in stromatolites. P-rich laminae are made
of francolite. Fe- and Mn-rich laminae correspond to Fe and Mn oxyhydroxides, respectively. Authigenic and detrital
clays are represented by the Al-rich areas. Most black areas in these images correspond to carbonate sediment, which
is mainly calcite.
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images; this is particularly evident in dentine (Figs. 8B and C), and in bone from one-day-old

rats (Fig. 8D).

Figure 4. (A) HRTEM image of a francolite nanocrystal from an authigenic phosphate stromatolite lamina. It corre‐
sponds to a (001) hexagonal basal section. Three equivalent sets of crystallographic planes can be observed: (100),
(010) and (110), intersecting at 120º, with an interplanar spacing of 0.82 nm. (B) Spindle-like packets 20-50 nm thick
of smectite (Sm) with layer terminations and wavy layers from the same stromatolite lamina as A. Packets without
fringe contrast (Smd) result from slight misorientation of the layers, mostly with 1 nm d-spacing. Fe-rich amorphous
substances (arrows) are intergrown between smectite packets.

Figure 5. (A) TEM image of a coccolith bioclast surrounded by iron oxyhydroxides within an authigenic phosphate
stromatolite lamina (compare this image with the transmission electron micrographs of cocoliths of Figure 17 in de
Vrind-de-Jong and de Vrind, 1997).[22]. This bioclast is made of five calcite crystals, each around 1μm in size. (B) Detail
of iron oxyhydroxide nanocrystals surrounding the bioclast. The average diameter of these crystals is 30 nm in pseudo-
hexagonal sections, and around 70 nm along directions perpendicular to basal section.
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Figure 6. (A) TEM image of hydroxyapatite crystals surrounded by collagen fibrils in dentine from adult rat. (B) Honey‐
comb-like aggregate of small hexagonal crystals (50–200 nm in average size) in dental enamel of adult rat. Note the
concave-convex boundaries among crystals. Inset corresponds to selected area diffraction pattern of the parallel ag‐
gregate of hydroxyapatite crystals with their c axis parallel aligned to the normal to outer surface.

Figure 7. HRTEM images of nanocrystallites of hydroxyapatite in dentine. Crystals appear oriented with their c axis
normal (A) and parallel (B) to the plane of observation. Lattice-image of figure A corresponds to a hexagonal section
of one nanocrystal, for which the three sets of equivalent lattice planes parallel to c axis, with interplanar spacings at
0.82 nm, are resolved simultaneously. Crystals have sizes around 10-15 nm in basal section (A) and up to 80 nm in
length following the c axis (B).
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Figure 8. TEM images showing incipient mineralization of hard tissues. (A) Amorphous calcium phosphate forming
electron dense masses within a lower electron dense organic matrix in enamel from rat embryo. (B) Electron dense
regions formed by amorphous calcium phosphate in dentine from one-day-old rat. (C) Magnified TEM image showing
thin nano-sized crystals within the mineralized regions shown in (B). (D) TEM image (ESI mode) needle-shaped crystals
in bone from one-day-old rat.

3.2. Inorganic phosphate and carbonate minerals obtained by solution and gel growth

Poorly crystalline Ca-phosphates have been determined after XRD study of inorganic precip‐
itates (Fig. 1B). In the secondary electron images they appear as clumps with a foamy porous
structure, where nanometre-sized acicules are visible in the most crystalline areas (Fig. 9A).
TEM images confirm the existence of needle-shaped crystallites, which normally appear
surrounded by structureless films and “clouds” of amorphous calcium phosphate (Fig. 9B).
The acicular crystals are up to 30 nm in length and up to 4 nm in thickness. In some cases,
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lattice fringes at 0.8 nm corresponding to d-spacing of (100) crystallographic planes of apatite
are observed (Fig. 9C). There exists a marked resemblance between these TEM images and
those previously shown for calcified tissues in one-day-old rats (Figs. 8B-D). Thus, needle-
shaped Ca-phosphate nanocrystals surrounded by amorphous calcium phosphate occur both
in the non-mature bone (Fig. 8D) and in the inorganic precipitates (Fig. 9C).

Figure 9. (A) FESEM image of inorganically precipitated phosphate sample showing structureless “clouds” of amor‐
phous calcium phosphate including acicular crystals. (B) ESI-mode TEM image of the inorganically precipitated phos‐
phate sample, where nano-sized needle crystals of apatite are included within amorphous calcium phosphate. (C)
Lattice-fringe image of needle apatite crystallite with lattice fringes at 0.82 nm corresponding to the d-spacing of
(100) or equivalent crystallographic planes.
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Rhombohedral micron-sized siderite (FeCO3) crystals and siderite spherulites have been
precipitated in oxygen-free water inside an anaerobic chamber from solutions with salt
concentrations 50 mM NaHCO3–50 mM Fe(ClO4)2.nH2O and 1 M NaHCO3–1 M
Fe(ClO4)2.nH2O, respectively (Fig. 10). Siderite spherulites normally show rough surfaces
formed by uniaxial aggregates of skeletal crystals with nanometre size (Figs. 10C and D). Both
siderite crystals and spherulites appear surrounded by a poorly-crystalline precursory
material formed by iron oxyhydroxides (Figs. 10E and 10F).

Crystallization  of  Ca-Mg  rhombohedral  carbonates  were  conducted  through  gel-growth
experiments to favour the incorporation Mg to the calcite structure. The effect of Mg con‐
tent on the structural parameters and on the crystal habit of calcite was analyzed. Thus,
calcite  rhombohedrons with dendritic  morphologies  were formed in Mg-free crystalliza‐
tion  experiments  (Fig.  11A).  Calcite  crystals  with  rough surfaces  and crystal  morpholo‐
gies corresponding probably with {021} forms (Fig. 11B) and calcite spherulites (Fig. 11C)
grew from 0.1 M and 1 M MgCl2.6H2O stock solutions, respectively. The increase of the
Mg-content also produced a lattice contraction and a decrease of  the crystallinity of  the
Ca-Mg carbonate,  as well  as the appearance of metastable phases (monohydrocalcite)  as
deduced from XRD analyses (Fig. 11D).

Spherulites composed by low-crystalline Mg-rich Ca-Mg carbonates were also studied by SEM
and TEM. Secondary images of these spherulites indicate that they grew by adhesion of
nanometre-sized particles (Fig. 12A). In addition, TEM study of these samples reveals the
occurrence of carbonate nanocrystal building units, with sizes from 40 to 80 nanometres in
diameter, which aggregate to form small clusters with approximately the same crystallo‐
graphic nanocrystals orientation (Fig. 12B).

3.3. Crystal growth features of bacterially-mediated phosphates and carbonates

Bacterially-mediated phosphate and carbonate precipitates show analogous crystal growth
features to those of some inorganic (abiotic) precipitates (compare Figs. 10B, 11A and 12A with
Figs. 13 and 14). Poorly crystalline Fe- and Pb-phosphates occur in relation to bacterial cells,
organelles and biofilms during the initial stages of biomineralization (Figs. 13A and 13B).

Fe-phosphate spherulites and capsules with diverse sizes and textural features were formed
after several weeks (Figs. 13C-13E). Voids and channels with widths of 200 nanometres and 1
micron in length are normally observed in SEM images of Fe-phosphate spherulites (Figs. 13C
and 13D). Fe-phosphate capsules develop a central hollow (Fig. 13E).

Other bacterially-mediated precipitates are constituted by poorly crystalline Pb-phosphates
(Fig. 13F). Their low crystallinity is evidenced by the broad peaks observed in the XRD patterns
(Fig. 1A). Secondary electron images obtained from of Acetobacter Pb cultures show two
different types of precipitates (Fig. 13F). Those of largest dimension correspond to Pb-
phosphate spherulites. The smallest precipitates are constituted by irregular clumps of
spheroidal Pb carbonates (hydrocerussite) particles around 0.1-0.3 μm in diameter, formed by
aggregation of nanoparticles.
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Figure 10. (A) Secondary electron image of siderite rhombohedron surrounded by less crystalline precipitates ob‐
tained from solution growth at the following salt concentration: 50 mM NaHCO3, and 50 mM Fe(ClO4)2.nH2O. (B) Side‐
rite spherulites partially covered with a thin poorly crystalline Fe-rich layer obtained from solution growth at the
following salt concentration: 1 M NaHCO3, and 1 M Fe(ClO4)2.nH2O). (C) Uniaxial aggregate of crystals at the rough
surface of a siderite spherulite. (D) Close-up of (C) showing the triangular tips of the tripod-like dendritic crystals of
siderite. (E) TEM image of rhombohedral siderite crystals surrounded by small needle-like iron oxyhydroxydes. (F) TEM
view of a siderite spherulite within a poorly crystalline Fe-rich matrix.
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Figure 11. (A) to (C): Optical images and SEM views (insets) of the Ca-Mg carbonates obtained from gel growth inor‐
ganic precipitation experiments. (D) XRD features of their (104) peaks. (A) Dendritic calcite crystals precipitated in Mg-
free medium. (B) Crystal morphologies of magnesian calcites precipitated from 0.1 M MgCl2.6H2O stock solution. (C)
Spherulites formed in Mg-richest medium (1 M MgCl2.6H2O stock solution). (D) XRD patterns showing the displace‐
ment and broadening of the (104) peak with increasing Mg content of the Ca-Mg carbonate from calcite (A) to Mg-
calcite (B) and to Mg-kutnahorite (C). Monohydrocalcite (Mo) is also formed together with the Mg-kutnahorite.

Figure 12. (A) SEM image and EDX spectra of Mg-kutnahorite spherulites obtained from gel growth inorganic precipita‐
tion experiments. They are formed by aggregation of rounded growth units, less than 100 nm in size. (B) TEM image (ESI
mode) of Ca-Mg carbonate nanoparticles forming Mg-kutnahorites. The two main C K edge peaks in the EELS spectrum of
the nanoparticles correspond to π* and σ* antibonding molecular orbitals of CO3

2– cluster (peaks at 290.2 and 301.3 eV re‐
spectively [25]). Less intense C K edge peaks from amorphous carbon coating appears also superposed.
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Figure 13. SEM and TEM images of bacterially-mediated phosphate precipitates obtained from precipitation experi‐
ments with vinegar dregs. (A) Secondary electron image corresponding to early stages of mineralization of the vinegar
dreg. (B) TEM image of bacteria surrounded by iron phosphate nanoparticles, formed at the initial stages of minerali‐
zation. (C) SEM image of a Fe-phosphate spherulite with voids of 200 nm of size. (D) View of a sectioned spherulite
showing a radial growth pattern and a porous texture. (E) Secondary electron image of Fe-phosphate capsules with
smooth surfaces. (F) Pb-phosphate spherulites of very different sizes surrounded by irregular clumps of smaller Pb-car‐
bonate particles.

Bacterially-mediated precipitation experiments with CaCl2.6H2O (50 mM), and supplemented
with bicarbonate (50 mM NaHCO3), resulted in the formation of calcite spherulites and sheaf-
like crystals (Fig. 14A). The latter are elongated following the c axis of calcite crystals. They are
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formed by aggregation of rounded nanoparticles, with sizes smaller than 50 nanometres, at
their tips (Fig. 14B).

Figure 14. (A) Bacterially-mediated, shrub-like Ca-carbonate precipitate. (B) Close-up of (A), showing the parallel ag‐
gregate of calcite crystals elongated along the c axis. They grow by aggregation of rounded nanoparticles usually less
than 50 nm in size.

4. Discussion

4.1. Kinetics constraints on crystal growth of carbonate and phosphate minerals

Metal  phosphates  and  carbonates  occurring  in  the  studied  natural  samples  and  in  the
precipitates  obtained from biotic  and abiotic  experiments  develop complex  crystal  mor‐
phologies:  from single  crystals  to  crystalline  aggregates  forming dumbbells  and spheru‐
lites. In some inorganic experiments, several tens of microns-sized polyhedral forms have
been  obtained  directly  (Fig.  11A).  However,  crystal  growth  features  observed  in  most
samples indicate that phosphates and carbonates here studied can be considered “meso‐
crystals”.[26]  These are superstructures formed by the aggregation of  nanocrystal  build‐
ing units (Figs. 10E, 12 and 14) that are frequently associated with amorphous precursors
(Figs.  1,  4,  5,  8,  9,  10E and 10F).  A comparison between the morphology of  abiotic  and
biotic precipitates may help to understand nucleation and crystal growth of new organic-
inorganic hybrid materials  that  are crystallized by oriented aggregation of  nanoparticles
instead of by ion-by-ion or single molecule attachment. Actually, the occurrence of nano‐
crystalline particles and aggregation based morphologies within an organic matrix seems
be key features of biomineralization.[13, 27]

Precipitation of calcium phosphate and carbonate nanoparticles on diverse substrates in
relation to gelly-like substances may be the dominant mechanism of phosphate and carbonate
formation in some geologic, microbially-mediated biosedimentary structures (Figs. 2-5)[7, 31]
and in some calcified tissues (Figs. 6-8).[23, 24] In phosphate stromatolites, the authigenic clay
and phosphate laminae within stromatolites are related to the formation of an extracellular,
mucilaginous, bacterial gel, rich in polysaccharides at the living microbial mat.[7, 31] It has
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been shown that gelly-like media favour the nucleation and the formation of clusters of
nanocrystals within hydrogel networks.[27] High supersaturation occurring in gel media leads
to the formation of assemblies of nanometer-sized crystalline particles that actually constitute
the building blocks of larger crystalline aggregates. These textural features are less frequently
formed in crystal-growth from diluted solutions.[28]

Spherulitic morphologies typically form at extremely high growth rates, and result from highly
nonequilibrium processes operating both in solution and gel growth.[29] Siderite spherulites
have been produced under high supersaturation in solution growth for some inorganic
precipitation experiments (Figs. 10B, 10C, 10D and 10 F). In bacterially-mediated precipitation,
spherulites of many carbonate and phosphate mineral can be precipitated (Figs. 13 and 14). In
this case, the fast attachment of building blocks to the surface of the spherulites frequently
preserves bacterial moulds and capsules, and voids are also very common (Figs. 13C, 13D, and
13E). Either obtained in biotic or abiotic experiments, all these spherulites and related mor‐
phologies are characterized by a radial texture of nanocrystal aggregates resulting from a
geometrical selection process. In this way, fastest crystal-growth directions are perpendicular
to the growing surface (Figs. 6, 10C, 10D, and 14). Honeycomb-like aggregates of small
hexagonal apatite crystals of dental enamel (Fig. 6B) and equivalent parallel aggregates of
prismatic phosphate crystals observed in phosphate stromatolites also result from competitive
crystal growth processes.

The obtained carbonate and phosphate nanocrystals constitute a finely divided crystalline
matter composed by particles that attach each others (Figs 4, 7, 8C, 8D, 9B, 9C and 12B).
However, the aggregation of these nanoparticles is not related to atom-by-atom attachment,
as they are still very large when compared to the atomic size scale. In nanometre-size crystals,
the density of electronic energy levels, related to the energy of valence electrons responsible
of the chemical bonds, varies smoothly between the atomic and bulk limits.[30] In very small
nanocrystals the energy absorption spectra develop discrete features, similar to van der Waals
or molecular crystals, where the bands in the solid are very narrow. Therefore, the interactions
that allow the attachment of nanocrystals during the aggregation-based growth-process
producing some of the crystal growth features here described must be very weak.

As shown in this work, and also described elsewhere, [7,31] apatite crystals of the authigenic
laminae in phosphate stromatolites are usually surrounded by poorly crystalline smectites and
Fe-Si-Al amorphous oxyhydroxides (Figs. 3, 4 and 5). These substances represent the fossil
record of a mineralized extracellular mucilaginous bacterial gel that played the same role as
bacterial organic matter in biotic laboratory experiments, and an equivalent role to that played
by organic framework rich in collagen fibrils of dentine and bone. However, crystal growth
features observed in authigenic phosphates (francolite) and smectitic clays of stromatolite
laminae are not exclusively explained by the occurrence of gelly-like organic substances in a
precursory microbial mat. In addition, the clay-rich material and related amorphous substan‐
ces in phosphate stromatolites play an analogous role to that of gels in inorganic and biome‐
diated experiments. In such media, bulk flow of a grain boundary fluid containing dissolved
solutes does not occur. Within clay-rich media, fluid film is restricted to a monolayer of
adsorbed molecules onto the clay particles. This suppresses convective and advective mass
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transport and favours diffusion and the development of spherulitic instead of polyhedral
morphologies (see next section). Therefore clayey material acts as a gel, and its occurrence
favours the formation of amorphous precursors and nanocrystals of later precipitates. This is
the case of francolite crystallization in phosphate stromatolites, which is preceded by the
precipitation amorphous calcium phosphate, as suggested by Sánchez-Navas and Martín-
Algarra.[7]

4.2. Considerations related to gel growth and structural control of habit in Mg-Ca carbonates

Gels and related substances are responsible for high supersaturation producing the crystal
growth features observed in the solid porous media. High supersaturation gradients arise from
the slow transport of the chemical species present in gel growth experiments, and the degree
of supersaturation driving the crystallization depends on the diffusion gradient in solid porous
media.[28] Hence, high growth rates are expected in porous media where the critical super‐
saturation for phosphate and carbonate minerals is reached more quickly than in solution
growth.

Gel growth also explains why some elements like Mg are incorporated to the structure of
calcite. A correlation between Mg-content in calcite and crystallinity may be deduced from the
figure 11. Slow diffusive transport media, such as a clay-rich and water deficient environments
or porous media, make the transport of reacting material from solution to those of growth be
the rate-determining process. Transport properties in porous media controls on the incorpo‐
ration of elements during the crystal growth.[32] To understand it, we may suppose that the
partition coefficient between the concentration of magnesium in carbonate crystal and its
concentration in bulk medium (Ccrystal

Mg / Cmedium
Mg ) is less than 1. When carbonate crystal growth

is diffusion controlled, the concentration of Mg at the crystal-medium interface rises above its
concentration in the medium. If the partition coefficient remains constant, the Mg concentra‐
tion in the carbonate increases due to the slower diffusion rate and, in the limit, it is equal to
the concentration of Mg in the medium. It makes that the effective partition coefficient
Ccrystal

Mg / Cmedium
Mg  equals 1 and, therefore, most of the Mg of the medium is incorporated into the

structure of the rhombohedral carbonate.

Crystal chemical substitution of Mg for Ca within the structure of rhombohedral carbonates
decreases crystallinity, stabilizes nanocrystals and favours an aggregation-based crystal
growth. The different size of the cations involved (Ca2+ and Mg2+) distorts the calcite crystal
lattice. Of these two cations the Mg2+ ion has the smallest ionic radius. The lattice contraction
due to the substitution of Mg for Ca is evidenced by the displacement of the (104) peak in XRD
patterns (Fig. 11). The d(104)-spacing and lattice constants of Mg-calcite are shorter than those
of calcite, being the c axis the most affected by the incorporation of Mg.[33] This lattice
contraction causes the CO3

2– anions layers to be pulled closer together along the c-axis and
produces a lattice deformation around Mg atoms. The incorporation of Mg into the crystal
structure increases drastically the volume strain energy. This prevents reduction in free energy
for nucleation with size increase and, therefore, further growth of nanocrystals. In addition,
lattice contraction also stabilizes attractive interactions among nanocrystals. Lattice contrac‐
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tion carries out nonbonded repulsion between CO3
2– anions within the structure of the

rhomboedral carbonates. The more the distance between CO3
2– anions decreases because of

the incorporation of the small Mg cation into the structure of calcite, the more repulsion
increases. The increase of nonbonded repulsion makes valence electrons feel less potential
wells.[34,35] In the case of carbonates, electrons feel less the potential of the oxygen nuclei
within CO3

2– anions. The decrease of electron binding energy in O atoms increases oxygen
polarizability. The improvement of the so-called polarization, correlation, Van der Waals or
long-range forces between CO3

2– enhances nanocrystals attachment during the aggregation-
based growth-process.

5. Conclusions

Crystal growth features in biogenic and abiotic carbonates and phosphates occurring in natural
environments (phosphate stromatolites and calcified tissues -bone and teeth) and formed in
laboratory experiments are described in this work.

Phosphate and carbonate minerals precipitated from abiotic and biotic experiments form
commonly spherulites and related morphologies. In most cases they can be considered
mesocrystals because, independent of their biotic or abiotic origin, they are superstructures
formed by the aggregation of nanocrystal building units and appear associated with amor‐
phous precursors. Parallel aggregates constituted by Ca-phosphate crystals are formed by
competitive crystal growth processes and, together with amorphous Ca-phosphates, are
observed in dentine and enamel as well as in phosphate stromatolites.

Gels  in  laboratory  experiments,  organic  matrix  in  calcified  tissues  and  equivalent  clay-
rich media  in  phosphate  stromatolites  favour diffusive transport  and supersaturation of
carbonate and phosphate minerals. Supersaturation is responsible for the development of
spherulitic  morphologies  and  the  occurrence  of  nanometre-sized  crystals  and  related
amorphous  substances.  Gels  also  explain  the  incorporation  of  some  elements  as  Mg to
the structure of calcite.
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Chapter 4

Direction Controlled Growth of Organic Single Crystals
by Novel Growth Methods

M. Arivanandhan, V. Natarajan,
K. Sankaranarayanan and Y. Hayakawa

Additional information is available at the end of the chapter
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1. Introduction

The green lasers are attractive and highly useful for lot of practical applications. It is more than
fifty times brighter when compared to a red laser and thus it can be seen from miles away. Due
to these features, the green lasers can be used in high-tech weapons for aiming purposes. More‐
over, the green lasers are highly useful for laser televisions and medical applications. Most of
the commercially available green lasers are based on the diode pumped solid state frequency-
doubled (DPSSFD) laser technology. For the past several decades, researchers and several in‐
dustries were trying to develop the laser diodes based on the compound semiconductors such
as Gallium nitride (GaN) and Indium Gallium nitride (InGaN) especially in the blue and green
region of wavelengths [1]. However, it is very difficult to grow bulk crystal of these materials
with reasonable quality. Moreover, for the preparation of epitaxial thin films of these materi‐
als on substrates, highly sophisticated and expensive techniques like molecular beam epitaxy
(MBE) and metal organic chemical vapour deposition (MOCVD) are needed. Apart from these
growth aspects, the relatively low power and limited wavelength range restricts their use in
important applications [2]. Therefore, laser sources based on Second harmonic generation
(SHG) is a better choice for the applications which requires higher powers or longer wave‐
lengths (>400nm). As a consequence, the green laser technology still depends on the nonlinear
optical phenomena such as frequency doubling.

In the DPSSFD lasers, a nonlinear optical (NLO) crystal must be placed to halves the wave‐
length of a solid state laser. In the today’s market, inorganic NLO crystals of Potassium Titan‐
yl Phosphate (KTP), Lithium triborate (LBO) are used as frequency doublers. For example, the
KTP crystal is used to generate green laser at 532 nm by halving the wavelength of Nd:YAG la‐
ser of 1064nm. Organic NLO materials are superior to the inorganic materials both in the speed

© 2013 Arivanandhan et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



of response and high NLO susceptibilities. Moreover, they have high laser damage threshold
compared to inorganic materials. For frequency doubling applications, the growth direction of
NLO crystal has to be controlled towards a phase-matched direction. Therefore, direction-con‐
trolled growth is an indispensable technology, especially for the bulk growth of NLO crystals
due to its anisotropic nature of NLO properties.

In the literature, different kind of direction-controlled growth technique such as indirect la‐
ser heated pedestal growth (ILHPG) method [3], Microtube-Czochralski (μT-CZ) method
[4], seed-oriented undercooled melt growth [5], Vertical Bridgman (VB) method [6], and uni‐
axially solution crystallization (USC) method of Sankaranarayanan-Ramasamy [7] have been
reported with the aim of growing unidirectional NLO crystals. Despite the unidirectional or‐
ganic NLO crystal can be grown by ILHPG [3] and seed-oriented undercooled melt growth
[5], the complicated experimental set-up and multistep growth process leads to difficulty in
growing large size unidirectional crystal. Whereas the μT-CZ [4] and VB [6] methods are
more versatile and bulk directional crystals can be grown by optimizing the growth parame‐
ters. On the other hand, the recently reported USC method [7] attracted the researchers by
its unique advantage than the other methods such as unidirectional growth at ambient tem‐
perature which causes minimum thermal induced grown-in defects using simple experi‐
mental set-up with high solute-crystal conversion efficiency and high growth rate.

Benzophenone is a promising organic NLO material and it has nearly six times higher NLO
efficiency than that of Potassium dihydrogen phosphate (KDP), a well-known inorganic
NLO material [8, 9]. It crystallizes in the non-centrosymmetric orthorhombic space group
P212121 and the lattice parameters are reported as a = 10.26Ǻ, b =12.09 Ǻ and c =7.88 Ǻ [10].
Benzophenone is also known as aromatic ketone which is a particularly interesting material
for studying the impact of crystallization conditions on crystal defects and quality [11]. In
the present investigation, benzophenone single crystals have been grown by VB, μT-CZ and
USC method. Since all the three growth methods are quite different, the crystals grown by
these methods may have different crystalline perfection, which may lead to some differen‐
ces in their physical properties. In order to understand the impact of crystallization condi‐
tions on crystal quality, a comparative study has been made on the benzophenone crystals
grown by these three different techniques by employing X-ray diffraction (XRD), and high
resolution X-ray diffraction (HRXRD).

Further, the USC growth method was extended to grow benzophenone single crystals in
three different orientations. The growth rate of the crystal in different orientaitons were
measured. Laser damage threshold and hardness of the directional samples were studied. In
harmonic generation, the range of conversion is recently extended up to extreme ultraviolet
and soft X-ray regions [12]. During the practical operation, the NLO materials are exposed
to high intensity laser radiations for harmonic generations. Thus, the NLO crystals must
have the ability to withstand high power laser radiations [13]. Laser induced damage stud‐
ies on NLO crystals are obviously important, since the surface and bulk damage of the crys‐
tal by high power lasers limits its performance in NLO applications. The damage threshold
of the NLO material must be investigated by multiple shot mode as well as single shot mode
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since the NLO crystals are generally used for long durations in repetitive mode at various
applications. On the other hand, mechanical hardness of a material is also one of the deci‐
sive properties especially for post-growth processes and device fabrications. Hence, the laser
damage threshold and hardness properties of the unidirectional samples were investigated.
The observed laser damage profile and hardness variations in three different growth direc‐
tions are explained based on the crystal structure of benzophenone. The mechanism for the
laser induced damage in benzophenone is discussed.

2. Experiment

2.1. VB growth of benzophenone crystal

Prior to filling the source material of benzophenone, the ampoules were chemically cleaned
in HCl : HNO3 mixture (prepared in the ratio of 1: 1) and kept in electronic grade acetone in
order to remove the surface contamination to avoid any possible multi-heterogeneous nucle‐
ation. The benzophenone powder was purified by the zone refining method using a mova‐
ble furnace assembly. Bulk crystals of benzophenone were grown using the indigenously
constructed VB system (Figure 1). The VB system consists of three major parts such as trans‐
parent furnace, temperature controller and ampoule translation assemby. The transparent
furnace consists a central quartz tube which is centrally placed in a glass beaker filled with
two immiscible liquids. Sufficient volumes of deionized water and sunflower oil (normally
used for cooking) were used for low temperature and high temperature zones respectively
since the melting point of benzophenone is ~48°C. Spiral shaped tubular resistive heaters
which are fabricated in our laboratory, were encircled the growth tube at hot and cold
zones. Commercially bought Eurotherm 818 PID temperature controller with an accuracy of
±0.1°C was employed to control the zone temperatures. Lowering rate of 1-4 mm.h-1 was
achieved using an in-house built ampoule lowering system

Direct observation of solid-liquid interface, which is more feasible in transparent furnaces
than conventional furnaces, is important for the directional solidification to determine the
desired interface shape by controlling the growth parameters. In the case of VB growth of
organic material, due to its low thermal conductivity one has to adopt the recommended
translation rate of 1-2 mm.h-1 [14]. With the aid of thermocouple attached ampoule holder,
the in-situ thermal profile analysis was made during the growth and measured a vertical
temperature gradient near the solid-liquid interface. In the present work, the growth run
was initiated with the translation rate of 1 mm.h-1 when hot and cold zone temperatures are
kept at 55 and 32°C. The growth experiments were performed with different growth param‐
eters and an experiment was successful with reasonably good quality crystals, when the hot
and cold zone temperatures were 51°C and 35°C, respectively while the translation rate was
1 mm.h-1. Hence, the temperature gradient of the furnace and lowering rate of the ampoule
influence the quality and directionality of the growing crystal. The more details of the
growth processes can be found elsewhere [6].
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Figure 1. Transparent vertical Bridgman growth system.

2.2. µT-CZ growth of benzophenone crystals

A technical brief of the experimental setup employed in this investigation can be found else‐
where [4]. Highly purified benzophenone material was filled in a circular shape static glass
crucible having the size of 60 mm ID and 110 mm height. The source material filled crucible
was placed inside a resistive heated furnace. Commercially bought Eurotherm 818 PID tem‐
perature controller with an accuracy of ± 0.1°C was employed to control the temperature of
the furnace. In the present work, instead of seeding by pre-grown defect free seed crystal,
stainless steel microtube of size 8 μm ID has been used for seeding the melt. Since melt wets
the inner walls of the fine capillary tube, it rose to a height, which depended by the tube
radius, the surface tension of the melt, the melt density and the contact angle of the melt
with micro tube. A fine column of melt raised inside the microtube was crystallized first due
to heat desipation through seed rod and the grown crystal inside the microtube was acted as
a seed for further growth. The growth temperature and the pulling rate of the crystal were
optimized for the growth of benzophenone single crystals. The optimized growth parame‐
ters for the present investigation are, pulling rate: 1.0 - 1.5 mm.hr-1, seed rotation rate: 5-10
rpm, the cooling rate: 1°Chr-1, length of the microtube underneath the melt surface (lums): 1.5
mm and the axial thermal gradient: 8°C/cm. The temperature at which the microtube seed‐
ing is made (tms), and lums play a vital role in deciding the orientation of the growing crystal
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inside the microtube (will be discussed in the next section) [4]. Once the growth run was
completed, the system temperature was reduced to room temperature (31°C) at a predefined
cooling rate to avoid the thermal stress in the grown crystal.

2.3. Growth of benzophenone crystal by USC method

Unidirectional  benzophenone  single  crystals  have  been  grown along  <110>  direction  by
mounting a dislocation free seed crystal at the bottom of a glass ampoule in such a way that the
(110) plane of seed crystal facing towards the saturated solution of benzophenone. Then, the
ampoule was filled with saturated solution of benzophenone having optimized solute concen‐
tration and porously sealed. The schematic view of the experimental set-up used for the USC
growth is shown in Figure 2. The transparent nature of the experimental set-up and the visibil‐
ity of the solid-liquid interface, facilitate the measurement of growth rate in the particular crys‐
tallographic direction. Growth rate of a uniaxial crystal of particular size along a particular
growth axis largely depends on the packing density of that plane, purity of the raw materials,
degree of supersaturation and the rate of diffusion of the solute in the solvent medium. A com‐
prehensive experimental report can be found in the literature [15]. In USC method, since the
crystal is growing in selective growth orientation, the commonly observed growth features in
the case of conventional solution grown crystal such as growth sectors, grain boundaries,
twins, stacking faults and dislocations are not observed in the X-ray topography [15], indicat‐
ing that the USC grown sample is relatively free from these defects.

Exposed growth face for 
unidirectional growth

Seed crystal

Saturated solution

Quartz ampoule

Heater

Support for the ampoule

Figure 2. Schematic view of USC esperimental set-up.
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3. Results and discussion

3.1. VB growth

The VB growth was conducted for various translation rate of ampoule and temperature gra‐
dient of the two zone furnace to control the quality of the crystal. The growth experiment
was initiated with the translation rate of 1 mm.h-1 and the temperature gradient of
0.75°C/mm. The grown crystal was opaque with larger grains and cracks (Figure 3 a). The
major cracks may be attributed due to low thermal conductivity of benzophenone. This re‐
sult basically confirms the suitability of the thermal profile present in the constructed fur‐
nace for the Bridgman growth of benzophenone crystal. In order to study the effect of
temperature gradient on the quality of grown crystal, the temperature gradient of the fur‐
nace was lowered to 0.5°C/mm by increasing the cold zone temperature. A single crystal
with relatively high transparency, small numbers of cracks and few numbers of bubbles
were obtained Figure 3 b). Due to the transparency of the furnace and the melt, the solid-
liquid interface was visible and found to be concave.

In an attempt to remove the grown-in defects such as cracks, bubbles and to study the influ‐
ence of translation rate on these grown-in defects, the growth runs were made with the transla‐
tion rate of 2 and 2.5 mm.h-1.The observations made on the resultant material obtained from the
growth run with the translation rate of 2 mm.h-1 revealed that the transparency of the ingot was
increased when compared to the previous growth run and the number of large size cracks and
bubbles was reduced. However, the concavity of the solid-liquid interface was maintained.
Further increase in the translation rate to 2.5 mm.h-1, resulted a bubble-free ingot with good
transparency (Figure 3 c). However, very fine cracks were observed in the crystal possibly due
to the thermally induced strain and faster growth rate at high translation rate. Also, the high
translation rate increases the concavity of the solid-liquid interface.

Figure 3

Crystals
with

cracks

Crystals
with no 
cracks(a) (b) (c) (d) (e)

10 mm

Figure 3. Photographs of the grown crystal in various growth runs.
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Even though the obtained single crystal from the growth run conducted with the vertical
temperature gradient of 0.5°C/mm and translation rate of 2.5 mm.h-1 was free of bubbles and
larger cracks, the fine cracks due to thermally induced strains are present. To eliminate the
fine cracks, the hot and cold zone temperatures were reduced from 55 to 51°C and 39 to
35°C, respectively. At this temperature, a growth run with the translation rate of 1 mm.h-1

has resulted a near flat solid-liquid interface but the grown single crystal was not free of fine
cracks. Also, further reduction in the translation rate leads to supercooling of melt. Due to
different thermal conductivity and viscosity of the liquids of two zones, a sharp variation of
temperature was observed at the interface between the liquids. This variation probably
causes the fine cracks in the grown crystal.

Figure 4. Schematic view of graded interface in VB system.

In order to control the fine cracks, a graded interface was established by introducing inter‐
mediate liquid in between the two liquids which has different wetting angle (φ) with the in‐
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ner growth tube (Figure 4). The density of the intermediate liquid is smaller than the topper
liquid and larger than the bottom one. It is expected that by establishing the graded inter‐
face, one can control the sharp variation of temperature at the interface between hot and
cold zone thereby the fine cracks in the grown crystal. Keeping the zone temperatures and
translation rate as constant, growth runs were conducted with different volumes (50, 100
and 150 mL) of intermediate liquid. The result shows that the grown in defects such as fine
cracks were suppressed and a transparent, optical quality single crystalline ingot was grown
when 150 mL of intermediate liquid was used. Figure 3 d, e illustrates the grown benzophe‐
none ingots free of grown in defects such as thermal induced strains, cracks and bubbles.

3.2. Microtube CZ growth

The selection of microtube for the material to be grown as a bulk single crystal mainly de‐
pends on the melting point of the source material, surface tension of the melt, and the chem‐
ical reactivity of the melt with the microtube. In the present case, due to the low melting
point of the benzophenone (~48°C), stainless steel microtube (ID: 0.8 mm) was used for seed‐
ing the melt. The important experimental parameters used for controlling nucleation inside
the tube are, radius and rotation rate of the microtube, tms, pulling rate, axial temperature
gradient and lums.

Figure 5. Photographs of the grown benzophenone crystals with (a) hexagonal morphology and (b) cubic morpholo‐
gy.

Further, the seed rotation rate plays a vital role in the initial stage of growth inside the mi‐
crotube rather than during the growth. Sankaranarayanan et al (1998) [4] have reported that
for a fixed radius of microtube there exists a critical rotation rate. Below this, the effect of
change of crystal rotation is influential in deciding the morphology of the resultant crystal. If
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the rotation rate is greater than the critical rotation rate, the effect of changes in rpm leads to
very minimal effect since the radius of the microtube is very small. This has also been con‐
firmed in the case of growth of benzophenone. Obvious change in morphology from hexag‐
onal (Figure 5 a) to cubic (Figure 5 b) was observed by varying the seed rotation rate from 5
to 10 rpm at the initial stage of the growth [16].

Jackson et al has analyzed theoretically the structure of solid-liquid interfaces and has dem‐
onstrated that the morphology is determined by a factor 'α' = (L0/kTe) (η/z) Where L0 = the
enthalpy of fusion, k= Boltzmann's constant, Te= equilibrium growth temperature, η and z
are the number of atoms within the plane and the bulk crystal, respectively [17]. This analy‐
sis showed that materials for which α>2 are generally faceted on one or more planes. More‐
over, the η/z value depends on the crystal structure of a material. Benzophenone has large α
factor (α=6.3) and facetted growth is to be expected [18]. Therefore the observed two differ‐
ent morphologies are probably due to large value of Jakson’s α factor. In addition, in order
to obtain crystal with morphology as in the conventional Czochralski technique, efforts were
made to study the influence of shoulder angle by varying the growth rate just after seeding
was conducted. The experimental growth parameters such as tms = 44°C, lums = 1.5 mm and
seed rotation rate = 10 rpm were kept constant. The pulling rate and the axial temperature
gradient were varied in order to vary the growth rate. At the initial stage of seeding and
growth, no marked changes were observed until the growth rate was kept at low. A sudden
increase in the growth rate leads to higher shoulder angle as evidenced in the figure 6. The
growth was continued until the crystal reaches a required size. Thereafter it was pulled at
high pulling rate in order to detach the crystal from the melt surface and to analyze the
shape of the solid-liquid interface. The solid-liquid interface was found to be concave to‐
wards melt which indicates the higher growth rate [19].

Figure 6. Grown crystal with high shoulder angle.
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The morphology of the grown crystal was cubic. It suggested that in μT-CZ technique, the
resultant orientation of the growing crystal will be decided by the orientation of the crystsl
which emerges out of the microtube, it largely depends on the tms and lums. Subsequently the
sample (Figure 7) was fabricated from the grown crystal by cut and polishing for structural
and optical characterization studies.

Figure 7. Prepared specimen from the μT-CZ grown crystal.

3.2.1. Orientation of the crystal

The nucleation phenomena that happened inside the microtube were explained with the aid
of a schematic diagram in figure 8. In capillary rise, most of the organic melts form a convex
meniscus. In Figures 8, ‘a’ and ‘b’ represent the melt level inside the microtube along both
sides and this derivation mainly depends on the planarity of ‘a’ and ‘b’. If the microtube ex‐
actly coincides with the center of axis of the system, then 'a’ and ‘b’ lie at the same level. In
that case, depending on the pulling rate of the microtube, a fine layer of melt will be re‐
trieved along the wall due to wetting and nucleation will be initiated at ‘a’ and ‘b’, simulta‐
neously. The axial temperature gradient and the cooling rate will influence the growth rate
but the orientation at ‘a’ and ‘b’ need not be the same. If the orientation at ‘a’ and ‘b’ is the
same (figure 8i), then the value of lums is not vital.

Suppose, the orientation of crystal is different at ‘a’ and ‘b’, then lums plays a crucial role.
The value of lums should be sufficient enough to allow any one of the grains to proceed at
the end of the microtube as the deciding crystal orientation. Since the radius of the micro‐
tube is very small, the value of lums will serve like the "necking" phenomena in melt crys‐
tal growth (Figure 8 ii). Owing to practical difficulties, if the microtube is deviated, i.e. as
in  figure  8  iii,  it  leads to  differences  in  the  thickness  of  the  melt  film retrieved.  In  this
case, the resultant crystal orientation depends mainly on the orientation of the film which
crystallized first (Figure 8 iv).
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Figure 8. Schematic representation of initial growth of benzophenone inside the microtube.

Even though a crystal with multiple grains was formed inside the microtube initially, at
the final stage of crystal growth inside the tube, a perfect single crystal was emerged out
from the tube with single  orientation facing the melt.  The growth direction of  the seed
crystal was selected inside the microtube. Subsequently, the crystal at the middle part is
grown like conventional Czochralski method with the seed crystal grown inside the mi‐
crotube. Hence it would be possible to grow a single crystal with a particular orientation
using a microtube.
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3.3. USC growth

In this method, the effective zone width of the solution and the maximum temperature of
the ring heater determine the effective evaporation rate of the solvent for a given diameter
of the ampoule. Also, overheating the growth solution seems to be the key point to prevent
spontaneous nucleation. Due to the transparent nature of the solution and the experimental
set-up, real-time close-up observation on the solid-liquid interface was possible. The signifi‐
cant growth parameters of the USC technique are effective heating zone of solution column
and temperature of the solution. Depending on the values of these two growth parameters,
the solvent evaporation rate can be controlled more effectively. Moreover, the rate of super‐
saturation was controlled by means of controlling the solvent evaporation rate and thus the
growth rate of the crystal can also be controlled. At an optimized growth conditions, maxi‐
mum growth rate of 10 mm/ day was achieved for the (110) orientation at 44°C of heating
zone temperature. Cut and polished samples of USC grown crystal are shown in Figure 9.

Figure 9. Cut and polished samples from USC grown crystal.

The grown ingots of benzophenone crystals by VB, μT-CZ and USC growth methods were
characterized by XRD, HRXRD and LDT measurements and their results have been com‐
pared in the following sections.

3.4. X-ray diffraction (XRD) studies

The ingots which were grown under optimized growth conditions using VB, μT-CZ and
USC methods were subjected to X-ray diffraction studies. The cut and polished sample pre‐
pared from the grown ingots were used for XRD analysis to identify the growth orientation
of the crystal. The XRD spectrums were recorded for the respective samples at room temper‐
ature in a 2θ range of 10 to 50° using CuKα radiation of wavelength 1.5418 Å and the spec‐
trums were shown in Figures 10 a, b, and c. From the diffraction pattern the d-spacing and
hkl values for each diffraction peak in the corresponding spectrum of sample were identi‐
fied. Using the orthorhombic crystallographic equation, the lattice parameter values of ben‐
zophenone were calculated and compared with the reported values [10]. The calculated
values are in-line with the literature values.
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(a) 

(b) 

(c) 

Figure 10. X-ray diffraction spectrum recorded for benzophenone grown by (a) VB (b) μT-CZ and (c) USC method.

Moreover, in Figure 10 a, the presence of narrow and strongest peak along the <021> direc‐
tion confirms the single crystalline nature of the ingot grown by with VB <021> as a most
preferred orientation. In the case of μT-CZ grown crystal (Figure 10 b), the preferred orien‐
tation was along <110> direction as evidence from the diffraction peaks at 11.31° and 22.27°.
The obtained two different preferred orientations for a material grown from two different
growth techniques demonstrate that the shape of the container material (tip of the ampoule
in the case of VB growth, microtube in the case of microtube CZ growth) plays a vital role in
the initial stage of nucleation. In unseeded crystal growth methods, the melt confinement in
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a small volume will largely help to control over the formation and number of nucleation.
The resultant orientation which emerges out of the tapered end (in the case of VB) or the
microtube (in the case of μT-CZ) henceforth decides the growth orientation of the rest of the
crystal. Even though spontaneous, multi nucleations were formed initially at both methods,
it undergoes a geomentric selection during the restricted growth inside the microtube/cone
reagion of the ampoule. Therefore, it is quite feasible to grow a single crystal along a partic‐
ular direction emerges out at the tapered end or at the end of the microtube if their physical
length is sufficient to allow any one of the grain’s orientation as a resultant growth direction.
This happens when the progression of grains having low growth rate is suppressed or do‐
minated by the progression of grain having the highest growth rate. Hence in the above two
methods, it is possible to grow crystal along specific orientation by properly optimizing the
growth conditions. In the case of USC method, the seed crystal was selected with the plane
(110) as the imposing growth orientation. The recorded spectrum (Figure 10 c) on the grown
sample justifies the unidirectional growth along the orientation of seed crystal.

3.5. High-Resolution X-Ray Diffraction (HRXRD) studies

High resolution X-ray diffraction (HRXRD) studies have been carried out using multicrystal
X-ray diffractometer (MCD) [20] on the grown samples to evaluate the crystalline perfection.
A well-collimated and monochromated MoKα1 beam obtained from a set of three plane
(111) Si monochromator crystals set in dispersive (+,-,-) configuration has been used as the
exploring X-ray beam. The specimen crystal was aligned in the (+,-,-,+) configuration. Due to
dispersive configuration, though the lattice constant of the monochromator crystal(s) and
the specimen are different, the unwanted dispersion broadening in the diffraction curve of
the specimen crystal is considerably less.

The HRXRD curves recorded by multicrystal X-ray diffractometer (MCD) revealed that the
crystals grown by all the three methods contain internal structural grain boundaries. Figures
11 a and b show the diffraction curves (DC) recorded for the (211) diffracting planes of VB
and μT-CZ grown sample using MCD with MoKα1 radiation in symmetrical Bragg geome‐
try. As can be seen from the Figure 11 a, the DC of the VB grown sample contains multiple
peaks in an angular separation of few min., whereas the DC (Figure 11 b) of the μT-CZ
grown sample contains only one additional peak at the angular separation of 50 arc sec. The
DC of VB grown sample exhibits four main peaks with FWHM of 39, 21, 42 and 30 arc sec
having angular separations 61, 48 and 72 arc sec. These multiple peaks illustrates that the
samples contain many structural internal low angle (α ≥ 1 arc min) grain boundaries, whose
tilt angles range from 72 to 61 arc sec.

The DC (Figure 11 b) of μT-CZ grown sample shows that it contains two peaks, one main
peak and the second peak at lower angle side, which indicates that the crystal contains a
very low angle grain boundary (α < 1 arc min). The solid line in the figures is the convoluted
curve obtained by the Gaussian fit of the observed peaks. The additional peak in the DC is
50 arc sec away from the main peak which corresponds to a very low angle grain boundary.
The FWHM of the main peak and the second peak are respectively 42 and 105 arc sec. From
this, one can infer that μT-CZ grown benzophenone crystal exhibited better crystalline qual‐
ity than the VB grown crystal. Moreover, the presence of additional grains in VB grown
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crystal was not found in μT-CZ grown crystal. The observation of the additional grain in VB
grown crystal may be attributed to the differences in thermal expansion of the growing crys‐
tal and the ampoule which may lead to occurrence of plastic deformation in the grown crys‐
tal during post growth annealing process. Whereas such plastic deformations were absent in
μT-CZ grown crystal due to the freestanding nature of the growing crystal. The HRXRD
studies demonstrate that the microtube seeding is more reliable than VB growth for the
growth of directional crystals with low imperfection.

(a) 

(b) 

(c) 

Figure 11. HRXRD curve recorded for benzophenone grown by (a) VB (b) μT-CZ and (c) USC method.
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The recorded DC (Figure 11 c) for the USC grown sample is considerably sharp but it con‐
tains two peaks: one main peak and second, a hump at higher angle side, which indicates
that crystal contains a very low angle (α < 1 arc min) grain boundary. The solid line (convo‐
luted curve) is well fitted with the experimental points represented by the filled circles. On
deconvolution of the diffraction curve, it is found that there are three peaks. The two main
peaks are separated by ~47 arc sec and their half widths are 39 and 70 arc sec, respectively.
The third peak is quite broad and having FWHM of 200 arc sec. All these three peaks were
merged with the main peak and not possible to identify before deconvolution, which shows
that the crystalline quality of the specimen is reasonably good. From the results, one can in‐
fer that the unidirectional benzophenone crystal grown by the USC method has relatively
good crystalline perfection. The presence of the additional peaks may be attributed to the
possible plastic deformation occurred during the restricted growth of the crystal inside the
ampoule.

3.6. Laser damage threshold measurements

Optical  damage in dielectric materials (NLO materials)  may severely affect the perform‐
ance of high power laser systems as well as the efficiency of the optical devices based on
nonlinear processes. Hence, high damage threshold is a significant parameter for nonlin‐
ear optical  crystal.  Two main mechanisms that cause laser induced damage in the wide
band gap dielectric materials are dielectric break down and thermal absorptions. The la‐
ser  induced damage studies  have  been carried out  for  the  VB,  μT-CZ and USC grown
samples  under  identical  experimental  conditions.  The  samples  were  carefully  selected
from the grown ingots  with better  quality and low dislocation densities.  Then the sam‐
ples were chemically polished using ethanol  just  prior  to the LDT measurements.  A Q-
switched Nd:YAG laser operating at 1064 nm radiation was used. The laser was operated
at the repetition rate of 10 kHz with the pulse width of 65 ns. For the LDT measurement
1.64 mm diameter beam was focused on the sample with a 10 cm focal length lens. The
beam spot size on the sample was 0.51 mm. The multiple shots LDT measurements were
made on the VB, μT-CZ and USC grown samples. The samples were irradiated at differ‐
ent  spots  on  the  same plane  at  similar  experimental  condition  (wavelength  –  1064  nm;
repetition rate – 10 kHz; pulse width- 65 ns;  beam diameter- 1.64 mm) and the damage
pattern was observed using an optical microscope.

The measured LDT values of benzophenone samples grown by VB, μT-CZ and USC method
are 2.3, 3.0 and 7.9 MW/cm2, respectively. As evidenced from HRXRD studies, the high val‐
ue of LDT for SR grown sample can be attributed due to the high crystalline perfection
when compared with that of VB and μT-CZ grown samples. The threshold for bulk laser
damage is in principle a material dependent property and imperfections in a material are
depends on the growth parameters which are subjected to control during the growth proc‐
ess. Furthermore, the LDT is a function of pulse duration, maximum pulse power, pulse
wavelength, focal point radius, and in the case of multi shot experiments, repetition rate
[21]. It is known that in the long-pulse regime (τ > 100 ps), the damage depends on the rate
of thermal conduction by the crystal lattice and in the short-pulse regime (τ < 100 ps), the
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dielectric breakdown and various nonlinear ionization mechanisms (multi-photon, avalan‐
che multiplication) become dominant [22]. Hence, thermal effects become important for the
nanoseconds and longer pulse widths. In the present multi shot experiments, relatively lon‐
ger pulse width (65 ns) and high repetition rate of laser (10 kHz) were used and it may caus‐
es the low LDT for all the benzophenone samples. Wang et al [9] reported that the single-
shot LDT of benzophenone crystal is 17.6 GW/cm2 at the wavelength of 1064 nm while 39.5
GW/cm2 at the wavelength of 532 nm. In the same laser parameters, the reported single-shot
LDT of KDP, a well-known NLO crystal is 14 GW/cm2 at the wavelength of 1064 nm and 17
GW/cm2 at the wavelength of 532 nm [9]. Hence, it is obvious that benzophenone crystal has
higher LDT than that of KDP crystal. The mechanical hardness of the materials also plays a
vital role in LDT of the crystals grown in different crystallographic orientations [23]. In the
next section, the hardness property of the benzophenone was correlated with the observed
damage profile during laser damage threshold measurements.

4. Anisotropy of hardness and laser damage threshold

4.1. Unidirectional benzophenone in different orientation

USC method was extended to grow unidirectional benzophenone single crystals in three dif‐
ferent crystallographic directions such as <110>, <010> and <001>. For this experiment, trans‐
parent single crystals obtained by slow evaporation method were used as a seed. To grow
unidirectional benzophenone crystal along different crystallographic directions, three identi‐
cal glass ampoules having inner diameter of 20 mm were carefully mounted with respective
plane of the seeds by facing normal to the saturated solution of benzophenone. Saturated
solution of benzophenone with pre-determined solute concentration was prepared using xy‐
lene as a solvent and carefully transferred into the growth ampoule. In this experiment, the
solutions were not heated by ring heater to allow the natural evaporation of solvents.
Growth was initiated at the seed crystal-solution interface when the supersaturation in‐
creased by evaporation of solvent from the solution. The transparent nature of the experi‐
mental set-up and the visible elevation of the solid-liquid interface measured at specific
intervals facilitated the measurement of growth rate for the three different directions. The
measured data are tabulated (table 1) in comparison with the relative growth rates of con‐
ventional solution grown and melt grown benzophenone crystals [24]. The grown ingots
were sliced perpendicular to growth direction using in-house built wet-thread cutting ma‐
chine. Figures 12 a and b show the grown crystals and sliced specimens of benzophenone in
three different orientations. The samples were chemically polished on a polishing sheet us‐
ing a mixture of acetone and xylene in the volume ratio 1:2.

Table 1 shows the relative growth rates for benzophenone crystal grown from different crys‐
tallographic directions in comparison with the relative growth rates of conventional solution
grown and melt grown benzophenone crystals [24]. High growth rate was observed along
<001> direction and low growth rate was observed along <110> direction. The observed rela‐
tive growth rates vary drastically with growth directions and it follows the same tendency
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with the relative growth rates for melt grown benzophenone [24]. On the other hand, the
observed growth rates do not follow the reported growth rates for conventional solution
grown benzophenone (toluene solvent) [24]. In conventional solution growth, the rate of dif‐
fusion of solute molecules or growth slice can be influenced by solvents. Due to the different
vapor pressure of the solvents and the chemical environment (interacting between the solute
and solvent) around the growing surface, growth rate can be changed by solvents. More‐
over, the solvent in the present experiment and growth mechanism are entirely different
from the conventional solution growth and under cooled melt growth.

<001> <110> <010>

10 mm

<001> <110> <010>

Figure 12. (a) Unidirectional benzophenone crystal in various growth directions and (b) prepared specimens from the
respective ingots.

(hkl) Uniaxial solution growth
Conventional solution growth

(toluene solvent) [22]
Melt growth [22]

(110)

(010)

(001)

1.00

1.75

2.65

1.00

0.64

0.83

1.00

1.43

1.66

Table 1. Comparison between the relative growth rates of different growth directions for benzophenone crystals
grown from conventional solution growth, melt growth [22], and uniaxial solution growth (this work). [The data are
normalized with respected to the (110)]
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In conventional solution growth, the growing crystal is fully exposed to the saturated moth‐
er solution. As a result, the crystal grows with different faces separated by growth sector
boundaries. The shape of a crystal can be described by the distance from the centre of the
crystal to the respective crystal faces and these distances are proportional to the relative
growth rates of the crystal face [24]. The formation of inclusion in the growing crystal may
cause the growth rate despersions (GRD) [25, 26] i.e., a crystal (or crystal faces) of the same
size growing under the same environmental conditions may grow at different rates. But, in
USC method, unlike to conventional solution growth, the face (hkl) which has to grow is
alone exposed to mother solution instead of the whole seed crystal. Hence the formation of
inclusion due to solvent and other impurities incorporation is strongly suppressed in the
present method. Moreover, in the USC grown crystals, the commonly observed growth fea‐
tures in the case of conventional solution grown crystal such as growth sector boundaries,
twins, stacking faults and dislocations are not observed since the crystal was grown along
selective growth axis [27].

The uniaxial crystallization process essentially involves gathering of a vast number of mole‐
cules together and forms a unique ordered arrangement which is driven by the level of su‐
persaturation of the solution. The degree of supersaturation was controlled for all the
experiments at predetermined solute concentration and constant temperature. The purity of
the source materials and the solvent were almost the same for all the growth experiments.
Hence, the observed variation in growth rate for different growth axis is likely to be the
function of molecular packing energy or attachment energy, Eatt of the respective growth
face (eq (5)) [28].

Rhkl∝  Eatt (1)

Eatt can be defined as the energy released when one slice of thickness dhkl crystallizes onto a
crystal face (hkl). According to the BFDH model [29], the relative growth rate is inversely
proportional to dhkl (eq. (6)).

Rhkl∝  1
dhkl

(2)

The reported attachment energy variation [29, 30] for the respective growth planes were
compared with the growth rates and interplanar spacings (dhkl) (table 2). As shown in table
2, high growth rate was observed for the plane which has small d spacing and high attach‐
ment energy. However, the reported attachment energies were calculated by considering the
conventional solution growth conditions [29] and undercooled melt growth conditions [30],
that means it was considered that crystal grows in all faces simultaneously. In contrast, in
the present experiment, the crystal has grown only on the selected growth face. Moreover,
the different between the d spacing of (110) and (010) is very small (table 2). But the d-spac‐
ing for (001) plane is obviously smaller than other planes and has high growth rates com‐
pared to other planes.
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(hkl) Relative growth rates
Interplanar spacing

d (hkl) (Å)

Attachment energy

Eatt (kcal/mol)

(110)

(010)

(001)

1.00

1.75

2.65

7.82 (110)

8.15 (010)

6.01 (001)

10.3a(9.86b)

14.6a (18.92b)

17.1a

ote: aRef. [27] bRef. [28]

Table 2. Comparison of relative growth rates of unidirectional crystals, d spacing (JCPDS data) and reported
attachment energy for various growth directions.

4.2. Optical absorption studies

The absorption coefficient of optical radiation in transparent materials is more vital in stud‐
ies of the process of interaction of radiation with matter. The information on the energy ab‐
sorbed by a material in the course of damage is an important characteristic to understand
laser breakdown mechanism. In general, increase in the absorption is mainly due to the de‐
fects in the crystal and the presence of inclusions as well as impurities. For optical applica‐
tions, the material considered must be highly transparent (low absorption) in the
wavelength region of interest. The absorption coefficients of benzophenone are calculated
using the following equations.

α = - 1
d ln

{ B 2 - R 2
1
2 - B}

R 2
(3)

B =(1 - R 2) / 2T (4)

R =( n - 1
n + 1 )2 (5)

where d is the thickness of the crystal used for the optical studies and n is the refractive in‐
dex of the crystal. T is the percentage of transmission and it was measured for 5 mm thick
<110> oriented sample as a function of wavelength using UV-VIS-NIR spectrophotometer.
The refractive index of the biaxial crystal (benzophenone) can be derived by the following
equation:

nbiaxial =  
nx + ny + nz

3 (6)

The reported refractive index data [8] for three different polarization of light parallel to a-
axis (nx), b-axis (ny) and c-axis (nz) were used for the present calculations. The absorption co‐
efficient curve of benzophenone is shown in Figure 13.
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Figure 13. Measured absorption coefficients curve for benzophenone as a function of wavelength.

The presence of inclusion and grown-in defects (which can be controlled by growth process)
causes the relative increase of absorption coefficient and thus increasing the over-all heating
of the material during laser irradiation. The local heating in the region of an inclusion can
lead to suppress the laser damage threshold value of a particular material. The present opti‐
cal absorption study shows that the benzophenone material has very low absorption in the
wavelength range from 400 to 1300 nm.

4.3. Micro hardness of benzophenone

Mechanical hardness of a material is also one of the decisive properties especially for post-
growth processes and device fabrications. Load dependence of Vicker’s micro hardness was
measured on polished (110), (010) and (001) surfaces of 5 mm thick samples which were pre‐
pared from the respective unidirectional ingots. The indentation time was maintained as
constant at 10 s. The diagonal lengths of the indented impression were measured for differ‐
ent loads varying from 10 to 80 g. The successive indentations were made at different sites
of the sample surface. The mean diagonal length was used for the calculation of Vicker’s
hardness number (VHN). Figure 14 shows the VHN variation as a function of applied load
for the (110), (010) and (001) planes of the prepared samples. Moreover, the mechanical
hardness is correlated with the laser damage threshold of the materials. As can be seen from
the Figure 14, the hardness number increased steeply in the beginning and got saturated af‐
ter 50 g of load. Larger hardness value was measured for (010) plane whereas small hard‐
ness value was measured for (001) plane. The VHN values observed on (010), (110), (001)
planes were 16.1, 14.6 and 12.8 at 60 g of load.
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Figure 14. Hardness variation along three different crystallographic planes as a function of applied load.

4.4. Laser damage threshold studies

The LDT was measured on the (110), (010) and (001) surfaces of the unidirectional crystals
grown along the respective orientations. The samples used for LDT measurement were care‐
fully selected from the grown ingots with best quality and low defect densities. Then the sam‐
ple was chemically polished using xylene prior to the LDT measurements. A Q-switched
Nd:YAG laser operating at 1064 nm radiation was used for single as well as multiple shot ex‐
periment. For the single shot experiment, the laser was operated at the repetition rate of 10 Hz
with the pulse width of 10 ns. The single shot LDT measurements were made on the sample
and the experiment was repeated at different places of each plane to measure the damage
threshold precisely. During the single shot experiment, care was taken to select a fresh region
after each shot to avoid the cumulative effects resulting from multiple exposures. For surface
damage, the testing plane of the sample is placed at the focus point of the lens and the 50 mm
diameter laser beam was focused on the sample using a lens of 20 cm focal length.

The surface damage can be determined by various methods, viz., by observing it with optical
microscope, by visual incandescence, or by observing the scattering of helium-neon (He–Ne)
laser beam passing through the damaged volume. In the present investigation, the resulting
damage pattern is observed by an optical microscope. In order to observe the damage profile
more clearly, the LDT experiment was performed on the (110) plane of the respective oriented
ingot by multiple shots mode using the same laser with high repetition rate (10 kHz). Since the
<110> oriented ingot showed high micro hardness, it was selected for the multiple shot experi‐
ment. The sample was irradiated at different spots on the same plane at similar experimental
condition and the damage profile was observed by optical microscope.
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The respective single shot damage threshold measured for the <110> <010> <001> oriented
benzophenone samples was 16.99, 17.23 and 12.95 MW/cm2 for 1064 nm Nd:YAG laser radi‐
ation. In the multiple shots experiment, the LDT value for (110) plane was measured as 7.69
MW/cm2 using the 1064 nm Nd:YAG laser. For the single shot experiment, 1064 nm
Nd:YAG laser with 10 ns of pulse width and 10 Hz of repetition rate was used. Whereas for
the multiple shot experiment, the Nd:YAG laser with 65 ns of pulse width and 10 kHz of
repetition rate was used. The threshold for bulk laser damage of a material mainly depends
on laser parameters such as pulse width, focal spot geometry, and in the case of multi shot
experiments, repetition rate of laser [21, 31]. From the single shot experiment, the anisotrop‐
ic properties of the laser damage threshold were observed in the unidirectional benzophe‐
none crystals. The <010> oriented sample shows high laser damage threshold whereas the
<001> oriented sample shows low value of damage threshold. In both the case of single and
multi shot experiments, due to large pulse width (τ > 100 ps) and low melting point of the
material, thermal effects become the main causes for damage.

Figures 15 a, b and c show the optical micrograph of the single shot damage patterns for
1064 nm laser radiation on (110) (010) (100) planes of respective unidirectional benzophe‐
none crystal. As can be seen from the Figure 15, irrespective of orientations, circular damage
profile was obtained for all the samples at small repetition rate (10 Hz) and pulse width (10
ns). However, the diameter of the circular pattern was larger (~1220 μm) for <001> oriented
ingots whereas it was very small (~200 μm) in size for <010> oriented ingot. Figure 16 shows
the optical micrograph of the multiple shot damage pattern of 1064 nm laser radiation on
(110) surface of unidirectional benzophenone crystal. The figure clearly depicts that the core
of laser induced damage was at the centre of the pattern with strong cracks in different di‐
rections. As can be seen from Figure 16, the cracks were strongly propagated along the crys‐
tallographic <001> and <010> directions. It should be noted that the crack was stronger along
<001> direction compared to <010> direction. Probably the high repetition rate and large
pulse width causes the profound damage with cracks unlike to circular pattern observed in
the single shot experiment.

Generally the hardness of the material is directly related to its bonding and crystallographic
orientation. One can expect to obtain some information concerning the hardness anisotropy
and damage profile observed in benzophenone based on its crystal structure. Benzophenone
crystallizes in the non-centrosymmetric orthorhombic crystal structure with space group
P212121 with four atoms per unit cell [9]. A projection of crystal structure along the c axis is
shown in Figure17 [30]. The shadowed elliptical chains disposed to each other at an angle of
90° show the rigid layers of the structures parallel to <110> and <101> directions and these
directions correspond to predominant {110} prisms of the growth morphology of conven‐
tional solution grown crystal [32]. The strong bonding structure which forms rigid layers
(shadows in Figure 17) causes higher mechanical hardness in (110) compared to (001) plane.
Hence the size of the laser damage pattern was smaller for the ingot grown along <110> di‐
rection (Figure 15 a) compared to the ingot grown along <001> (Figure 15 c). On the other
hand, when we look at the damage profile of the multi shot experiment (Figure 16) the
cracks were strongly propagated along <001> direction compared to <010> direction. More‐
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over, the intermolecular bonding energy of the respective growth plane plays a major role in
hardness properties and laser induced damage. In addition, the magnitude of the cumula‐
tive bonding energy of a plane depends on the number of bonding of nearest neighbor of
the atoms or molecules of the respective plane. From the hardness and damage profiles, it is
obvious that the bonding energy of the (001) plane is small compared to (110) and (010)
planes of benzophenone crystal. The intermolecular bonding energy can be related with the
attachment energy as follows [28],

(a) 

(b) 

(c) 

Figure 15. Optical micrograph of the damage pattern. (a) (110) surface, (b) (010) surface, (c) (001) surface.
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<001> <010> 

Damage core 

100 µm 

Figure 16. Optical micrograph of a damage pattern observed on the (110) surface for the laser with high repetition
rate (10 kHz).

a 

b 

<110> 

b 

a c 

Figure 17. Molecular packing of benzophenone viewed on the orthorhombic (001) plane. The ridged layers parallel to
<110> and <101> are shadowed.
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Ecry =  Esl + Eatt (7)

Where Ecry is the crystallization energy or lattice energy and Esl is the intermolecular bond‐
ing energy or slice energy of a growth plane.

According to the theory of Hartman and Bennema [28], the attachment energy is inversely
proportional to the intermolecular bonding energy of the respective growth planes. In other
words, a growth plane (hkl) which has low intermolecular bonding energy could grow with
high growth rate and high attachment energy. As shown in table 2, the ingot grown from
(001) plane had high growth rate and high attachment energy [29]. Moreover, small micro
hardness value was measured on (001) plane and the size of the laser damage pattern was
larger for the <001> oriented sample (Figure 15 c). This is probably because of weak intermo‐
lecular bonding existed in the (001) growth plane as high attachment energy was reported
for the same plane of benzophenone crystal [29]. On the other hand, the ingot grown from
(010) plane has low growth rate compared to ingot grown from (001) plane. High micro
hardness value was measured on (010) plane and the size of the laser damage pattern was
relatively small for the <010> oriented sample (Figure 15 b). In contrast, the ingot grown
from (110) plane which has the lowest growth rate shows small micro hardness than that of
ingots grown from (010) plane. It is feasible that the crystal is easily distorted in a line nor‐
mal to the mechanical fragility, which results in a weak shearing stress of the crystal struc‐
ture [21]. However, the relationship between the bonding energy of molecules and the
shearing stress has not yet cleared well. In addition, the damage profile obtained for the
<110> oriented sample under multi shot mode reveals some relation with the crack direc‐
tions, hardness variations and crystallographic directions. As can be seen from Figure 16, a
strong crack was observed along the mechanically weak <001> direction. Whereas the crack
along <010> direction is quite weaker. From the results, it is obvious that the obtained dam‐
age profile is closed related with hardness anisotropy of the material.

5. Conclusion

Benzophenone single crystals were grown by various growth methods such as VB, μT-CZ
and USC method and the structural perfection of the crystals were comparatively investigat‐
ed. HRXRD studies revealed that the USC grown sample had relatively high crystalline per‐
fection than the samples grown by other methods. On the other hand, VB grown crystal was
found to have low crystalline perfection due to the difference in thermal expansion of the
growing crystal and the ampoule which may lead to occurrence of plastic deformation in the
grown crystal during post growth annealing process. The USC grown sample had high LDT
than the crystals grown by other methods, probably due to low dislocation density in the
USC grown ingots. Unidirectional benzophenone single crystals were grown along three
different crystallographic directions. It was observed that the growth rate of the grown crys‐
tals varied with orientation. Moreover, the laser damage threshold was larger for the <110>
and <010> oriented crystals compared to <001> oriented crystal at the wavelength of 1064
nm. The result was consistent with the hardness variation observed for the three different
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crystallographic directions of benzophenone crystal. The optical micrographs of the damage
profile and hardness anisotropy were correlated with the internal crystal structure of benzo‐
phenone.
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Chapter 5

Characterizations of Functions of Biological Materials
Having Controlling-Ability Against Ice Crystal Growth

Hidehisa Kawahara

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54535

1. Introduction

Subzero winter temperatures pose a significant challenge to the survival of organisms in
temperate and polar regions. Many organisms living in these areas have evolved a number
of strategies for surviving in extreme environments such as subzero temperature [1-5]. Some
strategies in a given organism use a mechanism based on freezing point depression trough
accumulation of cryoprotectants such as sugars and polyhydric alcohol [6]. Other strategies
use a mechanism based in physical damage avoidance through production of antifreeze ma‐
terial and ice nucleators [7-9]. Overwintering strategies based in freeze tolerance and freeze
avoidance play an important role in adaptation promoting cold hardiness. Freeze-tolerant
organisms survive the formation of extracellular ice but typically do not survive intracellu‐
lar freezing [3]. In contrast, freeze-avoiding organisms must avoid freezing or death will re‐
sult. These two alternative overwintering strategies share many of the same physiological
adaptations, such as the accumulation of polyhydric alcohols, antifreeze protein and/or gly‐
coprotein during cold acclimation [3, 10].

In subzero conditions, all organisms are exposed to conditions that necessitate the partial re‐
moval of water from the intracellular space in order to maintain the structure and function
of the cell. Any significant deviation in the accessibility of water due to dehydration, desic‐
cation or alteration of water’s physical state, that is, from the aqueous phase to an ice crystal,
will pose a severe threat to the normal function and survival of an organism [11]. Some bac‐
teria among various organisms can counteract or minimize the deleterious effect of ice crys‐
tal formation in the intracellular and extracellular spaces [12]. As shown in Figure 1 [12], ice
crystal- controlling proteins and other materials were related to the phenomenon of three
steps in the formation and growth of ice. Ice nuclei can be formed by homogeneous (no par‐
ticle present) or heterogeneous (particle-induced) nucleation in the first step. The formation
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of ice nuclei through heterogeneous ice nucleation is promoted by foreign particles that act
as ice nucleation activator. Various types of ice nucleation activators of biogenic origin are
known to exist in plant bacteria, fungi, insects, plants and lichens. Inhibitors of heterogene‐
ous ice nucleation, which can favour supercooling, have been found in various organisms.
These inhibitors can minimize the threats of intra- and extracellular ice formation. These in‐
hibitors are known to exist in the xylem parenchyma cells of Katsura trees (Cercidiphyllum
japonicum) [13]. Other ice crystal-controlling materials, which can play a crucial role in the
second step of ice formation, are antifreeze proteins, antifreeze glycoproteins and antifreeze
glycolipids. The function of AFP is to inhibit ice formation and ice crystal growth by sup‐
pressing the binding of water molecules to the ice crystal surface [14].

Figure 1. The representative functions on various ice crystal-controlling materials

In this chapter, we pay particular attention to the steps of ice crystal formation and growth
along with the biogenic ice crystal- controlling materials. Among biogenic ice crystal-con‐
trolling materials, ice nucleation protein having the ability to promote ice nuclei formation,
supercooling-facilitating materials having the ability to inhibit ice nucleation, and antifreeze
materials having the ability to inhibit ice crystal growth and ice recrystallization are each ex‐
plained as their structures, functions, and applications. Also, we mention the assay systems
for each activity to seek these materials from various organisms and food wastes.

2. The mechanism of ice crystal formation

When pure liquid water is cooled at atmospheric pressure, it does not freeze spontaneously
at 0ºC. Due to density fluctuations in liquid water, water molecules form clusters that have
the same water molecular arrangement (Figure 2) as ice crystals but remain in a liquid state
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due to the fluctuation of energy. This state is called supercooling. A drop of pure water
without perfectly foreign particles can display a supercooling temperature or freezing tem‐
perature at -39ºC [15]. This process has been called ‘homogeneous ice nucleation’ (Figure 1,
Step 1). However, impurities or foreign particles present in water can attach water mole‐
cules onto their surfaces. As water molecules may be oriented in a way such as to resemble
an ice nucleus, these become compatible with the critical dimension of ice nucleation. Franks
reported that the deciding factors for the formation of ice nuclei by materials included the
following three conditions: similarity to the crystal lattice, paucity of surface charge, and
high hydrophobicity of the ice nuclei [16]. This process is called ‘heterogeneous ice nuclea‐
tion’, and occurred at a temperature between -2ºC and -15ºC. The formed ice crystal nuclei
may become ‘ice crystals’ by starting crystal growth (Figure 1, Step 2). This type of ice crys‐
tal growth exhibits three different mechanisms [17]. The first mechanism of ice crystal
growth is growth from a perfect crystal side, and the growth rate at the interface of an ice
crystal serves as the controlled surface nucleation rate. The second mechanism of ice crystal
growth is growth by screw dislocation. The ice crystal growth rate is related to the degree of
interface supercooling. The third mechanism of ice crystal growth is called continuous
growth with large driving energy of crystal growth. In this case, the nucleation obstacle,
which should be overcome in the case of crystal growth, does not exist, but the crystal
growth rate is proportional to the degree of interface supercooling. This growth rate is af‐
fected by freezing temperatures. As shown in Figure 3, the maximum ice crystal generation
temperature region is from 0ºC to -7ºC. This temperature region is important for ice crystal
structure formation. When the time to pass through this temperature region is short, a de‐
tailed ice crystal is formed, and when the time is long, a large and rough ice crystal is
formed. Difference in the shape of this formed ice crystal could affect the nature of the phys‐
ical damage to the cells and organs during freezing. The differences in how quickly this tem‐
perature region is passed through influences the survival rate of cells and organisms after
freezing and thawing. In the case of this passage time with one of late and slow freezing in
the realm of nature, all organisms have acquired high freezing tolerance through production
of various ice crystal-controlling materials.

Figure 2. The structure of Ice crystal Ih.
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Figure 3. The maximum ice crystal generation temperature zone.

3. Structure and function of ice nucleation proteins from various
organisms

As shown in Figure 1 Step1, the process called heterogeneous ice nucleation always occurs
at a temperature higher than homogeneous ice nucleation. Ice nucleation proteins (INP) are
integral components of various types of ice nucleation activators (INA) of biogenic origin.
INAs are present in a variety of plant bacteria [18], insects [19], intertidal invertebrates [10],
plants [20], and lichen [21-23]. The INA found in a species of frost-resistant frog, Rana sylva‐
tica, has also been shown to be composed of proteins [24]. This protein was present in Rana
sylvatica plasma collected in the autumn and spring.

Various Gram-negative epiphytic bacteria, which have been called ice-nucleating bacteria,
have been known to produce INA at temperatures higher that -3ºC. These bacteria belong to
genera Pseudomonas, Erwinia, Pantoea and Xanthomonas. Six species of ice-nucleating bacteria
have been found and various INPs from these bacteria have been analyzed to determine
their amino acid sequences [25-30]. Also, some strains of Fusarium acuminatum and F. avena‐
ceum are active in ice nucleation at a temperature of -2.5ºC [31]. These substances have dif‐
ferent properties when compared to those of bacterial and fungal INPs. These differences
might be caused by the different components of each ice nucleation material which contain
ice nucleation protein as the active center. Extracellular ice-nucleating material secreted into
the culture broth and localized on the surface of cell wall was found to be composed of lipid,
protein, saccharide, and polyamine as the minor component [32, 33]. This localization was
caused by the formation of large homoaggregates on the surface of the outer membrane.
Genes conferring ice-nucleating activity have encoded INPs (120- 150 kDa) with similar pri‐
mary structures. All INPs are composed of a highly repetitive central domain flanked by
nonrepetitive N- and C-terminal domains (Figure 4). The tandem consensus octapeptide,
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Ala-Gly-Tyr-Gly-Ser-Thr-Leu-Thr, of the central domain is hypothesized to form a β-helical
fold secondary structure. This structure can bind water molecules in a configuration similar
to an ice lattice [34]. This β-helical fold’s secondary structure plays an important role in
structures resembling ice lattices. Furthermore, the conserved glycine residues involved in
chain bending are located at every turn of the proposed R-domain structure while the high
Ser and Tyr residues are only present in the middle of β-strands, allowing them to act as an
ice-like template. They are involved in the aggregation of each INP, thereby increasing the
INP’s hydrophobicity [35]. Based on their ice-binding abilities, it was suggested that INPs
may have a similar β-helical fold and may interact with water through a repetitive TXT mo‐
tif [36] (Figure 4). Large INPs having a molecular mass of 120-150 kDa could express high
supercooling temperatures through both different tertiary structures of the R-domain. The
N-domain is at least responsible for the binding of phosphatidylinositol as a lipid, saccha‐
ride (mannan) and INP [37]. Also, the C-terminal domain is rich in basic amino acid residues
and is very hydrophilic. Among C-terminal amino acid residues, Tyr27 in this domain is im‐
portant for ice nucleation, although not exclusively required, since nucleation was lost to a
great extent when this residue was replaced by Gly or Ala but to a much lesser extent when
it was replaced by Leu [38]. These results point to the important of the secondary and/or ter‐
tiary structure of the C-domain region for the ice nucleation with the hydroxyl group in the
surface of its protein, which may interact with water molecule. Based on the structure and
component of ice nucleation materials, we could predict that each domain has the following
important role for the nucleation: N-domain through association with lipid and saccharide
thereby increasing hydrophobicity: R-domain through structuralization of ice lattice-resem‐
bling protein: and C-domain through stabilization of tertiary structure of the complex.

Figure 4. The structure of ice-nucleating protein and both models of different properties.
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The wood frog (Rana sylvatica) is able to tolerate freezing of its body tissue. This tolerance is
promoted by the initiation of ice formation at high subzero temperatures which allows ice to
form gradually [39]. Also, some ice-nucleating bacteria, including Pseudomonas putida, P. flu‐
orescens, and Pantoea (Enterobacter) agglomerans were isolated from the gut of frogs collected
in the field. The maximum nucleation temperature of an aqueous suspension of P. putida
cells ranged from -1.6 to -3.0ºC [40]. These ice-nucleating bacteria may play a role in enhanc‐
ing winter survival by promoting ice nucleation at high subzero temperature.

Frost-sensitive plant species have a limited ability to tolerate ice formation in their tissues
[41]. Alternatively, some plants can supercool to some extent below 0ºC and avoid damag‐
ing ice formation [42]. The temperature to which a given plant can supercool varies by plant
species and is influenced by the presence of ice-nucleating agents that may be of plant origin
[43]. Ice nuclei active at approximately -2ºC and intrinsic to woody tissues of Prunus sp.
were shown to have properties distinct from bacterial ice nuclei [20]. Development of ice nu‐
clei in immature peach buds and sweet cherry stems did not occur until midsummer and
their formation was essentially complete by late seasonal changes in growth. The apparent
physiological function of the ice nuclei in promoting cold hardiness of woody plants illus‐
trates the importance of supercooling and endogenously-controlled ice nucleation during
dormancy and deacclimation [20].

Then, how is this ice nucleation activity measured? Ice-nucleating activity of bacterial cells
was measured with a freezing nucleus spectrometer (thermoelectric plate, Mitsuwa model
K-1), as described by Vali [44]. Thirty drops, 10 μl each, were placed on a controlled-temper‐
ature surface and the temperature was slowly lowered from ambient to -20ºC at a rate of 1ºC
per min. The ice- nucleating spectra were obtained by the droplet-freezing method as modi‐
fied by Lindow et al. [45]. After examining the shapes of these cumulative spectra, it was
suggested that the sample nuclei could be separated into three classes: type I, II and III, with
respective threshold temperature ranges of -5ºC or warmer, -5ºC to -8ºC, and -10ºC or colder
[46]. Another simple procedure is to measure the highest threshold temperature of the INA
in the sample using a glass capillary [47]. However, this method does not assay for less ac‐
tive nucleators and is best suited for cases where INA does not exhibit activity for screening
of the ice nucleator.

The most  representative  application of  INP is  its  use  as  the  template  of  artificial  snow.
The sterilized and freeze-dried cell powder of the ice-active bacterium, Pseudomonas syrin‐
gae, was used for the Calgary Winter Olympics in 1988 as an artificial snow agent. How‐
ever,  these  highly  active  ice-nucleating  bacteria  were  almost  epiphytic  bacteria  causing
frost damage. Xanthomonas campestris, which are known as a species of xanthun gum-pro‐
ducing bacterium, was isolated from frost-damaged tea leaves [48].  This  strain,  INXC-1,
can be easily sterilized by a high-pressure treatment at low temperature without decreas‐
ing ice nucleation activity [49]. This cell preparation has been used for various processed
foods,  such  as  freeze  concentration.  Watanabe  et  al.  have  succeeded in  applying  freeze
concentration to soy sauce, removing about half of the salt as eutectic crystals and leav‐
ing behind the flavor substances [50].  Soy sauce was frozen in the presence of  this  cell
preparation at  -25ºC.  After  removing the ice and eutectic  crystals  of  salt  and water,  the
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product retained well  its  original aroma and taste substances at  1.6 times concentration.
However,  this  pressurized-cell  preparation  has  not  yet  been  permitted  for  food  use  by
the Japanese Ministry of Health and Welfare.

4. Structure and function of supercooling-facilitating material (anti
nucleating material ) in various organisms and chemicals

Ice-nucleating inhibitors have the ability to lower the supercooling point of water. This ac‐
tivity is termed either ‘supercooling-facilitating activity’ or ‘anti-nucleating activity’. An en‐
zyme-modified gelatin (EMG-12) has been reported as an ice-nucleating inhibitor of silver
iodine, AgI, a well-known ice-nucleating agent [51]. Also, there are some reports regarding
anti-ice nucleation substances that enhance the supercooling of water as shown in Table 1.
Antifreeze proteins from insects [52], antifreeze proteins and antifreeze glycoproteins from
fish [53], anti-nucleating proteins from bacteria [54], and polysaccharides from bacteria [55]
all exhibit anti-ice nucleation activity toward water droplets. As substances originating from
plants, hinokitiol from the leaves of Taiwan yellow cypress [56] and eugenol from cloves
both reduce the ice-nucleation activity of water [57]. Crude extracts from the seeds of woody
plants and supernatant liquids from germinating legume seeds exhibit very high anti-ice nu‐
cleation activity toward water droplets, although the causative substances for supercooling
in these plant extracts were not identified [58]. As chemical substances, polyvinyl alcohol
and polyglycerol enhance supercooling of aqueous solutions [59, 60]. Recently, it was re‐
ported that deep supercooling xylem parenchyma cells (XPCs) of the katsura tree (Cercidi‐
phyllum japonicum) contain four kinds of flavonol glycosides with high anti- nucleating
activities. These flavonol glycosides have very similar structures, but their activities are very
different [61]. It was clear that the combination of the position of attachment of the glycosyl
moiety, the kind of attached glycosyl moiety and the structure of aglycone determined the
magnitude of this activity [62] (Figure 5). We have also purified an anti-nucleating protein
from Acinetobacter calcoaceticus KINI-1, which was isolated from the camphor leaf [54]. This
anti-nucleating protein has a molecular mass of 550 kDa. It exhibits a broad specificity with
the capacity to lower the nucleating activity of a wide range of ice nucleators, including
some bacterial components and AgI (Table 1). However, the expression mechanism of its an‐
ti-nucleating activity remains unknown. Also, the xylem extract of the katsura tree exhibited
anti-nucleating activity against a wide range of ice nucleators. The anti-nucleating activities
(ºC) of this extract at the same concentration against cell suspensions of P. fluorecsens, E. ana‐
nas and X. campestris were found to be 0.7, 1.9, and 1.3, respectively. This activity against
AgI was 1.8. After isolating each active compounds, the main active compounds in the xy‐
lem extract found to be four flavonol glycosides; kaempferol 7-O-β-D-glucopyranoside,
kaempferol 3-O-β-D- glucopyranoside, 8-methoxykaempferol 3-O-β-D- glucopyranoside,
and querdcetin 3-O-β-D- glucopyranoside [61]. It is clear that the activity of the flavonol gly‐
cosides are controlled by a combination of the position of attachment of the glycosyl moiety,
the kind of attached glycosyl moiety and the structure of aglycone. Although the features of
the structures in flavonol glycosides that clearly affect this activity were not found, judging
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from the active low molecular compounds in regards to the flavonol related compound, hi‐
nokitiol [56] and eugenol [57], the functional group in polyphenol may interact with the ac‐
tive site Tyr residue in the C-domain of ice nucleation protein.

Figure 5. The structures of five flavonol glycosides having andti-nucleating activity.

Then, how is this anti nucleation activity measured? The measurement modified method
that was used previously for the ice-nucleating activity [43] was used. Briefly, the anti-nucle‐
ating activity was measured as follows. A sample solution (270 μl) and a suspension (30 μl)
containing lyophilized cells of various ice-nucleating bacteria in a potassium phosphate buf‐
fer to an absorbance at 0.1 of 660 nm (50 mM, pH 7.0) were mixed and incubated in ice for 10
min. The ice-nucleating temperature of this mixture solution was measured. A mixture solu‐
tion including 270 μl of 50 mM potassium phosphate buffer (pH 7.0) was measured as a con‐
trol. Also, a mixture solution of the sample solution (270 μl) and the AgI (1mg/ml)
suspension (30 μl) was examined. The difference between the ice-nucleating temperature of
the sample and the control was defined as the anti-nucleating activity or supercooling-facili‐
tating activity (ºC).
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*This list was modified table 1 in reference [61]

Condition 1: Volume of droplets was 2 μl and cooling rate was 0.2 oC/min

Condition 2: Volume of droplets was 10 μl and cooling rate was 1.0 oC/min

Table 1. A list of anti-nucleating materials*

Only a few studies have been performed on the practical application of supercooling fa‐
cilitating material. Organ cryopreservation is hindered by ice-inflicted damages and non-
freezing preservation of  livers  at  subzero temperature over -5ºC might  offer  advantages
over  the  current  method of  preservation.  A solution containing bacterial  anti-nucleating
protein (20 μg/ml)  [52]  and ascorbic acid 2-glucoside (100 μg/ml)  as an antioxidant was
used as a subzero non-freezing storage method (SZNF) for rat liver graft [63]. When liv‐
er grafts were kept for 24 h at SNZF storage (-3.0ºC), apoptotic cells were greatly dimin‐
ished.  Also,  ATP  concentrations  in  grafted  liver  tissues  preserved  with  SNZF  were
significantly higher than those that underwent normal storage at 4ºC for 24 h. In the case
of flavonol glycoside, the supplemental addition of kaempferol 7-O-β-D-glucopyranoside
to diluted vitrification solution,  which consists of  2.0 M glycerol,  0.4 M sucrose and 4%
dimethylsulfoxide (Me2SO,  w/v)  in  basal  culture  medium was examined [64].  The addi‐
tion of  0.5  mg/ml  kaempferol  7-O-β-D-glucopyranoside  to  the  diluted plant  vitrification
solution  2,  which  consists  of  30%  glycerol  (w/v),  15%  ethylene  glycol  (w/v)  and
15%Me2SO (w/v) in basal culture medium containing 0.4 M sucrose (pH 5.2). resulted in
significantly higher regrowth rates after cryopreservation.
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5. Structure and function of antifreeze protein (AFP) and AFP related
material from various organisms

In the late 1960s, DeVries and Wohlschlag reported that a carbohydrate-containing protein
(antifreeze glycoprotein; AFGP) that was isolated from the blood plasma of an Antarctic no‐
tothenioid fish accounted for a freezing point depression of -1.31ºC [65]. This discovery pro‐
vided a biophysical explanation for how such organisms escape lethal freezing events
despite continual contact with -1.9ºC sea water. Many mechanisms containing the produc‐
tion of AFP have been utilized by various species. Other than these adaptive mechanisms,
other mechanisms include seasonal migration, hibernation, supercooling, synthesis of small
cryoprotectant molecules such as glycerol, trehalose, mannitol and others. Almost all AFPs
identified in various organisms were orders of magnitude more active than that which
could be explained by colligative properties. AFPs excepting some AFP-related materials,
had thermal hysteresis (TH) activity without change in the melting point and recrystalliza‐
tion inhibition (RI) activity [66]. Ice can exist in several crystalline polymorphic structures
and also in an amorphous or vitreous state of rather uncertain structure. Of these, only ordi‐
nary or hexagonal ice (Ih) is stable under normal pressure at 0ºC (Figure 2). This ice struc‐
ture, Ih, grows along the a and c axis (Figure 6 a). The plane growing along the a axis is
called the prism face, and the plane growing along the c axis is called the basal face.

Figure 6. The strucutire of hexagonal ice crystal and its binding sites of antifreeze proteins. (a) Hexagonal ice crystal
(b) Various binding site of antifreeze protein

Flat AFP peptides and the flat sides of AFP tertiary structure contact sides could bind to ice
lattices (Figure 6) and interfere with crystal growth along the a- axis by making it thermody‐
namically unfavorable for water molecules to join the ice surface [67]. Therefore, AFPs ap‐
peared to inhibit the normal growth direction of ice by preferentially adsorbing to the prism
faces of ice crystals, thereby forming needle–shape crystals (Figure 7 (a)). Several models
have been proposed to describe how molecular binding between the peptide and ice occurs
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[68], but the specific nature of this interaction is still not well-understood. Not all AFPs have
an effect on freezing point depression, that is, Thermal hysteresis activity (TH activity), and
have only recrystallization inhibiting activity (RI activity) [69]. Those ice-binding proteins
having ice affinity are often referred to as ice-active or ice-structuring proteins [70] and ice
recrystallization inhibiting proteins. Various AFPs have been isolated from fishes, plants, in‐
sects, fungi, and bacteria [71]. Among AFPs from various organisms, each AFP of different
origins could be divided into groups based on its structure. As shown in Table 2, fish AFPs
and AFGP could be divided into five groups. Four groups of fish AFP having different
structures and molecular weights each had different TH activity. For instance, type I AFPs
were defined as small (3 ~ 4 kDa), Ala-rich (~60% Ala) α-helices [72]. These AFPs were iso‐
lated from three taxonomic orders; pleuronectiforme such as the winter flounder [73], scor‐
paeniforme such as sculpins [74] and perciforme such as cunner [75]. Typically, type I AFPs
form amphipathic helices with a well-conserved Ala-rich surface opposite a less conserved,
more hydrophilic helix side [76]. Although AFP types I, II, III and IV, as well as AFGP, pro‐
duce ~1ºC of thermal hysteresis at high concentrations (10 ~ 40 mg/ml), hyperactive AFP
type I, which provides ~1.1ºC of TH activity at a concentration of 0.1 mg/ml, was isolated
from winter founder [77]. The structure of hyperactive AFP type I was two extended 195-
amino acid α-helices forming an amphipathic homodimer with a series of linked Ala- and
Thr-rich patches on the surface of the dimer [78]. As with the discovery of hyperactive AFP,
further study may be in progress to find and characterize new type of fish AFPs.

Figure 7. Ice crystal regulation by some antifreeze inhibition. (a) Ice crystal morphology (b) Ice crystal recrystallization
inhibition.

Animal AFPs exhibit significant differences in the levels of TH, ranging from 1 to 2ºC in
fishes and 5 to 10ºC in insects [79]. In contrast, plant AFPs, which characteristically have low
levels of TH activity (0.1 ~ 0.6ºC) [80], were divided into two groups based on structure. In
winter rye, six AFPs ranging in size from 15 to 35 kDa have been identified from the apo‐
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plastic fraction. These AFPs are similar to pathogenesis-related proteins containing chiti‐
nase, β-glucanase and thomathin-like proteins [81]. An AFP with higher RI activity and
lower TH activity compared with other AFPs was isolated from the perennial ryegrass Loli‐
um prerenne [82]. In carrots, an LT-up-regulated AFP shows a significant similarity (50-65%)
to the polygalacturonase inhibitor family of plant leucine-rich repeat (LRR) proteins [83].

Table 2. Structure and properties of AFP and AFGP from various fishes.

Based on the presence of TH activity in the extract of various plants, some grains like winter
and spring rye, some vegetables including cabbage and carrot, Ammopiptanthus mongolicus,
Solonum dulcamara, Lolium perenne and tobacco have been chosen to investigate AFPs [84, 85]
as shown in Figure 8. In Japan, many vegetables are harvested during the winter. The Japa‐
nese radish particularly is one of the typical winter vegetables and the most productive veg‐
etable with the largest amount in Japan. However, AFPs in the Japanese radish leaf and
tuber were found to accumulate in the apoplastic spaces of vegetables harvested until April.
We examined the effect of cold acclimation time on the AFP production by measurement of
protein amount and TH activity [86]. The protein amount and TH were almost constant dur‐
ing 2 weeks of acclimation time. Each maximum value (46.5 μg/ml and 0.20oC, respectively)
was attained after 4 weeks of cold acclimation time. The TH was almost constant (0.18 -
0.20oC) until 7 weeks of cold acclimation time had elapsed. When the Japanese radish tuber
was stored at 4oC for 7 weeks, the protein amount in its apoplastic space diminished re‐
markably (22 μg/ml) (Figure 9). Some proteins in this apoplastic fraction reacted with the
anti-glucanase-like protein (GLP) antiserum and anti-chitinase-like protein (CLP) antiserum
produced against isolated winter rye AFPs. Also, these prepared proteins exhibited chiti‐
nase and β-1,3-glucanase activities. The structure of the chitinase-type AFP and glucanase-
type AFP from winter rye leaf were elucidated by sequencing the gene of each AFP [87], but
the binding sites in these AFPs were unclear. Also, the structures of these proteins from Jap‐
anese radish remain unknown.
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This list is modified in table from reference No. 83

Figure 8. List of some plants having antefreze actibity (TH activity).

Each value is the mean ± SD (n=4). Values obtained from different cold acclimation times are significaly different at
ρ<0.05 ●, protein; ○, Thermal hysteresis

Figure 9. Effects of cold acclimation times on the apoplastic protein and thermal hysteresis. (a) tuber (b) leaf

Other than AFP having high TH activity (0.1 – 0.2ºC), some proteins having high RI activity

were isolated from various plants. Two related genes encoding ice recrystallization-inhibit‐
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ing protein from wheat were identified and characterized by assay of IR activity. Two pro‐
teins share homology with two subsets of proteins: their N-terminal parts are similar to the
Leucine rich repeat-containing regions present in the receptor domain of receptor-like kinas‐
es, while their C-terminuses are homologous to the RI domain of AFPs [88]. This C-terminal
part is homologous to LpAFP, a partial gene coding for an AFP from the rye grass Lollium
perenne. The encoded, incomplete 118 residue LpAFP has an RI activity higher than that of
other AFPs [24]. This primary structure shows a series of highly conserved repeated motifs
with regularly spaced serine and threonine residues that may form hydrogen bonds with
the ice surface [89]. One model predicted that two ice binding sides were each on side of the
AFP molecule, with xxNxVxG and xxNxVx consensus motifs [90]. This consensus motif is
different from the ice-binding motif (xTxTx) for TH activity in some beetle AFPs [91]. It was
predicted that this unusual duplication of putative-binding sites on opposite sides of the
protein could be responsible for the high RI activity. Homology search within this RI do‐
main (113 amino acids of C-terminal region) has shown that this region exists only in four
species that are known to be cold–tolerant cereals from the Pooideae subfamily of the Poaceae
(Gramineae) family: wheat, L. perenne, rye, and barley. The consensus sequence of some AFPs
may be found from some organisms in the same subfamily.

Then, how is this antifreeze activity measured? Both activities, that is, TH activity and RI ac‐
tivity, were measured by different methods. TH activity was measured using a nanoliter os‐
mometer (for example, Otago osmometers). The osomometer was calibrated using
deionized water (Milli-Q) and osmolarity standards. Droplets of the test sample were trans‐
ferred to the sample wells of the osmometer., which were filled with oil. The droplet was
frozen by rapidly cooling it to about -30ºC and then was observed under a dissecting micro‐
scope. The temperature was then raised rapidly until close to the expected melting tempera‐
ture, at which the last ice crystal melted, and the melting temperature was determined and
the osmolality calculated. Then the temperature was decreased to refreeze the sample and
increased to melt the sample back to a single small ice crystal. In the use of nanoliter os‐
mometer, the temperature was lowered by 0.02ºC/min until discernable growth of the ice
crystal occurred. This was taken as the hysteresis freezing point and from this the mount of
thermal hysteresis (TH) was calculated. The shape of the ice crystal upon growth at the hys‐
teresis freezing point was noted using the microscope [69]. Other the method using a micro‐
osmometer, a microscope with temperature–controlled freezing stage (Model THM 600,
Linkham Scientific Instruments, Surrey, UK) was used to measure TH activity [83] (Figure
10). One microliter of protein sample was applied to the center of a temperature-controlled
freezing stage on a circular glass cover. The freezing stage was fitted onto the stage of a con‐
ventional microscope and was connected to a pressurized air supply cooled by liquid N2.
The stage temperature was controlled by a programming unit (Model TMS 90, Linkham Sci‐
entific Instruments, Surrey, UK). After sample application, the stage was heated to 20ºC,
then cooled to -40ºC at the rate of 100ºC/min to freeze the sample, after which it was heated
at the same rate to -5ºC. The warming was slowed to 5ºC/min to thaw the sample until only
a single ice crystal was present. Subsequently, the temperature was slowly (1ºC/min) low‐
ered to observe ice crystal growth. The time (s) at which the ice crystal growth started, were
measured and the TH value (ºC) was calculated this time 60-1. Under these conditions, high
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levels of antifreeze activity were indicated by the multi-faceted or bipyramidal shape of the
ice crystal, whereas low levels of antifreeze activity were indicated by the flat, hexagonal
shape of the growing ice crystal. In the absence of AFPs, the ice crystals were round and flat.
Measurement of RI activity was performed with various methods. The assay for the inhibi‐
tion of ice recrystallization was performed using the method described by Smallwood et al.
[92]. This method was called the ‘sucrose sandwich method’. Each sample contained a
known dilution of the AFP preparation and 30% sucrose in water. This mixture (1.5 μl) was
‘sandwiched’ between two labeled, 13 mm diameter circular glass cover slips. The sandwich
was cooled to -80oC using the programming unit and then maintained at -6ºC. The sandwich
was observed using a phase-contrast microscope with a 10X objective and with a tempera‐
ture-controlled freezing stage (Figure 11). Visual assessment of any recrystallization was
made by comparison of the test sample with a control sample (30% sucrose solution without
AFP) after 30 min. The presence of RI activity in the sample was compared with crystal sizes
in photographs of both the sample and positive control, that is, a fish AFP sample after 30
min of annealing. Before the development of the sucrose-sandwich method, RI activity was
measured by a technique known as the ‘splat cooling assay’ [93]. In this method, a small vol‐
ume of sample liquid (10 μl) is dropped from a height of about 2 m onto a polished metal
block precooled in solid carbon dioxide. The polished block is usually at a temperature of
about -78ºC. The resulting ice splat is about 1 cm in diameter and is a thin disc of polycrys‐
talline ice. This is then transferred to a cold stage on a microscope where it is maintained at
-6 to -9ºC and is observed between crossed photographs to determine changes in the aver‐
age size of the ice crystals over time. Also, to compare each ice crystal size in serial diluted
samples, a capillary method using 10 μl glass capillaries was developed [94]. Serial dilutions
of sample are prepared to determine the concentration below which RI activity was no lon‐
ger detected, termed the RI endpoint. All of the diluted samples can be assayed and evaluat‐
ed simultaneously. Also, Warlton et al. have developed a new technique to measure and
qualify levels of crystallization in a sample solution using an optical recrystallometer [95].
However, these assay methods for RI activity were not defined in terms of the unit of RI ac‐
tivity, such as the enzyme unit for various enzyme activities. As shown in Figure 11, photo‐
graphs of both the test sample and control sample after 30 min at -6ºC were analyzed by
average area (in pixels) of one crystal using Image Factory (Ruka International Co., Japan).
The value of RI was calculated as the relative rate of the average area of one crystal from
both the control and test samples. On high RI activity this high activity eqaul to the decrease
of this RI value (Figure 12). Also, one unit of RI activity was defined as activity with the rela‐
tive ratio of RI=0.5. To confirm the presence of AFP in crude extract from various organisms,
the best method is the separation of those proteins having the affinity ability against ice
crystal surface. The cold finger method [96] can purify ice-binding protein like AFP from a
crude mixture and confirm the presence of ice-binding protein.

Many companies around the world have been expecting to apply AFPs to frozen food. The
representative application of AFP is quality preservation in various processed frozen foods.
Unilever Group developed AFP type III HPLC 12 preparations produced by recombinant
baker's yeast, which is used commercially for the quality preservation of commercial ice
cream. They established the safety of this recombinant AFP based on a set of in vitro and in
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vivo genotoxicity assays (bacterial mutation, chromosome aberration, mammalian cell gene
mutation and rat bone marrow micronucleus) as well as a 3-month repeat-dose gavage
study on rats [97]. This recombinant protein, that is, ice structuring protein (ISP), is used as a
food additive and ice cream containing ISP is sold in North America. Also, concentrated car‐
rot protein (CCP) containing 15.4% (w/w) carrot (Daucus carota) AFP was found to potential‐
ly improve the fermentation capacity of frozen dough [98]. The effects of pre-slaughter
administration of AFGP to lambs were assessed on lamb meat quality after thawing [99].
Meats were vacuum packed and stored frozen at -20°C for 2-16 weeks. Upon thawing, meats
were assessed for drip loss and sensory properties (foreign flavour, storage flavour, texture,
tenderness, juiciness and overall acceptability). Injection of AFGP at either 1 or 24 h before
slaughter reduced drip loss and ice crystal size. Ice crystals were smallest in the lambs inject‐
ed with a final concentration of 0.01 μg/kg. AFGP, particularly when injected 24 h before
slaughter. These results suggest that the addition of AFGP could reduce damage owing to
frozen storage of meat. Perhaps the qualities of various frozen meats and fishes could be im‐
proved by the injection of AFP and AFGP. However, the applications of non-recombinant
AFPs for these applications are marred by high cost due to low yield. Applications for fro‐
zen food may require future technology in which highly active extracts can be manufactured
inexpensively.

Figure 10. Scheme of freezing curve and ice morphology of the TH activity using microscope with temperature-con‐
trolled sample stage.
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Figure 11. Scheme of freezing curve and ice morphology of sucrose sandwich assay using microscope with tempera‐
ture-controlled sample stage.

Each value is the mean ±SD (n=3)

Figure 12. Effect of proteins concentration of RI value in the purified fish type II AFP.

6. Conclusion

All steps related to the processes from nucleus generation as shown in Figure 1 without sub‐
limation have correlated with the survivals of various organisms under subzero tempera‐
ture. However, the sublimation of ice take place under frozen conditions (-10 °C) during a
long term over 1 month. The sublimation-controlling ability must be the materials with the
ice-binding ability. These organisms have developed the ability to tolerant freezing condi‐
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tions by producing ice crystal-controlling materials in their extracellular or intracellular
spaces. Although these materials have different functions, all of them seem to have ice-bind‐
ing sites and therefore a high affinity for ice lattice surface. Among all materials, some AFP
groups had consensus sequence or consensus tertiary structure. Also, both INPs and AFPs
exhibit their each opposite functions in the case of special regions containing ice binding
sites on all amino acid sequence [100] or aggregations of each molecule [101]. This phenom‐
enon is an important factor in consideration of AFP’s potentially harmful effect on the quali‐
ty of frozen food processing and the viability of cultured cells after cryopreserving owing to
excess concentration. However, these materials can be advantageous in various industries
concerned with freezing and preservation through use of more diluted concentrations.
Among these materials, sublimation-inhibiting or -facilitating materials remain unexplored.
As AFPs and INPs had ice binding site on each molecule, both proteins may have sublima‐
tion-inhibiting ability. From now we will try to confirm an assay system for sublimating- in‐
hibiting activity. In the future, this inhibitor will likely be discovered and applied to various
processed frozen food.
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1. Introduction

Bone is one of the many biological tissues characterized by the still poorly defined process of
mineralization, that is, by the deposition of inorganic substance in their organic matrix, and
is one that, chiefly due to its important biological functions, but also because of its wide‐
spread presence in primates and its easy availability, has been investigated for hundred of
years by thousand of investigators (see reviews by [1-3]). Its study, however, is a demanding
task, because of the complexity and variability of the tissue – factors that derive mainly from
differences in its histological types, biochemical composition, phases of maturation, and de‐
gree of mineralization (the terms ‘mineralization’, ‘biomineralization’, and ‘calcification’ are
treated as equivalents in this paper; see Bonucci [2]). These differences, although recently
emphasized [4-5], have not always received due recognition. In this connection, revealing
indicative examples include, for instance, the differences between the compact, lamellar
bone and spongy, woven bone [4], or between the dense rostrum bone of toothed whales [6]
and the medullary bone of birds [7]. These differences may lead to incorrect interpretations
of apparently contrasting results, but may also lead to new insights if they are recognized to
derive from distinctive traits of tissues belonging to the same broad type, which is what they
are. The concepts that follow, which chiefly focus on the local mechanism of matrix calcifica‐
tion, mainly refer to woven bone, which raises fewer technical issues than compact bone, but
they are valid for, and can be extended to, all other types of bone and hard tissue.

2. Historical notes

So much research has been carried out on bone mineralization that it is hard to provide an
inclusive summary; moreover, research of this kind is often interlaced with that on other cal‐
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cifying tissues, especially cartilage, enamel and mollusk shells, so that, even if references are
limited to the main studies closely connected with the subject of this review, i.e., the local
mechanisms of matrix calcification, their selection may appear subjective, and omissions are
hard to avoid. With these limitations in mind, the first important investigations and theories
on the calcification of bone and other hard tissues date back to the first quarter of the twenti‐
eth century. In 1923, Robison [8], considering that the concentration of phosphate ions in the
bone matrix is too low for allowing calcium phosphate precipitation, suggested that it could
be locally increased by the hydrolysis of phosphate esters promoted by an enzyme, alkaline
phosphatase. This theory was later challenged, chiefly because the local amounts of phos‐
phate esters are insufficient to produce concentrations of phosphate ions high enough to ex‐
ceed the solubility product of calcium phosphate, nor could the problem be solved by
resorting to the consideration of phosphate sources such as glycogen or adenosine triphos‐
phate (ATP). It did, however, have the great merit of drawing attention to an enzyme that is
actually fundamental to calcification [9], while stressing the primary role of organic mole‐
cules in biological calcifications. This was also the important indication given by Freuden‐
berg and György [10] in the same year, 1923. They noted that cartilage calcification occurs in
vitro if the tissue is first treated with calcium chloride and then with phosphate, but not the
reverse, and concluded that this was due to the binding of calcium to a colloid, with the sub‐
sequent binding of phosphate and formation of calcium-phosphoprotein complexes. In line
with this concept, Robison and Rosenheim [11] suggested that an enzymatic ‘second mecha‐
nism’ should constitute a ‘local factor’ that could induce the precipitation of calcium and
phosphate ions even when their concentration is too low. On the basis of the correlation be‐
tween the degree of matrix metachromasia and the calcification process, Sobel [12] suggest‐
ed that chondroitin sulfate, or the collagen-chondroitin sulfate complex, were possible
constituents of the local factor, which was, in any case, supposed to be a component of the
organic matrix. Again early in the twentieth century, DeJong [13] first observed that bone
powder gives a crystalline X-ray diffraction pattern similar to that of inorganic apatite, an
observation which is fundamental to an understanding of the organization of the calcium
phosphate that forms the bone mineral, but is, at the same time, the basis for a number of
misinterpretations of its crystalline nature, as discussed below (the word ‘crystals’ or ‘crys‐
tallites’ used in this paper in referring to the bone mineral has been retained for historical
reasons, even if it may lead to misconceptions about their true structure and nature). On the
basis of the coincidence of their X-ray diffractograms, Caglioti [14] suggested that the inor‐
ganic substance and components of the organic matrix were closely connected, and Dawson
[15], noticing that trypsin digestion increases the sharpness of the diffractograms, supposed
that this was due to the binding of the inorganic substance to the organic matrix. Dalle‐
magne and Melon [16] and Ascenzi [17], on the basis of bone birefringence, hypothesized
the existence of organic-inorganic bonds.

The concepts summarized above prompted a number of studies. The histochemical demon‐
stration that in bone and cartilage the matrix that calcifies contains glycoproteins and acid
proteoglycans (i.e., is PAS-positive and metachromatic; Pritchard [18]) drew attention to
these substances and supported the suggestion that the local factor could be chondroitin sul‐
fate [12]). At almost the same time, Di Stefano et al. [19] suggested that the formation of
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crystals in the matrix was a process catalyzed by a template, and Neuman and Neuman [20]
discussed the possibility that it might be the result of the stereotactic properties of a compo‐
nent of the organic matrix: in their opinion, calcium and phosphate ions could bind to an
organic template according to the space relationships in the apatite lattice, so giving rise to
apatite nuclei that would grow into definitive crystals by further ion aggregation. Specific
steric relationships between amino-acid side-chains groups in the collagen fibrils were then
considered the possible nucleation centers within the fibrils [21] (see below). A close rela‐
tionship between the inorganic substance and the collagen fibrils was shown and repeatedly
confirmed by electron microscopy, starting with the pioneering studies of Robinson and
Watson [22] and Ascenzi and Chiozzotto [23]. Another fundamental observation was ob‐
tained by microradiography: Amprino and Engström [24] first showed that the degree of
bone mineralization is not constant, because that of primary bone is always higher than that
of secondary bone; moreover, they found that osteon calcification occurs in two stages, of
which the first is characterized by quick deposition of about 70% of the final mineral con‐
tent, and the second by the slow completion of this process.

3. Bone organization

Although, as reported above, the structure and composition of bone vary with its type, it is
organized according to well-defined characteristics that allow an easy recognition of the na‐
ture and type of the tissue (reviewed by [1]). In this connection, and with reference to the
local mechanism of bone mineralization, three main components must be considered, two of
which, the collagen fibrils and the interfibrillar, non-collagenous proteins, constitute the
bone organic matrix, while the third is the inorganic substance. Obviously, a fourth compo‐
nent consists of the whole complex of osteogenic and osteoclastic cells, as well as osteocytes
and bone marrow cells, and cellular products – including matrix vesicles – which play a pri‐
mary role in bone formation, maintenance and metabolism; they are only considered indi‐
rectly in this review, and reference is made to them when needed. In particular, the matrix
vesicles, in spite of their fundamental role, are not considered in detail because the complex‐
ity and importance of the topic would excessively broaden the text and because excellent re‐
views are available [25-27].

3.1. Collagen fibrils

Collagen  fibrils  are  the  most  representative  bone  constituents,  amounting  to  18.64% by
weight [28] and about 90% [29] of the organic matrix of compact bone.  They are type I
collagen fibrils,  i.e.,  fibrils about 78 nm in diameter characterized under the electron mi‐
croscope  by  an  axial  periodic  structure  consisting  of  the  repetition  of  two  consecutive
‘bands’: an electron-dense band about 0.4D in length and a less electron-dense band about
0.6D in length,  the D value being 68-70 nm [30,31].  This ultrastructural  feature depends
on the spatial  arrangement of  the collagen molecules,  which are rich in glycine (33% of
the chain), proline and hydroxyproline (22% of the chains), are 280-300 nm long and 1.4
nm thick, and are formed by three polypeptide chains aggregated in a left-handed helical
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configuration and twisted around a common axis  to form a supercoil  [32,33].  The three
polypeptide chains are characteristic of type I collagen: two of them have the same amino
acid sequence and are called α1(I), one has a different amino acid sequence and is called
α2(I) [34]. The way molecules are assembled into fibrils is still uncertain. Hodge and Pet‐
ruska [35]  have suggested that  the parallel  alignment of  the molecules occurs in such a
way that they are staggered by approximately a quarter of their length (depicted in Fig.
1),  so generating regions where the molecules alternately overlap (dense zones) and are
separated by gaps (hole zones) that correspond to the interval between the ‘tail’ and the
‘hand’ of successive molecules in the same plane. The fibril structure is stabilized by in‐
tra- and intermolecular cross-links [36].  These are also responsible for the low degree of
solubility  of  the  bone  collagen,  which  is  essentially  insoluble  in  reagents  such  as  NaCl
and acetic acid under conditions that solubilize collagen from a wide variety of soft tis‐
sues [37]. The three-dimensional assembly of the collagen fibrils is still uncertain; the vari‐
ous theories on this topic have been discussed in several reviews [32,38].

Figure 1. Above: diagram depicting the suggested arrangement of collagen molecules in a fibril: they are shifted in
such a way as to generate overlapping (d) and holes (h) zones. Below: in low calcified bone matrix, the inorganic sub‐
stance is collected in electron-dense bands that cross the collagen fibrils and emphasize their periodic banding. Un‐
stained, x 60,000.
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The amount and arrangement of collagen fibrils in bone are not constant and depend on the
type of bone (reviewed by [1]). The highest collagen concentration is found in the compact
bone of the diaphysis of long bones, where the fibrils are closely packed in lateral register
and give rise to the so-called lamellar or parallel-fibered bone. The interfibrillar spaces are
reduced to a minimum in this type of bone and the non-collagenous components of the ma‐
trix are also at a minimum. A loose arrangement of fibrils is found in woven bone, where
irregular interfibrillar spaces contain abundant but variable amounts of non-collagenous
proteins [4]. This arrangement is particularly evident in embryonic bone [39] and in the me‐
dullary bone of pigeons and other birds [7].

Although type I collagen fibrils are the most abundant component of the bone matrix, and
are intimately connected with the inorganic substance (see below), they are not components
of all the tissues that calcify and do not appear, therefore, to be essential for the biominerali‐
zation process to take place [40]. Thus, the matrix of the calcifying epiphyseal cartilage con‐
tains collagen type II, which is thinner than type I and lacks a clearly recognizable periodic
pattern; a number of tissues that calcify do not contain collagen fibers at all, as typically oc‐
curs in the case of dental enamel. This does not, of course, exclude the possibility that colla‐
gen fibrils can induce the calcification process, especially if in combination with
phosphoproteins, the collagen-phosphoproteins complex facilitating calcification better than
collagen alone [41].

3.2. Non-collagenous components

Besides collagen fibrils, the bone matrix contains a mixture of substances, most of which are
permanent components of its structure, while others are transitory cellular products (alka‐
line phosphatase, growth factors) and molecules present in the circulating fluids (albumin,
α2HS-glycoprotein) [42]. As already mentioned, these substances, roughly indicated as ‘non-
collagenous components’ or ‘non-collagenous proteins’, vary qualitatively and quantitative‐
ly, depending on the type of bone (reviewed by [1,2,43]). Qualitatively, they include
proteoglycans, so-called Gla-proteins, phosphoproteins and phospholipids. Quantitatively,
their local concentration correlates directly with the speed of formation of the bone tissue
and indirectly with the packing density of its collagen fibrils [44].

Proteoglycans. As indicated by their name, these molecules consist of a core protein and a
variable number of glycosaminoglycan chains, their properties depending on the composi‐
tion and arrangement of both these components [45]. There are plenty of them in the carti‐
lage matrix but they are much less frequent in the bone matrix, where their concentration
reflects the relatively low amounts of non-collagenous components. They are, in any case,
better represented in the uncalcified, osteoid tissue, which is PAS-positive and metachro‐
matic [46], than in the calcified matrix [47], suggesting that they are partly lost during calcifi‐
cation. This has been confirmed by the biochemical analyses of isolated osteons at different
degrees of calcification carried out by Pugliarello et al. [48], who found values for exosa‐
mines of 0.61% of dry weight in the osteoid tissue, 0.31% in osteons at the lowest degree of
calcification, and 0.28% in osteons at the highest degree of calcification (see below for further
discussion of this important topic).
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The proteoglycan molecules have been divided into three groups on the basis of their prop‐
erties – the small leucine-rich proteoglycans, the modular proteoglycans, and the cell-surface
proteoglycans [49] – the first two groups being components of the bone matrix.

The small leucine-rich proteoglycans (SLRPs) are characterized by leucine-rich repeats in
their proteic core; they have N-terminal cysteine clusters and at least one GAG chain. Divid‐
ed into 5 classes [50], they are able to modulate cell-matrix interactions and cell functions,
and for this reason are also known as ‘matricellular proteins’ [51]. The most representative
SLRP in bone appears to be decorin (DCN), which modulates collagen matrix assembly and
mineralization. It may have an inhibitory role, as suggested by the observation that a high or
a low expression of DCN by osteoblasts causes delay or acceleration, respectively, of the cal‐
cification process. Studies by Hoshi et al. [52] are in agreement with this possibility: using
ultrastructural histochemistry, they have shown that DCN is localized near the collagen fi‐
brils of the osteoid border and that it is removed whenever the fibril fusion occurs at the on‐
set of calcification.

Another member of the SLRP family is biglycan. Its role in bone calcification is not known
exactly: however, biglycan deficiency, probably by affecting BMP-4 signal transduction and
reducing the Cbfa1 transcription factor [53], causes abnormalities in collagen fibrils [54], in‐
duces delayed reparative osteogenesis and leads to an osteoporosis-like phenotype [55].

Other SRLPs (asporin, fibromodulin, lumican, osteoaherin) have been isolated from bone.
Although they seem to be involved in collagen fibrillogenesis, their precise function is poor‐
ly known.

The modular proteoglycans (also called lecticans) form a heterogeneous group of large, of‐
ten highly glycosylated molecules divided into hyalectans, which bind hyaluronan (hyalur‐
onic acid, HA) and non-hyalectans [49]. The former include aggregan, versican, neurocan
and brevican; perlecan is the most representative molecule of the latter. These molecules are
poorly represented in bone matrix and their role in calcification, if any, is uncertain.

Aggrecan, which consists of a core protein and many glycosaminoglycans, especially chon‐
droitin sulfate (reviewed by [56]), is abundant in cartilage, where it contributes to the regu‐
lation of the mechanical properties. It has been found in the matrix of normal and ectopic
bone, where its concentration falls with tissue maturation [57].

Gla-proteins. This name refers to substances whose molecules contain the amino acid γ-car‐
boxyglutamic acid (Gla). They include the bone Gla-protein and the matrix Gla protein.

Bone Gla-protein (BGP), also known as osteocalcin (OC), is contained in the calcified bone
matrix, whereas its concentration is very low in the uncalcified osteoid tissue [58]. Its role in
bone mineralization is uncertain. When in solution, it causes a delay in calcium phosphate
precipitation, an effect that disappears if it is immobilized on sepharose beads [59]; inhibi‐
tion by warfarin of vitamin K, a cofactor in the carboxylation of glutamate residues, induces
a reduction in bone osteocalcin content without altering the bone structure of the rat [60].
Warfarin does, however, disrupt the assembly of the calcification nodules in the rat [61] and
osteocalcin-deficient mice show a fall in crystal size and perfection [62]. Krueger et al. [63],
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in reviewing the topic, stress the role of osteocalcin as a regulator of the mineralization proc‐
ess and suggest that osteocalcin deficiency due to prolonged warfarin treatment may con‐
tribute to bone demineralization and vascular calcification (known as the calcification
paradox).

Matrix Gla protein (MGP; reviewed by [64]) is found not only in bone, but in all soft tissues
too. It probably plays an inhibitory role in calcification. MPG-deficient mice show chondro‐
cyte metaplasia of vascular smooth muscle cells and widespread vascular calcification.

Glycoproteins (phosphoproteins). The bone matrix contains acidic molecules that are rich in
glutamic, aspartic and sialic acids, but mostly display o-phosphoserine and o-phosphothreo‐
nine, which goes to show they are phosphoproteins, and are covalently bound to collagen.
Those that appear to be most involved in bone mineralization are osteonectin, acidic glyco‐
protein-75, bone sialoprotein, osteopontin, dentin matrix protein 1, and matrix extracellular
phosphoglycoprotein. Apart from the first two, they are grouped under the acronym SIB‐
LING (Small Integrin-Binding Ligand, N-linked Glycoprotein) which represents a family of
genetically related proteins clustered on human chromosome 4 [65]. They can also be group‐
ed as intrinsically disordered proteins (IDP), that is, proteins with an irregular, extended
conformation and acidic character that facilitate interaction with counter ions and biominer‐
alization [66].

Osteonectin (ON), also called SPARC (Secreted Protein, Acid and Rich in Cysteine) or
BM-40 protein, is a glycoprotein expressed in all connective tissues and a number of other
soft tissues. Its concentration in bone appears to be inversely correlated with the degree of
calcification, with a maximum immunohistochemical reactivity in osteoid tissue [67]. ON-
null mice show a higher mineral content and degree of crystallinity than the age-matched
wildtype controls [68]. Crystal growth appears to be inhibited by ON in vitro [69], whereas
even high concentrations of ON seem to lack nucleating activity. The cDNA sequence of ON
reveals potential binding regions for calcium and hydroxyapatite; as it is a matricellular pro‐
tein, ON may have several functions, such as the regulation of calcium-mediated processes,
cell-matrix interactions, and the regulation of bone remodeling [51]. However, its role in
bone calcification remains elusive.

Acidic glycoprotein-75 (BAG-75) is a sialic acid-rich phosphoglycoprotein that has been
found as 75 and/or 50 kDa forms in mineralized phases of bone and epiphyseal cartilage and
in serum [70]. In bone its localization predicts the limits of subsequent mineralization; it de‐
lineates condensed mesenchyme regions that accumulate bone sialoprotein and nucleate hy‐
droxyapatite, forming macromolecular complexes that have the potential to sequester
phosphate ions [71]. A specific proteolytic processing of bone sialoprotein and bone acidic
glycoprotein-75 in these complexes by an osteoblast-derived serine protease seems to be a
prerequisite for their mineralization [72].

Bone sialoprotein (BSP) is a glycosylated, sulfated, phosphorylated, sialic acid-rich protein
that can bind both hydroxyapatite and cell-surface integrins through the Arg-Gly-Asp motif
(reviewed by [73]). Mainly localized in the bone matrix [44], where its concentration varies
with the bone type and the degree of calcification, BSP is also expressed by osteoclasts, fetal
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epiphyseal chondrocytes and the trophoblastic cells of the placenta [74]. It has a close rela‐
tionship with the collagen fibrils [75] and with the calcification nodules at the calcification
front [76]. Its overexpression enhances osteoblast differentiation, calcium incorporation and
the formation of calcification nodules by osteoblast cultures [77]. BSP-null mice show abnor‐
mal bone growth and defective mineralization that lead to reduced bone formation and the
delayed repair of cortical defects [78], whereas BSP overexpression leads to osteopenia and
mild dwarfism in mice with an increase in bone resorption and reduction in osteoblast num‐
bers [79]. These results point to a role of BSP in the early stages of calcification, a possibility
supported by the demonstration of its capacity for nucleating hydroxyapatite [69].

Osteopontin (OPN), like BSP, is a glycosylated, phosphorylated, sulfated sialoprotein (re‐
viewed by [80]). It contains the Arg-Gly-Asp motif and the amino acid sequence that allows
its binding to cell surface and hydroxyapatite. Like BSP, it is contained in the calcified ma‐
trix and the calcification nodules, and is found at the bone surface of osteoclasts and other
cells; it can, however, be found in many soft tissues, as well. Moreover, unlike BSP, it inhib‐
its apatite nucleation and crystal formation, so that its deficiency increases mineral content
and mineral crystallinity in mouse bone [81]. OPN appears to be a multifunctional cytokine
that plays a role not only in the regulation of bone formation and resorption, but in many
other processes too, such as tissue inflammation and repair, wound healing, angiogenesis,
and immunological reactions [82].

Dentin matrix protein 1 (DMP1) is not an exclusive feature of dentin, as its name suggests,
but is also found in bone, where it is mainly expressed by osteocytes, and in soft tissues [83].
Its molecule is highly phosphorylated and is cleaved into three distinct segments, two of
which are promoters, while the third inhibits the calcification process [84]. DMP1 can, in
fact, nucleate hydroxyapatite when immobilized on collagen fibrils. On the basis of electron
microscope studies showing that DMP1 induces in vitro the formation of parallel arrays of
crystallites similar to those found in the DMP1-rich, collagen-devoid peritubular dentin, Be‐
niash et al. [85] concluded that DMP1 controls the mineral organization outside the collagen
fibrils. Studies in vitro by Tartaix et al. [86] suggest that the native form of DMP1 inhibits
calcification, but becomes a promoter of the process when cleaved or dephosphorylated.
These results, and the observation that its deficiency results in hypomineralized matrix, sup‐
port the conclusion that DMP1 is a key regulator of mineralized matrix formation [87].

Matrix extracellular phosphoglycoprotein (MEPE; also known as osteoblast/osteocyte fac‐
tor 45; OF45; Osteoregulin) is highly expressed in osteocytes in human bone [88]. It is a
phosphate-regulating factor (phosphatonin) that induces dose-dependent hyperphosphatu‐
ria and hypophosphatemia in mice and is a product of the cells of the tumors that cause os‐
teomalacia. Its specific activity is regulated by posttranslational modifications: the
phosphorylated intact protein is an effective promoter of mineralization in the gelatin gel
diffusion system, while the associated ASARM peptide (acidic serine-aspartate-rich MEPE-
associated motif) is an effective inhibitor, and neither MEPE nor ASARM have any effect on
mineralization once they have been dephosphorylated [89]. Moreover, dentonin (or
AC-100), a synthetic 23-amino-acid peptide derived from MEPE, can stimulate stem cell pro‐
liferation in dental pulp [90] and can therefore be active in osteogenesis.
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α2-HS glycoprotein/Fetuin, also known as α2-Heremans-Schmid glycoprotein (AHSG), is a
prominent, non-collagenous component of the bone matrix, although it is a serum protein
synthesized in the liver and is only secondarily accumulated in bone. It plays an inhibitory
role on calcification by forming fetuin-mineral complexes, corresponding to high molecular
mass complexes of calcium phosphate mineral, fetuin and matrix Gla protein [91]. Accord‐
ing to Heiss et al. [92], these fetuin-mineral aggregates give rise to ‘calciprotein particles’,
i.e., colloidal spheres, 30-150 nm in diameter, which are initially amorphous and soluble, but
then become progressively more crystalline and insoluble. Their inhibitory effect on calcifi‐
cation is confirmed by studies in cell culture and in the test tube [93] and by the diffuse ec‐
topic calcifications that develop in AHSG-deficient mice on a mineral and vitamin D rich
diet [94]. This inhibitory effect might also be effective in regulating collagen mineralization:
in vitro studies by Price et al. [95] have shown that the homogeneous nucleation of calcium
phosphate occurs within the collagen fibrils in the presence of fetuin, whereas without it
mineral grows outside the fibrils. On the basis of these and other results, they have ad‐
vanced the hypothesis that calcification occurs by inhibitor exclusion (‘mineralization by in‐
hibitor exclusion’), that is, the selective mineralization of a matrix using a macromolecular
inhibitor of mineral growth.

The function of the enzyme alkaline phosphatase (AP) in mineralization has been discussed
by Orimo [96] in a recent review, to which the reader can refer. AP is a glycoprotein with
calcium-binding properties [97]. It is a component of the bone matrix [98], although it is
mainly distributed on the cell membrane and in matrix vesicles. Its tissue isoenzyme
TNSALP (tissue non-specific alkaline phosphatase) is critical for mineralization, as is shown
by the skeletal rickets-like changes that develop in congenital hypophosphatasia and in
TNSALP-knockout mice [99]. Interestingly, even in these conditions, the matrix vesicles give
rise to the formation of apatite crystals; these, however, do not spread through the sur‐
rounding matrix [100], suggesting that TNSALP removes an inhibitor of crystal diffusion, a
process that might involve the matrix inorganic pyrophosphate and the expression of the
plasma cell membrane glycoprotein-1 (PC-1) that is needed for its synthesis [101]. The Ca-
binding property of alkaline phosphatase suggests that another function is feasible, that is,
the formation of organic-inorganic hybrids that would constitute the first step in crystal for‐
mation (see below).

Phospholipids. Observing that calcification areas are stained by Sudan black B after hot
pyridine extraction, Irving [102] first suggested that areas of early calcification contain lipi‐
dic material. He subsequently reported that this material was very resistant to extraction be‐
fore decalcification and consisted predominantly of phosphatidylserine and
phosphatidylinositol [103]. Lipids are, in fact, intrinsic components of bone, a calcium-phos‐
pholipid-phosphate complex has been extracted from bone, and lipids can be demonstrated
histochemically and immunohistochemically [104] in calcification nodules and in matrix
vesicles [105]. Lipid involvement in bone calcification has been supported by the results of
several studies (reviewed by [106]).
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4. The inorganic substance

Composition. It has long been known that the inorganic substance of bone is a calcium
phosphate with about 5% by weight of carbonate and traces of other elements (reviewed by
[107]), a composition that makes uncertain the true nature of the bone mineral, even if it has
been regarded as an hydroxyapatite with the formula Ca10(PO4)6(OH)2 [108]. This uncertain‐
ty is increased by the variability of values for the Ca/P molar ratio, which are reported to
range between 1.57 and 1.71 [109] and, for the weight ratio, between 2.09 and 2.25 in adult
human bone and between 1.82 and 1.98 in fetal human bone [110]. In reality, the size and
composition of bone apatite changes with age, so that the Ca/P molar ratio varies too. It in‐
creases, in fact, from a mean value of 1.35 in the calcification nodules found in the osteoid
tissue (i.e., the earliest mineral deposits) to 1.60 in the fully calcified areas [111], or from
1.60-1.70 to 1.81-1.97, respectively [112].

The problem of the nature and composition of bone mineral has been only partly solved by
X-ray and electron-diffraction. The early studies by deJong [13]) had shown that the X-ray
diffractograms of the compact bone are similar to those of a polycrystalline hydroxyapatite,
a conclusion that has been repeatedly confirmed (see reviews by [107,108,113]). This obser‐
vation has greatly helped to clear up the nature of the bone mineral but, at the same time,
has often led to considering it from a purely mineralogical point of view. Actually, the con‐
cept that the bone mineral is polycrystalline, and that the crystals are the same as those of
the natural hydroxyapatite, has been challenged in several studies. Arnott and Pautard [114]
were the first to stress that inorganic particles in bone are defined ‘crystals’ without any
proof that any portion of the mineralized area actually consists of crystals. Arnold et al.
[115], by energy-filtering transmission electron microscopy in the selected area electron dif‐
fraction mode of dentine, bone, enamel and inorganic apatite mineral, found that the early
formed crystallites have a paracrystalline character comparable to biopolymers and that,
with the maturation of, and the consequent fall in, the organic proportion in the matrix, the
lattice fluctuations of the crystallites diminish, so allowing them to acquire a typical
(para)crystalline character. Wheeler and Lewis [116] showed that the crystalline apatite con‐
tent of untreated mature cortical bovine bone has, in fact, a paracrystalline structure (i.e., no
long-range order) and calculated the paracrystalline mean distance fluctuations. Several dif‐
fraction studies have shown that the structure, composition and crystallinity of the bone
mineral and of the first apatite crystals formed in solution are not constant, and that crystal‐
linity, in agreement with the Ca/P changes reported above, rises with age and degree of ma‐
turation [117-121]. In this connection, Landis and Glimcher [112] found that no electron
diffraction pattern of poorly crystalline hydroxyapatite, of the type shown by the diffracto‐
grams of heavily calcified regions, was generated from the early bone mineral deposits, that
the absence of diffraction rings was not due to an insufficient mass of the solid phase, and
that there was a progressive change in this pattern towards crystalline diffractograms as the
matrix became fully calcified. Moreover, neutron spectroscopic studies by Loong et al. [122]
have shown that the bone mineral differs significantly from hydroxyapatite, not only due to
the presence of labile and stable CO3 and HPO4 groups, but also because of the predomi‐
nant, if not total, absence of OH groups from the specific crystallographic lattice sites which
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they occupy in pure HA. The question is further complicated by the possibility that apatite
crystal formation may be preceded by that of an unstable precursor such as amorphous cal‐
cium phosphate (for a discussion of this topic see [2]). In conclusion, bone hydroxyapatite
appears to differ from natural apatite, and its structure and composition vary with its age
and its relationship with organic matrix components.

Morphology. Morphological studies have not provided a definitive answer to the problem
of the morphology, size and organization of the inorganic substance in bone. This mainly
depends on the fact that electron microscope techniques, the best for visualization of inor‐
ganic particles in bone, face major issues in investigating a tissue whose hardness makes dif‐
ficult to handle at the ultramicrotomic level, so that unexpected changes (for instance,
decalcification) can easily be introduced in ultrastructural components [123]. On the other
hand, the other physical techniques available for the study of inorganic nanostructures have
a poor degree of discrimination and can hardly distinguish different ultrastructures within
the same segment of bone (for instance, in areas at different degrees of calcification), because
their characteristics are masked by those of the volumetrically prevailing structures. The mi‐
croscopic dissection, or special physical devices and techniques, can be used to avoid this
handicap but they are time-consuming, technically demanding and hard to implement.

One disagreement of great importance for the implications it may have on the understand‐
ing of the mechanism of calcification concerns the shape and the size of the mineral particles
and their relationship with the components of the organic matrix. The earliest electron mi‐
croscope studies had led to the conclusion that bone crystals have a platelet-like shape
[22,124,125]. This finding was then repeatedly reported in bone and other calcified tissues
(dentin, tendons, cartilage) whether using the electron microscope or other methods of in‐
vestigation [126-139] and the dimensions of the platelets were calculated (mean values re‐
viewed by [2]).

The concept that bone mineral particles are structured as platelets clashes with earlier re‐
sults obtained from polarized light studies: as early as 1933, Schmidt [140] had shown that
bone has an intrinsic birefringence deriving both from its organic and inorganic compo‐
nents, and that the latter has a ‘form birefringence’ which complies with Wiener’s law for
rod-like composite bodies. That bone crystals may have a rod-like shape was then confirmed
by using the polarizing microscope [16,141,142] and X-ray diffraction [143-148]). It was the
electron microscope that definitively showed that bone crystals, at least in part, have a rod-,
needle-, or filament-like shape [149-153]), like that found in the crystals of calcified cartilage
and other hard tissues (Fig. 2).

The results of the goniometric tilting under the electron microscope of single crystals that
had been isolated after bone dissociation have led to the suggestion that the needle-shaped
crystals could be no more than a side view of small, thin platelets [126-128]. Obviously, the
fact that thin platelets may appear as needles when viewed from one side is not a proof that
all needle-like structures observed in bone are due to sideways views of platelets. On the
other hand, others suggested that platelet-like and rod-like crystals could be found together
in the same bone areas and are different aspects of the same mineral [154] connected to dif‐
ferent organic components of the matrix (discussed below). The question is made still more
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complex by recent atomic force microscopy observations that isolated mineral particles
(named ‘mineralites’) extracted from bovine bone measure 9 x 6 x 2 nm [155,156], values that
are much smaller than those obtained with other methods of investigation. In any case, de‐
pending on the compactness of bone, crystals may appear as elongated structures shaped as
straight, rigid, needle-like or rod-like structures; more often, however, they appear as bent
or irregular, filament-like structures (Fig. 2). For this reason, ‘filament-like crystals’ will be
the term used preferentially in the following pages.

Figure 2. Detail of calcification nodules: crystals appears as elongated, bent, needle- and filament-like structures. Un‐
stained, x 312,000.

Relationships with matrix organic components. Electron microscope studies have clearly
shown that the bone mineral is only partly contained in the collagen fibrils, while it is most‐
ly (about 75% of the total according to Pidaparti et al. [157]) located in the extrafibrillar
space. This appears to be in contrast with the observation, originally reported in the earliest
ultrastructural investigations on bone, that the mineral substance is closely related to the pe‐
riodic banding of collagen [22,23,158], a relationship later repeatedly confirmed (reviewed
by [2,3,38,159,160]. The mineral, in fact, because of its intrinsic electron density, produces a
reinforcement of the collagen periodic banding (Figs. 1,3), as if it was a ‘negative stain’ [161].
Actually, this kind of picture is due to the location of inorganic particles within the collagen
fibrils; more exactly, there is a general consensus that the mineral is contained in the ‘holes’
of the fibril gap-zones (reviewed by [2]. Moreover, because collagen fibrils aggregate side by
side in lateral register during mineralization, their hole zones come to be in register, too, and
give rise to transverse, ‘electron-dense bands’ that cross the collagen bundles (Figs. 1,3). One
possibility is that these bands might also be located in pores, channels or grooves resulting
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from collagen fibril aggregation [132,162]. This ultrastructural pattern is above all expressed
in compact bone, especially if incompletely mineralized (bone at the initial stage of minerali‐
zation, pathologically hypomineralized bone), whereas it is poorly expressed, or completely
lacking, in woven bone or in bones with loose collagen fibrils (Fig. 4). Characteristically, in
secondary osteons, which calcify in two phases, it is more clearly recognizable during the
initial phase of formation than during the later phase of mineral completion [151]. It has
been suggested that the ‘dense bands’, which consist of nanogranules, might give rise to pla‐
telet-like fragments if removed from the fibrils, and this might explain why platelet-like
crystals have chiefly been described in studies based on bone dissolution and crystal isola‐
tion (reviewed by [2]).

3A 3B 

Figure 3. A) Area of initial calcification in compact bone, and B) osteon at the initial stage of formation: the relation‐
ship between inorganic substance and collagen periodic banding is clearly recognizable; the apparently empty areas
correspond to zones of still uncalcified matrix. Unstained, x 70,000.
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4A 4B 

Figure 4. A) Embryonic avian bone: most of the inorganic substance correspond to filament-like crystals; the mineral
in bands is practically unrecognizable. B) Osteon at a final stage of calcification: the inorganic substance in bands is
poorly visible. Unstained, A x 90,000 and B x 75,000.

The relationship of filament-like crystals with collagen fibrils is much less clear than that of
the ‘dense bands’, both because of the intrinsic difficulty of the problem, and because the
crystal arrangement seems to change during mineralization (reviewed by [2,3,159]. At the
outset, the elongated crystals form roundish (calcification nodules) or elongated (calcifica‐
tion islands) aggregates in the context of the still uncalcified osteoid borders (Fig. 5). The
crystals of the calcification nodules very probably arise in matrix vesicles (Fig. 5, inset), then
increase in numbers, acquire a roughly radial arrangement and spread from the nodules
(i.e., the fully calcified matrix vesicles) into the surrounding matrix. These crystals are locat‐
ed in the interfibrillar spaces and fail to show any direct relationship with the collagen fi‐
brils, which have no preferential arrangement and are still uncalcified. At this
mineralization stage, the calcification nodules closely resemble those visible in the early
stages of cartilage calcification; their numbers change with the type of bone, and are inverse‐
ly related to the compactness of the collagen fibrils. Plenty of them can, in fact, be found in
the medullary bone of birds [7]) and in embryonic bone [39], whereas they are much rare in
compact bone [151].
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Figure 5. Calcification frontof spongy bone: most of inorganic substance is collected in calcification nodules; no rela‐
tionship between inorganic substance and the collagen periodic banding is recognizable. Unstained, x 30,000. Inset:
Detail of calcification front: a calcification nodule and a few matrix vesicles (arrows) are recognizable. Uranyl acetate
and lead citrate, x 60.000.
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The calcification islands are characterized by small bundles of needle-like crystals that are
arranged side by side, in direct contact with collagen fibrils, and are oriented parallel to
them. These crystals, in spite of their adhesion to the fibril surface, appear to be entirely lo‐
cated in the extrafibrillar space, as is also shown by the electron microscope observation that
the cross-sectioned collagen fibrils in areas of initial calcification appear as electron-lucent
circular spaces surrounded by crystals [6,138,163]. No relationships are found between the
crystals of the calcification islands and the collagen period.

There seems to be little doubt that the elongated, filament-like crystals (whether in the calci‐
fication nodules or in calcification islands) are located between the collagen fibrils and on
their surface, that is, in the extrafibrillar space. The problem arises, therefore, of knowing if
they have a relationship with some specific organic component of the bone matrix. The
problem is that the already noted intrinsic electron density of the inorganic substance masks
the underlying organic structures, if any, so making any direct electron microscope study
impossible; moreover, their ultrastructural resolution cannot be improved by removing the
mineral through decalcification, because of the extraction artifacts that are implicit in this
technique. The only solution available is that of resorting to special decalcification and stain‐
ing techniques (post-embedding decalcification and staining; cationic dye stabilization) that
do not affect the organic components.

The Post-Embedding Decalcification and Staining (PEDS) method relies on the decalcifica‐
tion of the bone matrix after embedding it in an epoxy resin (by floating ultrathin sections
on the calcifying solution); the method is based on the observation that the embedding proc‐
ess prevents the distortion and solubilization of the organic components without blocking
the removal of the mineral [164]. This has been clearly shown in epiphyseal cartilage (Fig. 6);
the results recorded for this tissue are paradigmatic for the organic-inorganic relationship
during the early phases of calcification in other tissues and in bone itself. As epiphyseal car‐
tilage is easier to handle than these tissues, it is often used instead of them.

6A 6B 6C 

Figure 6. Series of sections from the epiphyseal cartilage: A) unstained; B) decalcified and unstained; C) decalcified
and stained with uranyl acetate and lead citrate. PEDS method, x 18,000.
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If the PEDS method is interrupted after its first phase, that is, after floating sections on the
decalcifying solution, the decalcified areas appear empty and electron-lucent, so showing
that all the mineral substance has been removed (Fig. 6B). If the method is completed, that
is, the decalcified sections are treated with a heavy metal (usually uranyl acetate, lead cit‐
rate, or phosphotungstic acid), the decalcified areas appear to consist of aggregates of fila‐
ment-like structures (Fig. 6C) whose ultrastructure is very similar to that of untreated
crystals (Fig. 7) and for this reason are called ‘crystal ghosts’ [165]. Crystals and crystal
ghosts show such close similarity that the latter were initially considered to be crystals left
undecalcified in sections. In reality, they are organic structures. It is crucially important that
they are clearly recognizable where the calcification process is active, as in the smallest calci‐
fication nodules and at the border of the large but still developing ones; conversely, they
disappear in the fully calcified areas (Fig. 8). They have been found in other calcifying tis‐
sues, in particular in cartilage, dentin, enamel, calcifying tendons and some pathological tis‐
sues [166-174].

Figure 7. Front of calcification: detail of crystal ghosts. PEDS method (formic acid, uranyl acetate and lead citrate), x
120,000.
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8B 8A 

Figure 8. Two serial sections from rat epiphyseal cartilage. A) untreated; B) PEDS method (decalcified with formic acid
and stained with uranyl acetate and lead citrate): crystal ghosts are only recognizable at the border of the calcified
matrix, where the calcification process is still active, and not in the central, fully calcified area. x 70,000.

Almost the same ultrastructural pictures can be obtained using the cationic dye stabilization
method (CDS). This is based on the fact that, if stabilized by cationic substances (usually cat‐
ionic dyes), acidic molecules resist the extraction produced by decalcifying solutions
[175,176]. When this method is used, crystal ghosts are less sharply outlined than those
shown by the PEDS method; even so, they are highly reminiscent of the aggregates of un‐
treated filament-like crystals (Fig. 9).

5. The mechanism of mineralization

Although our understanding of bone and other hard tissues has risen sharply in recent years
(reviewed by [2]), the mechanism of mineralization is still uncertain. On the basis of the
close relationship between the inorganic substance and the hole zones of the collagen peri‐
od, Glimcher [21] proposed the theory that specific atomic groups located in the hole zones
of collagen fibrils are arranged in such a way as to induce heterogeneous nucleation of hy‐
droxyapatite, and that the nuclei subsequently grow by addition of further inorganic ions,
so giving rise to crystals (reviewed by [113]. Most of the subsequent investigations on biomi‐
neralization, either of bone or other hard tissues, have been carried out on the basis of this
theory and important improvements have been obtained. They cannot, however, be consid‐
ered conclusive because of a number of experimental faults and incongruities. Several elec‐
tron microscope studies have shown, for instance, that the filament-like crystals are longer
than the collagen period [118,130,138,151,177-179] and are not confined to the gap zones of
the fibrils but extend into the overlap zones [123,180-182]. This means that the crystals grow
outside the holes and, to allow this to happen, they must pierce the intermolecular spaces
and enlarge them to find the space required for them to grow. It follows that they should

Advanced Topics on Crystal Growth162



break the intermolecular cross-links – a change that should raise the solubility of bone colla‐
gen, which actually decreases during mineralization [37], and should modify the fibril peri‐
odic banding as well, which, conversely, is not appreciably affected. Moreover, according to
Bachra [183], the many side-chains of the amino acid residues that point laterally at a dis‐
tance of about 0.286 nm along the axis of the collagen molecules would prevent the growth
of the nuclei into crystals. On the basis of neutron diffraction studies of fully mineralized ox
bone, it has also been reported that less space is available within collagen fibrils than was
previously assumed, and that most of mineral is therefore located outside the fibrils [184]. In
line with these findings, Lees and Prostak [153] point out that the size of the crystallites is
greater than the intermolecular spacing of collagen fibrils, so that crystallites could not fit in
them. They report, in addition, that in fish dentin (which is similar to bone) at the initial
stage of calcification the filament-like crystallites form dense strips between the collagen fi‐
brils and practically none of them can be found within fibrils. The same authors calculate
that the ratio of the weight of mineral contained in the hole zones to the total mineral con‐
tent is not greater than 20% in loose bones like that of deer antlers, and this percentage falls
to less than 5% for hyperdense bone like porpoise petrosal.

Figure 9. Front of calcification; section from a specimen fixed with glutaraldehyde-acridine orange, decalcified with
EDTA and treated with ruthenium red; structures resembling crystal ghosts are recognizable (arrows point to the emp‐
ty, central zones of the calcification nodules). x 18,000.
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These observations converge in suggesting that the filament-like crystals cannot be nucleat‐
ed in the holes found in collagen fibrils, and that the theory of heterogeneous nucleation
must therefore be reconsidered. The electron microscope results leave little doubt that the
calcified matrix of bone displays two types of mineral: electron-dense bands related to the
periodic banding of collagen, and filament-shaped crystals. Probably because of the sugges‐
tion of the theory of heterogeneous nucleation, the latter have been considered to derive
from the growth and development of the former. This conclusion is actually arbitrary: a
number of electron microscope results have clearly shown that these two types of structure,
although both consisting of hydroxyapatite, are separate entities. The aggregates of fila‐
ment-like crystals, known as calcification nodules, arise in matrix vesicles and spread
through the surrounding matrix; they only have secondary contact with collagen fibrils. The
crystals of the calcification islands, on the other hand, seem to be in contact with the surface
of the collagen fibrils, but are not contained within them. Only the electron-dense, granular
bands are related to the collagen period, and are contained in the hole zones. The fact that
they become less recognizable as the matrix mineralization proceeds is not due, as often ar‐
bitrarily believed, to their transformation into filament-like crystals, but to the masking ef‐
fect arising from the increase in numbers of the latter.

6. Crystal ghosts and calcification

The obvious conclusion to be drawn from the results discussed above is that the filament-
like crystals are in contact with non-collagenous organic structures contained in the interfi‐
brillar spaces and that, as a result, their formation is probably regulated by these same
structures. The finding of crystal ghosts, as described above, now takes on a new promi‐
nence, because it leads logically into a plausible explanation for the calcification mechanism
(discussed by [2,3,159]). This is based on the very close ultrastructural similarity between
crystal ghosts and untreated filament-like crystals – a fact that strongly suggests that they
are components of the same organic-inorganic, crystal-like structures that are formed
through a chemical process in which the crystal ghosts operate as templates. During the ear‐
ly stages of calcification, the structures called crystals would not develop through a process
of heterogeneous nucleation but through an epitaxial process implying a link between inor‐
ganic cations and organic molecules (crystal ghosts) with the formation of organic- inorganic
hybrids whose filament-like shape would simply derive from, and reflect, the filament-like
shape of the template. It is also possible that during this initial phase of calcification crystal
ghosts stabilize amorphous calcium phosphate, whose existence in bone is still, however, a
controversial issue (discussed by [2]). The organic-inorganic composition of the early crys‐
tals would explain why the calcification nodules give amorphous diffraction rings at the be‐
ginning of their formation and why their crystals have a paracrystalline character and show
crystal lattice distortions, as discussed above.

This possibility has been challenged because the location of organic material within the crys‐
tals appears to conflict with mineralogical laws [185]. This criticism is based on the concept
that the inorganic substance of bone consists of crystals in a mineralogical sense. In reality,
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as reported above, the early crystals give amorphous diffractograms and the term “crystal”
is used only as a matter of habit. If the early crystals are organic-inorganic hybrids, each of
them must consist of a mixture of, and imply mutual penetration by, the two components
(organic and inorganic), and it is not possible to differentiate between an inner and an outer
constituent, especially considering that the filament-like crystals of bone measure less than
10 nm (from 1 to 7.7 nm; see [2]) in thickness. But even allowing the hypothesis that the or‐
ganic component is contained in the inorganic one, examples of incorporation of organic
material in crystal-like structures (biominerals) are quite numerous [186-199]. The organic
content can induce lattice distortions [200], but at the same time it enhances the mechanical
properties of crystals [192]).

At this point the need for adequate knowledge about the nature of crystal ghosts becomes a
priority. So far, ultrastructural histochemical investigations, which might permit the acquisi‐
tion of this knowledge, have mainly been carried out in cartilage. In this tissue, crystal
ghosts are stained by acidic phosphotungstic acid, periodic acid-silver methenamine, peri‐
odic acid thiosemicarbazide-osmium; they are reactive with cations and with colloidal iron
at pH 2.0 (Fig. 10), but are unreactive after methylation and saponification [201]. These re‐
sults show that they correspond to acid proteoglycans, a conclusion supported by the find‐
ing of chondroitin sulfate in their molecule [202]) and by other histochemical results
[167,169,203,204]. That acid proteoglycans can be involved in calcification, either promoting
or inhibiting it, has long been known [12,175], and the possibility that hydroxyapatite nano‐
crystals can self-assemble on chondroitin sulfate templates has been put forward [205]. Of
course, other types of the many non-collagenous molecules located in the bone matrix could,
alternatively, constitute the crystal ghosts found in bone. In this connection, polyanionic
molecules (especially phosphoglycoproteins), often containing the repetitive sequence of as‐
partic acid, have been described in all calcified tissues [71,206-210] and could well have the
same role as that of acid proteoglycans in cartilage; anyway, independently of their nature,
crystal ghosts cannot be ignored and any proposal to account for the mechanism of calcifica‐
tion should include their role.

In any case, the formation of crystals appears to be more complex than an epitaxial proc‐
ess alone. It has been stressed above that crystal ghosts disappear from the central zone
of developing calcification nodules (i.e., they disappear as the degree of calcification rises;
Figs. 8,  9,  10) and that at the same time the electron diffractograms, which are of amor‐
phous  type  in  the  calcification  nodules  at  the  initial  stage  of  calcification,  change  into
crystalline and acquire the characteristics of hydroxyapatite. These findings show that, as
calcification  proceeds,  the  initial  organic-inorganic  hybrids  gradually  lose  their  organic
component and change into almost pure inorganic crystals. It may be speculated that an
enzymatic mechanism removes the organic component, and that at the same time the re‐
sidual inorganic backbone acquires further inorganic ions and ‘matures’, so turning into a
hydroxyapatite crystal.  This hypothesis is in agreement with the well-known fact that in
cartilage  the  calcification process  is  characterized by changes  in  the  organic  matrix  that
chiefly imply the loss of acid proteoglycans [211-224]. In this connection, it is known that
the  calcification process  is  inhibited in  vitro  by proteoglycans  and is  increased by their
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degradation or removal [219,225], so that their controlled enzymatic breakdown could be
considered  a  possible  mechanism  by  which  the  calcification  of  growth  plate  cartilage
might be allowed to advance in vivo [214]. In discussing this problem, Bonucci and Go‐
mez [226]  reported the  observation that  aggregates  of  filamentous  structures,  similar  to
crystal ghosts,  can be found in uncalcified cartilage after staining with lanthanum chlor‐
ide [227]. These structures are focal concentrations of proteoglycans that, due to a modifi‐
cation  of  their  molecule,  have  acquired  high  La-binding  capacity  (in  a  broader
perspective, high Ca-binding capacity) and behave as pre-crystal ghosts.

Figure 10. Cartilage section from a calf scapula: PEDS method (decalcified with formic acid and treated with colloidal
iron at pH 2.8). Reactive crystal ghosts are recognizable at the periphery of the calcification nodules, whose central,
fully calcified areas are negative. The granular structures scattered through the uncalcified matrix correspond to pro‐
teoglycan aggregates. X 15,000.

The enzymatic removal of organic material before calcification has been repeatedly demon‐
strated in enamel, where it is a prerequisite to calcification (reviewed by [228]) and in bone
[47,48,229]. Hoshi et al. [52] have reported that bone calcification follows the removal of de‐
corin and the fusion of collagen fibrils. Obviously, loss of other matrix, non-collagenous
components may occur too.

Another issue to be resolved is whether this mechanism may also be effective in the case of
the intrafibrillar calcification that gives rise to the mineral in bands. The PEDS method
shows that lightly stained bands replace the inorganic electron-dense bands. In his case, too,
there is a superimposition of organic and inorganic ultrastructures, as if the inorganic mate‐
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rial reacts with, and is occluded by, an organic material contained in the hole zone of colla‐
gen fibrils, a possibility already suggested by Veis [38].

7. Analogies with other hard tissues

There can be no doubt that the primary role played by the organic components in bone calci‐
fication is operative in inducing and regulating the calcification process in other hard tis‐
sues. This certainly occurs in tissues, such as dentin, cementum, and calcified tendons,
whose matrix, like that of bone, consists of a meshwork of type I collagen fibrils enclosing
interfibrillar non-collagenous proteins; but a number of studies shows that it also occurs in
tissues that, like epiphyseal cartilage, have a different type of collagen [226,230] or no colla‐
gen at all, like tooth enamel [228], mollusk shells [231], spicules of echinoderms [232], crusta‐
cean cuticle [233], eggshell [234], and other tissues and organisms. In all these circumstances,
an active role in calcification is credited to proteic material, with special reference to acid
molecules. In this connection, it is worth mentioning what occurs in enamel, where the or‐
ganic-inorganic relationships closely resemble those described in bone [170-172,235]: organic
septa are intrinsic components of crystals during the early phase of enamel formation, only
to be degraded and to disappear as enamel matures. On this topic, it is mandatory to distin‐
guish the early from the final arrangement of the calcified areas. Technical problems often
make this distinction impossible to visualize, but, whenever possible, it has shown that the
early mineral consists of organic-inorganic hybrids, within which the organic phase is oc‐
cluded by the inorganic one. This finding has been reported not only in vertebrate calcified
tissues, but also in invertebrates and calcified non-skeletal tissues, such as eggshell and sev‐
eral unicellular organisms, as well as in pathologically calcified tissues (reviewed by [2]),
suggesting that the initial stabilization of inorganic material by organic structures may be a
process shared by all calcified tissues. This possibility is strengthened by what is known
about silicification, the process that leads to the hardness of integumental hard tissues in di‐
atom walls, sponge spicules and radiolarian micro-skeletons [236]. As in vertebrate calcifica‐
tion, the silicification process is characterized by a close association of silica with organic
components (silicateins) which have both catalytic, enzymatic and templating functions and
lead to the formation of organic-inorganic hybrids [237-239]).

8. Conclusions

Without considering the role of the matrix vesicles and alkaline phosphatase, which can be
looked up in excellent recent reviews [27,96], this article has examined the possible role in
calcification of the organic components of the bone matrix. Most remains to be discovered.
The role of collagen fibrils in this tissue appears to be less necessary than previously
thought: they are chiefly stromal structures and certainly their participation is not an abso‐
lute priority for calcification, which can occur in tissues where they are not found [40]; their
hole zones seem to be penetrated by inorganic substance without any change in their molec‐
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ular arrangement, probably through the same type of mechanism that leads to extrafibrillar
calcification. Most of the mineral substance is actually contained in the interfibrillar spaces
(about 60% according to [153]), where it is associated with the non-collagenous components
of the matrix. There are many of these, and although their individual function is known
with a good degree of confidence, their mutual role is still uncertain. The electron micro‐
scope clearly shows, however, that there is an intimate contact between the inorganic sub‐
stance and organic frameworks pertaining to one or several of these non-collagenous
molecules. These are named ‘crystal ghosts’, a term justified by the close similarity between
them and the structures that are called ‘crystals’ or ‘crystallites’; their histochemical proper‐
ties justify their recognition as acidic proteins, which in cartilage are mainly acid proteogly‐
cans; and their evolution as calcification develops justifies considering them as organic
templates that link inorganic ions, thus giving rise to organic-inorganic hybrids that gradu‐
ally acquire a crystalline, hydroxyapatite character as the organic component is eliminated.
A number of questions must still be answered: chiefly, the nature of crystal ghosts; how they
acquire calcium-binding properties; how they are removed; and their relationship with ma‐
trix vesicles and collagen fibrils. They are, in any case, actively involved in the early phases
of the calcification process and cannot be ignored. They may prove to be the key to opening
up and entering a still partly obscure biological mechanism (biomineralization), so provid‐
ing insights into the biomimetic construction of biologically inspired materials.
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Modeling Ice Crystal Formation of
Water in Biological System
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Additional information is available at the end of the chapter
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1. Introduction

Ice crystal formation of water plays a very important role in broadest scientific and engi‐
neering  fields  such  as  cloud  evolution  in  atmosphere  and  brine  pockets  in  marine  ice.
One of the most attractive attentions of this issue is about the mechanisms of cell injury
induced by freezing in cryobiology [1]. During the past few decades, a series of cryogen‐
ic  techniques have been developed for  clinical  applications in  cryosurgery and cryopre‐
servation.  The  former  is  aimed  to  destroy  the  target  diseased  tissues  (such  as  tumor)
while minimize pain and bleeding of the tissue as much as possible. It has been demon‐
strated to be a safe, minimally invasive and cost-effective treatment approach. In contrast
to the cryosurgery, the task of cryopreservation is however to preserve cell, tissues or or‐
gans  at  a  super-low  temperature  condition  with  the  addition  of  protective  agents,  and
ensure that they can be normally used after several re-warming stages. Clearly, no mat‐
ter which process it  involves,  the formation of the ice crystal is  ineluctable and decisive
to the final fate of those cells and tissues subject to treatment.

Cryoinjury induced by ice formation is usually considered as a main killer of cells during
cryosurgery or cryopreservation. A two-factor hypothesis [2], “intracellular ice formation”
(IIF) at rapid cooling rates and “solution effects” at slow cooling rates, proposed by Mazur,
has been serving well to explain the mechanism of freeze injury. The biological materials
would subject to damage due to extracellular and intracellular ice formation during freez‐
ing. For the cryopreservation at super-cooling temperature, the occurrence of IIF is the sin‐
gle most important factor determining whether or not cells will survive cryopreservation [3].
So far, the ice crystal formation problems have been partially addressed in material and at‐
mospheric sciences. However, similar researches are hard to find in cryobiology area due to
complexity of the water structure in a biological system. This chapter is dedicated to sum‐
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marize the typical physical and mathematical model for ice nucleation and growth in cryobi‐
ology area. In addition, the heat and solute transport, and interaction between the cell and
ice during freezing are also discussed.

2. Ice nucleation

Freezing  often  denotes  a  process  of  new  phase  defined  by  ice  creation  via  nucleation
and  subsequent  crystal  growth  from  supercooled  water.  This  process  undergoes  three
stages  including  the  chemical  diffusion  stage  for  water  molecule  transportation,  the
surface  kinetic  stage  for  hydrogen  bonds  formation,  and  the  final  heat  conduction
stage  for  heat  releasing  and diffusing.  It  implies  that  the  ice  nucleation—whose  forma‐
tion  determines  the  growth  of  ice  crystal  to  a  large  extent—turns  out  to  be  the  initial
and  crucial  step  during  crystallization.  In  terms  of  whether  there  exist  foreign  bodies
or  not,  the  nucleation  is  usually  classified  as  homogeneous  or  heterogeneous  cases.  By
definition,  homogeneous  ice  nucleation  requests  a  severe  condition  that  the  liquid  wa‐
ter  is  absolutely  dust-free,  or  there  exist  foreign  particles  indeed,  but  whose  sizes  are
small  enough  to  be  negligible.  Since  this  rigid  demand is  hard  to  be  satisfied,  the  nu‐
cleation  is  in  fact  regarded  as  heterogeneous  in  most  cases  and  may  be  influenced  by
many  external  factors,  such  as  the  size  of  foreign  particles,  surface  roughness  and  the
effective size of  the nucleators  at  different  supercoolings.  There exist  a  great  many bar‐
riers  to  build  up  an  integrated  theory  on  nucleation,  because  of  the  dissimilar  proper‐
ties  might  exhibit  between  bulk  fluid  and  the  micro/nanoscale  molecules.  Up  to  now,
the  two  major  theoretical  approaches  to  characterize  the  formation  of  ice  can  be  clas‐
sified as  thermodynamic approximation and molecular  simulations [4].

2.1. Thermodynamic model of ice nucleation

The ice nucleation does not happen necessarily if only temperature is below the freezing
point.  This  process  is  determined by the  free  energy of  system,  which  implies  that  the
ice germ growth or disappearance depends on the free energy decrease or increase.  For
constant  rate  cooling  protocols,  the  temperature  of  system  is  given  by  T (t)=T0−Bt ,
where B  is  the cooling rate.  Considering a cluster of ice denoted by β  with i  molecules
from its mother water phase α, the driving force of nucleation is derived from the Gibbs
free energy differenceΔGi  [5]

1/3 2/3 2/3(36 ) ( )i tG i G ib ab bn p s nD = D + (1)

where ΔGt  is negative and denotes the Gibbs free-energy difference between α and β phase

per volume, according to classical homogeneous nucleation theory; ν βis the molecular vol‐
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ume of phase β, and σ αβ is the interfacial free energy per unit area. According to thermody‐
namics, Gibbs free-energy difference between α and β could be given as

2f
t

f f

H T TG
T T T

D D
D =

+
(2)

where ΔHf  is the heat of fusion, Tf  is the equilibrium freezing temperature, and ΔT =Tf −T .
The free energy of form of a cluster of ice is initially positive and goes through a maximum
as the cluster size is increased. Maximizing with respect to i and assuming closely packed
water molecules, the following relationships for the critical cluster could be derived:
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where rc is the radius of the critical cluster. For heterogeneous nucleation theory ΔGic
 is re‐

spectively modified as

( ), = ,
c ci h iG f x GhD D (4)

where x is defined as x=Rs / rp, Rs is the radius of the foreign particle, and rp is the radius of
curvature of the critical nuclei. η is approximately regarded as cosθ where θ is the contact
angle between the nucleation phase and the substrate. The factor f for convex surface of par‐
ticle could read as
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3 3
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(5)

where g =(1 + x 2−2ηx)1/2

The homogeneous nucleation rate J  considering both diffusion barrierΔGi 'and nucleation
barrierΔGic

could be given by
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h kT kT
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(6)
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where h  is Planck constant, k  the Boltzmann constant, and n denotes molecules per unit vol‐
ume of mother phase. Thus the heterogeneous nucleation rate Jhet  could be obtained by
modifying ΔGic

 as ΔGic,h
 in the expression of J .

2.2. Diffusion limited model of ice growth inside cell

Karlssonet al. [6] has developed a physiochemical theory of ice growth inside biological cells
by coupling the water transport models, theory of ice nucleation, and theory of crystal
growth. Considering a given cell with the control volume of Vcv(t), which is composed of
water-NaCl-glycerol solution. Evolution of the number of ice nuclei denoted by N (t) in a
given cell is a stochastic process given as

( ) ( ) ( )0
int

t
cvN t J t V t dté ù= ê úë ûò (7)

where int denote the nearest integer truncated from the ensemble average. When the crystal‐
lizing phase is of different composition than the bulk solution, such as the case with ice crys‐
tallization from aqueous solutions, the rate of crystal growth is believed to be limited by the
diffusion water molecules to the ice-solution interface. Considering a spherically symmetric
ice crystal under isothermal conditions, its radius at time t could be given as [6]

( ) ( )
( )

1 2
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j
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è øë û
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where D̄  is  the effective diffusivity of water and is calculated according to the viscosity
of the intracellular solution. φ  is the nondimensional crystal growth parameter and is de‐
rived  from  the  equation  obtained  by  curve  fitting  in  advance  based  on  the  nondimen‐
sional supersaturation [6].  If  the crystals within a given cell  are small  enough such that
neighboring crystals and their depletion regions do not overlap, the total crystallized vol‐
ume could be given as

( ) ( )
( )

3

=1
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3

N t

ice i
i

V t r t tp
= å (9)

Thus the crystallized volume fraction considering the impingement appearance could be
given as

( ) 1-exp ice
ice
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V
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V
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According the water-transport model developed by Mazur [7] to cells containing a ternary
water-NaCl-glycerol solution, one could derive the time evolution of cell volume

( )
( ) ( )0

+1 1 ln
+ + +

cv s s g gp g fcv

w g cv s s g g w s s g

V n v n vL AR T HdV
dt R T T V n v n v v n nn n

é ùæ ö-D æ öê úç ÷= - - -ç ÷ç ÷ê úç ÷ç ÷-è øê úè øë û
(11)

where L p is the water permeability; A is the cell membrane surface area; Rg  gas constant; vw,
vs and vg  denote specific volumes of water, NaCl and the glycerol, respectively; ns and ng  are
the number of moles of NaCl and glycerol in cell. Coupling the Eq. (10) and Eq. (11), one
could calculate the crystallized volume fraction during freezing. Recently more sophisticat‐
ed models [8-10] of intracellular ice formation and its growth have been developed to obtain
more close to the real cell environments.

2.3. Molecular simulation of ice nucleation

Molecular dynamics (MD) is a powerful computer simulation technique to track time evolu‐
tion of a system of interacting particles, such as atoms, molecules and coarse-grained parti‐
cles. It has been widely used in the study of the structure, dynamics, and thermodynamics
of water phase change and their complexes addressing a variety of issues including ice nu‐
cleation. The basic idea of the MD simulations is to generate the atomic trajectories of a sys‐
tem of finite particles by numerical integration, of a set of Newton’s equations of motion for
all particles in the system with certain given boundary conditions, an initial set of positions
and velocities. In addition, the potential energy of the particles system needs to be specified
in order to describe the interaction between atoms or molecules. The detailed potential ener‐
gy expression and its parameter are derived from both experimental work and high-level
quantum mechanical calculations.

The dynamics of  the ice–water  interface determines the ice  nucleation and growth such
that  considerable  MD methods  have  been  developed.  Karim and Haymet  [11,  12]  have
used the TIP4P water model to simulate the contact of the basal plane of ice with water
and investigate dynamics of the ice–water interface. Their results show that the interface
was found to be stable at 240 K. In addition, there appears a gradual change in the ori‐
entation  and  mobility  of  the  molecules  in  the  interfacial  region.  A  very  extensive  MD
simulation by Matsumoto et al. [13] predicted the freezing of pure water at different su‐
percooling.  They  found that  the  occurrence  of  the  ice  nucleation  was  impressed  exten‐
sively  by  the  number  of  spontaneously  developing  long-lived  hydrogen  bonds  at  the
same location. Handel et al. [14] had performed direct calculations of the ice Ih-water in‐
terfacial free energy for the TIP4P model by extending the cleaving method to molecular
systems, which agrees with the experiments results.

MD  simulations  also  could  be  used  to  investigate  the  effects  of  salt  on  ice  nucleation,
which is more close to biological environments.  Smith et al.  [15] had studied the poten‐
tial  of  mean force  of  single  ions  as  a  function of  the  distance  from the  ice-water  inter‐
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face, and the free energy of transfer of Na+ and Cl- ions from bulk water into the ice and
to the interface. Their calculations suggested that the interface may have a potential that
is  attractive for  Cl-  and repulsive for  Na+.  The investigation from Vrbka and Jungwirth
[16],  and Carignano et  al.  [17]  indicated that  the growth rate of  ice was much lower in
solutions with salt than in pure water.

The mechanism of  ice  growth inhibition by antifreeze proteins  (AFP)  is  still  poorly un‐
derstood,  owing to  the  difficulty  in  elucidating  the  molecular-scale  structure  of  an  ice–
water  interface,  and in  experimentally  observing the  structure  and dynamics  of  AFP at
an ice–water interface.  MD is one of  most popular methods that  currently have the po‐
tential  to  clarify  the  mechanism of  ice  growth inhibition by AFP at  the  molecular  level
[18-21].  Wathen  et  al.  [19]  developed  a  MD  which  combines  molecular  representation
and detailed energetics  calculations of  molecular  mechanics  techniques with the less-so‐
phisticated  probabilistic  approach  to  study  systems  containing  millions  of  water  mole‐
cules  undergoing  billions  of  interactions.  Such  model  could  enable  the  3-D  shape  and
surface properties of the molecules to directly affect crystal formation. They have applied
this technique to study the inhibitory effects of antifreeze proteins (AFPs) (from both fish
and insect) on ice-crystal formation, including the replication of ice-etching patterns, ice-
growth inhibition,  and specific AFP-induced ice morphologies.  Their work suggests that
the degree of AFP activity results more from AFP ice-binding orientation than from AFP
ice-binding  strength.  The  simulation  results  were  consistent  with  experimental  observa‐
tions very well.  The effects of cryoprotectants such as ethylene glycol and glycerol solu‐
tions on ice nucleation have also been investigated [22, 23].

The electrostatic field was recently proposed to improve the output of a cryopreservation
process [24-26]. As the molecular dynamics simulated [27], a DC field with magnitude of
E =5.0×109V / m could induce crystallization of supercooled water. Recently, experiments
[24-26, 28] have demonstrated that the external electric field can effectively affect the water
nucleation and ice growth. A lower electrostatic field strength in the range of
E =103∼105V / m, which is easily obtained in experiments, can induce increase in the nuclea‐
tion temperature of water [25] and the asymmetric growth of ice [24].

3. Ice crystal growth using phase field method

To better understand the detailed events in cell damage due to extracellular and intracellu‐
lar ice formation during freezing, it is rather important to model and predict the micro-scale
ice crystal formation and growth behavior, and thus characterize the effects of several core
factors, such as undercooling, anisotropy, thermal noise, and external electric field etc.
Among various ways ever developed, the phase field method is rather flexible in character‐
izing the crystal formation and has been extensively adopted to model solidification process
in material science [29]. Recently some authors [30, 31] begun to pay attention to possible
application of this method in cryopreservation. He and Liu [32] extended deeply this theo‐

Advanced Topics on Crystal Growth190



retical strategy to characterize the ice crystal growth under electrostatic field and describe
multiple ice nucleuses’ competitive growth behavior.

A dimensionless phase field model [33] is adopted to characterize the ice growth. A non-
conserved phase field ϕ (ϕ =0 is corresponding to ice and ϕ =1 to water) describes the transi‐
tion from water to ice, which is driven by undercooling. A conserved dimensionless
temperature field u is used to characterize the energy variation due to temperature diffusion
and phase transition. It reads as

( )( ) 2 (1 ) 0.5 30 (1 ) ,t m B m aSuf q f e f f f e f f- é ù= Ñ × Ñ + - - + -ë û (12)

( ) ( )22 1 230 1 , , ,t tu u S x y tf f f y-= Ñ - - + (13)
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In the above equations, the term ψ represents the thermal noise, which indicates the fluctua‐
tion of temperature, and u =(T −TM ) /ΔT . γ(θ)=1 + ςcosn(θ −θ0) denotes dimensionless ani‐
sotropic surface tension and θ =arctan(ϕy /ϕx), where θ0 is the angle between reference
direction and x axis. Four dimensionless parameters are defined as follow

2, , , ,
12

pm
c TT wm a S

L w d L
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k
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= = = = (15)

where d =cpσTm /ρL 2 [33].

3.1. Ice crystal growth from pure water

The physical properties of pure water [30] used in the simulation are listed as:
κ =1.31×10−3cm 2 / s, L =333.5J / cm 3, TM =273.15K , cp =4.212J / cm 3⋅K  and

σ =7.654×10−6J / cm 2. The length scale w is considered as 2.7×10−4cm. Thus the phase field
model parameters for all the simulations, according to Ref. [33], can be fixed with ε =0.005,
m =0.035, a =400 and S =0.5, which is corresponding to the cooling temperature 233.56K .

An explicit time-differencing scheme is adopted to solve ϕ-equation, and implicit Crank-
Nicolson algorithm is chosen for solving u-equation. All the simulations are performed in a
two dimensional domain with 1500×1500 grid points (Δx =10−2 and Δt =10−4) under the

Modeling Ice Crystal Formation of Water in Biological System
http://dx.doi.org/10.5772/54098

191



Neumann boundary conditions. The initial condition of the phase field for single ice nucleus

is set for ϕ =
1
2 tanh( r − rc

2 2ε
) + 1 . The initialization of the dimensionless temperature is u = −ϕ

for all the simulations, which is corresponding to initial temperature TM  in solid and
TM −ΔT  in liquid.

Figure 1. Micro-scale dendritic ice crystal patterns with (a) 4-fold structures without thermal noise, (b) 6-fold struc‐
tures with thermal noise, (c) two seeds and (d) four seeds competitive growth. The parameters γ= 0.04 and n = 4 in (a),
(d), and γ= 0.02 and n = 6 in (b), (c). The angle θ0 = 0 for (a-d). [32]

Simulations indicate that the influence of surface tension anisotropy on the shape of ice is
more evident compared with that on the growth rate. The variation of the anisotropy
strength does not significantly change the velocity at the dendritic tip, which is strongly af‐
fected by the local cooling strength. Four-fold and six-fold dendritic ice crystals are often ob‐
served in experiments. Fig. 1(a) shows a four-fold dendritic ice crystal evolving from an
initial circle shaped seed [32]. The thermal noise, which often induces the temperature fluc‐
tuation on the interface, is considered as the main reason of sidebranching growth [34]. A
six-fold dendritic ice with sidebranching is shown in Fig. 1(b). It is necessary to consider the
influence of the other crystal seeds on the ice growth. Fig. 1(c), (d) represent two seeds and
four seeds competitive growth, which results in the crease of growth for both collided den‐
drites and preferred growth in directions of unhindered grains.

3.2. The effects of external electric on Ice crystal growth

The growth rate depends on the dynamical state of the ice-water interface, such as the sur‐
face tension and the temperature at interface. In addition, the effects of the external electric
field on the ice formation have been demonstrated in both theoretical and experimental re‐
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search. The influence of low electrostatic field strength on water nucleation and ice growth
may be attributed to dipole polarization of the water molecules by the electrostatic field. Un‐
der the electrostatic field, the phase transition must overcome excess energy ΔG E = EΔμ,
where Δμ =μw −μi is the difference of electrical dipole moments between water and ice.

However, for the low electrostatic field strength (E <105V/m), ΔG E  is much smaller than L
and can be negligible. In other words, the water molecules with dipole moments may follow
the Boltzmann distribution function p = Aexp(μwEcosφ / kT ) [25], and get in the most stable
state with the maximum energy along the direction of the electrostatic field (φ =0). Although
for the low electrostatic field magnitude, the value variation of p with respect to φ is very
small in bulk phase, the effects of electrostatic field may become largely strong at the inter‐
face and affect dynamical state of interface [24]. The polar water molecules (or clusters) may
be torqued, rearranged, and forced to join the ice lattice via a special orientation and posi‐
tion under action of the electrostatic field. Thus the rate of attachment (or detachment) of
water molecules on the ice interface is affected by external electrostatic field. In order to
characterize such influence of the electrostatic field, the surface tension should be modified
as exp(λcos(θ −φ))σ during the ice growth, where λ is proportional to μwE / kT .

From the above dissection, the effects of electrostatic field with low magnitude can induce
change of the surface tension with the form σE =exp(λcos(θ −φ))σ. Thus in phase field model,
the  dimensionless  anisotropic  surface  tension  should  be  modified  as
γE (θ)=exp(λcos(θ −φ))γ(θ). The value of λ  is proportional to μwE / kT , which characterizes
the strength of electric field. In our simulations, the value of λ is chosen in the range 0.02~0.2
and φ =0, which indicates that the orientation of electric field is along positive x axis.

Figure 2. The influence of electric field on ice crystal growth at (a) γ= 0.04, n = 4 and λ= 0.1, at (b) γ = 0.02, n = 6 and
λ= 0.1, at (c), (d) γ= 0.02, n = 6 and λ= 0.2. The angle θ0 = 0 for (a-c) and θ0 =π / 9 for (d). [32]
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Under the electrostatic field, the growth of dendritic ice crystals represents asymmetry be‐
havior. Fig 2 shows that the main branches parallel to the electrostatic field grow faster than
the other branches [32]. One can also find that the growth of sidebranching is strengthened
along the direction of electric field and weakened along the inverse direction. The above in‐
fluence becomes clearer by increasing the value of λ (comparing Fig. 2(b) with (c)), which
indicates that a more strong magnitude of electrostatic field would strengthen the asymmet‐
ric growth of ice. Fig. 2(d) shows how the reference direction affects the ice growth under
electric field. The above results concerning the effects of electric field are in good accordance
with the qualitative analysis in Ref. [25] and experimental observation in Ref. [24].

It  is noteworthy that the biological media is saline solution including various ions, such
as Na+ and Cl−. Under the electrostatic field, these positive and negative ions have com‐
pletely different  movement and gather near the corresponding electrodes,  which induce
non-uniform distribution of  ions.  In  addition,  the  heterogeneous  structure  of  ions,  such
as their different size, also leads to different ions’ behaviors. These behaviors induced by
the  electrostatic  field  will  affect  the  dynamical  behavior  of  ice  interface  and strengthen
the  asymmetric  growth  of  ice  [4].  Thus,  the  effects  of  the  ions  under  the  electrostatic
field  are  also  indicated  via  modifying  the  surface  tension.  The  effects  of  ions  coupling
with the electrostatic field on the dynamical behavior of ice interface should be incorpo‐
rated to a general model.  The present investigation focuses on the effects of the electro‐
static  field  on the  ice  interface  but  is  not  to  completely  characterize  the  effects  of  ions,
which will be addressed in further work.

4. The interaction between ice growths with cell

The interaction between the cell and ice during freezing is very important to investigate the
cell cryoinjury during freezing. However, it is still a rather difficult task to track the evolu‐
tion of the solidification front and characterize the interaction between the cell membrane
and ice in detail. Recently, the progress [35, 36] gave some promising research directions to
solve this issue.

Mao et al. [35] developed a sharp interface method to simulate the response of a biologi‐
cal cell during freezing. The cell is modeled as an aqueous salt solution surrounded by a
semi-permeable  membrane.  The  concentration  and  temperature  fields  both  inside  and
outside  a  single  cell  are  computed  taking  into  account  heat  transfer,  mass  diffusion,
membrane  transport,  and  evolution  of  the  solidification  front.  The  external  ice  front  is
computed for both stable and unstable growth modes. It is shown that for the particular
geometry chosen in this study, the instabilities on the front and the diffusional transport
have only modest effects on the cell response. For the cooling conditions, solute and cell
property parameters  used,  the low Peclet  regime applies.  The computational  results  are
therefore validated against the conventional membrane-limited transport (Mazur) model.
Good agreement of the simulation results with the Mazur model are obtained for a wide
range of cooling rates and membrane permeabilities. A spatially non-isothermal situation
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is also considered and shown to yield significant differences in the cell response in com‐
parison to the isothermal case.

Another important process is from Chang et al. [36]. They developed a modified level set
method for modeling the interaction of biological cells with ice front during a directional
solidification. The simulation result has shown that different types of cell interaction with
the ice interface can lead to significant differences in the final volume of individual cells. The
cell is easily exposed to high concentrations of electrolytes in the interdendritic regions due
to cell entrapment. Cell pushing can be used to control the dehydration of the cell more easi‐
ly, which avoids exposing the cell to high concentrations that develop in the interdendritic
spaces. Cell engulfment protects the cell from high concentration regions and leaves the cell
vulnerable to intracellular ice formation. However, it could be used to control the dehydra‐
tion of the cell and provide limited interaction with high electrolyte concentrations through
combination of cell pushing and cell engulfment. The numerical results also indicate that the
interactions between cells are very important for cryopreservation conditions, where sus‐
pensions have higher volume fractions of cells. Level set method could deal with the interac‐
tion of clusters of cells with ice by assuming that the clusters act like a single particle with a
radius that represents the overall size of the cell cluster. Increasing the radius of the repre‐
sentative particle would increase the probability of engulfment and pushing by the inter‐
face. Although the intermolecular forces between cells and the fluid flow around various
arrays of single cells and cell clusters have not been included in the current model, these
phenomena could be easily included in the simulations in order to study their effects on the
partitioning of cells by the ice interface.

5. Summary

The present chapter has presented an overview on the theoretical modeling of the micro‐
scale phase change of biological system subject to freezing with special focus on the ice crys‐
tal formation and growth. In addition, the heat and solute transport, and interaction
between the cell and ice during freezing have also been discussed. Although considerable
investigation focus on ice crystal formation and its growth, there still exists some outstand‐
ing questions [37-40] including ice structure and ice phase diagram. Here we discuss some
important issues and challenges about ice formation in biological system in brief. Firstly, the
effects of cell membrane on ice nucleation and growth inside a cell with restricted space dur‐
ing freezing have not been investigated deeply, which is in fact very important to clarify the
puzzle about the ice propagation between cells. In addition, the improved understanding on
the effects of cell–cell interactions suggested that the mechanism of ice propagation should
be mediated to some extent, but not at all, by the gap junction, if uncontrolled factors are
eliminated. Secondly, a detailed three dimensional model needs to be developed to charac‐
terize the complicated freezing process that coupling micro heat and mass transfer, and ice
nucleation and growth, which involves the moving water-ice interface and deformed cell
membrane. Thirdly, the advanced experimental measures need to be designed to determine
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the parameter in the physical model and confirm the model validity. All the efforts will war‐
rant a bright future for better understanding and practice of cryobiology.

Acknowledgements

This work is supported by the NSFC under Grant No. 51006114 & 81071255, the Specialized
Research Fund for the Doctoral Program of Higher Education, and Research Fund from
Tsinghua University under Grant 523003001.

Author details

Zhi Zhu He1 and Jing Liu1,2

*Address all correspondence to: jliu@mail.ipc.ac.cn

1 Beijing Key Laboratory of Cryo-Biomedical Engineering, and Key Laboratory of Cryogen‐
ics, Technical Institute of Physics and Chemistry, Chinese Academy of Sciences, Beijing, China

2 Department of Biomedical Engineering, School of Medicine, Tsinghua University, Beijing,
China

References

[1] Bischof JC: Quantitative Measurement and Prediction of Biophysical Response Dur‐
ing Freezing in Tissues. Annual Review of Biomedical Engineering 2000, 2:257-288.

[2] Mazur P, Leibo SP, Chu EH: A Two-factor Hypothesis of Freezing Injury. Evidence
from Chinese Hamster Tissue-culture Cells. Exp Cell Res 1972, 71:345-355.

[3] Mazur P, Seki S, Pinn IL, Kleinhans FW, Edashige K: Extra- and Intracellular Ice For‐
mation in Mouse Oocytes. Cryobiology 2005, 51:29-53.

[4] Li FF, Liu J: Characterization of Micro-/Nano-Scale Ice Crystal Formation in Cryo-Bi‐
omedical Engineering: A Review. Journal of Computational and Theoretical Nanoscience
2010, 7:85-96.

[5] Toner M, Cravalho EG, Karel M: Thermodynamics and Kinetics of Intracellular Ice
Formation during Freezing of Biological Cells. Journal of Applied Physics 1990,
67:1582-1593.

[6] Karlsson JOM, Cravalho EG, Toner M: A Model of Diffusion-Limited Ice Growth in‐
side Biological Cells during Freezing. Journal of Applied Physics 1994, 75:4442-4445.

Advanced Topics on Crystal Growth196



[7] Mazur P: Kinetics of Water Loss from Cells at Subzero Temperatures and Likelihood
of Intracellular Freezing. Journal of General Physiology 1963, 47:347-369.

[8] Zhao G, Luo DW, Gao DY: Universal Model for Intracellular Ice Formation and Its
Growth. AICHE Journal 2006, 52:2596-2606.

[9] Yang G, Zhang AL, Xu LX, He XM: Modeling the Cell-type Dependence of Diffusion-
limited Intracellular Ice Nucleation and Growth During both Vitrification and Slow
Freezing. Journal of Applied Physics 2009, 105:114701-114711.

[10] Yan JF, Liu J: Characterization of the Nanocryosurgical Freezing Process through
Modifying Mazur's Model. Journal of Applied Physics 2008, 103: 084311- 084321.

[11] Karim OA, Haymet ADJ: The Ice Water Interface - a Molecular-Dynamics Simulation
Study. Journal of Chemical Physics 1988, 89:6889-6896.

[12] Karim OA, Haymet ADJ: The Ice Water Interface. Chemical Physics Letters 1987,
138:531-534.

[13] Matsumoto M, Saito S, Ohmine I: Molecular Dynamics Simulation of the Ice Nuclea‐
tion and Growth Process Leading to Water Freezing. Nature 2002, 416:409-413.

[14] Handel R, Davidchack RL, Anwar J, Brukhno A: Direct Calculation of Solid-liquid In‐
terfacial Free Energy for Molecular Systems: TIP4P Ice-water Interface. Physical Re‐
view Letters 2008, 100:036104-036107.

[15] Smith EJ, Bryk T, Haymet ADJ: Free Energy of Solvation of Simple Ions: Molecular-
dynamics Study of Solvation of Cl- and Na+ in the Ice/water Interface. Journal of
Chemical Physics 2005, 123:03470601-03470616.

[16] Vrbka L, Jungwirth P: Brine Rejection from Freezing Salt Solutions: A Molecular Dy‐
namics Study. Physical Review Letters 2005, 95:148501-148504.

[17] Carignano MA, Shepson PB, Szleifer I: Ions at the Ice/vapor Interface. Chemical Phys‐
ics Letters 2007, 436:99-103.

[18] Nada H, Furukawa Y: Growth Inhibition at the Ice Prismatic Plane Induced by a
Spruce Budworm Antifreeze Protein: A Molecular Dynamics Simulation Study. Phys‐
ical Chemistry Chemical Physics 2011, 13:19936-19942.

[19] Wathen B, Kuiper M, Walker V, Jia ZC: A New Model for Simulating 3-D Crystal
Growth and Its Application to the Study of Antifreeze Proteins. Journal of the Ameri‐
can Chemical Society 2003, 125:729-737.

[20] Yang C, Sharp KA: The Mechanism of the Type III Antifreeze Protein Action: A
Computational Study. Biophysical Chemistry 2004, 109:137-148.

[21] Nada H, Furukawa Y: Growth Inhibition Mechanism of An Ice-water Interface by A
Mutant of Winter Flounder Antifreeze Protein: A Molecular Dynamics Study. Journal
of Physical Chemistry B 2008, 112:7111-7119.

Modeling Ice Crystal Formation of Water in Biological System
http://dx.doi.org/10.5772/54098

197



[22] Chen C, Li WZ, Song YC, Yang J: Molecular Dynamics Simulation Studies of Cryo‐
protective Agent Solutions: The Relation Between Melting Temperature and the Ra‐
tio of Hydrogen Bonding Acceptor to Donor Number. Molecular Physics 2009,
107:673-684.

[23] Chen C, Li WZ, Song YC, Yang J: A Molecular Dynamics Study of Cryoprotective
Agent - Water-sodium Chloride Ternary Solutions. Journal of Molecular Structure-The‐
ochem 2009, 916:37-46.

[24] Tao LR: Microscopic Experimental Study of the Freezing Process in Aqueous Solu‐
tion. Ph.D. Thesis, University of Shanghai for Science and Technology, 2000.

[25] Sun W, Xu XB, Zhang H, Xu CX: Effects of Dipole Polarization of Water Molecules
on Ice Formation under An Electrostatic Field. Cryobiology 2008, 56:93-99.

[26] Petersen A, Schneider H, Rau G, Glasmacher B: A New Approach for Freezing of
Aqueous Solutions under Active Control of the Nucleation Temperature. Cryobiology
2006, 53:248-257.

[27] Svishchev IM, Kusalik PG: Crystallization of Liquid Water in a Molecular-Dynamics
Simulation. Physical Review Letters 1994, 73:975-978.

[28] Braslavsky I, Lipson SG: Electrofreezing Effect and Nucleation of Ice Crystals in Free
Growth Experiments. Applied Physics Letters 1998, 72:264-266.

[29] Boettinger WJ, Warren JA, Beckermann C, Karma A: Phase-field Simulation of Solidi‐
fication. Annual Review of Materials Research 2002, 32:163-194.

[30] Li FF, Liu J, Yue K: Numerical Simulation on Ice Crystal Formulation in Cellular Lev‐
el Based on Phase Field Theory. Chinese Journal of Low Temperature Physics 2008,
30:84-92.

[31] Xu Y, Mcdonough JM, Tagavi KA, Gao DY: Two-Dimensional Phase-Field Model
Applied to Freezing into Supercooled Melt. Cell Preservation Technology 2004,
2:113-124.

[32] He ZZ, Liu J: Characterizing Ice Crystal Growth Behavior Under Electric Field Using
Phase Field Method. ASME Journal of Biomechanical Engineering 2009, 131:
0745021-0745023.

[33] Wang SL, Sekerka RF, Wheeler AA, Murray BT, Coriell SR, Braun RJ, Mcfadden GB:
Thermodynamically-Consistent Phase-Field Models for Solidification. Physica D
1993, 69:189-200.

[34] Karma A, Rappel WJ: Phase-field Model of Dendritic Sidebranching with Thermal
Noise. Physical Review E 1999, 60:3614-3625.

[35] Mao L, Udaykumar HS, Karlsson JOM: Simulation of Micro-scale Interaction be‐
tween Ice and Biological Cells. International Journal of Heat and Mass Transfer 2003,
46:5123-5136.

Advanced Topics on Crystal Growth198



[36] Chang A, Dantzig JA, Darr BT, Hubel A: Modeling the Interaction of Biological Cells
with a Solidifying Interface. Journal of Computational Physics 2007, 226:1808-1829.

[37] Bartels-Rausch T, Bergeron V, Cartwright JHE, Escribano R, Finney JL, Grothe H,
Gutierrez PJ, Haapala J, Kuhs WF, Pettersson JBC, et al: Ice Structures, Patterns, and
Processes: A View Across the Icefields. Reviews of Modern Physics 2012, 84:885-944.

[38] Libbrecht KG: The Physics of Snow Crystals. Reports on Progress in Physics 2005,
68:855-895.

[39] Blackford JR: Sintering and Microstructure of Ice: A Review. Journal of Physics D-Ap‐
plied Physics 2007, 40:355-385.

[40] Petzold G, Aguilera JM: Ice Morphology: Fundamentals and Technological Applica‐
tions in Foods. Food Biophysics 2009, 4:378-396.

Modeling Ice Crystal Formation of Water in Biological System
http://dx.doi.org/10.5772/54098

199





Chapter 8

Crystallization: From the Conformer to the Crystal

J.S. Redinha, A.J. Lopes Jesus, A.A.C.C. Pais and
J. A. S. Almeida

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54447

1. Introduction

Crystallization,  commonly  defined as  a  process  of  formation of  a  crystalline  solid  from
a  supersaturated  solution,  melt  or  vapor  phase,  is  an  old  technique  widely  used  in
laboratory  and  in  industrial  processes  to  separate  and  purify  substances.  In  various
modern  industries,  crystalline  forms  with  a  certain  habit,  size  and  structure,  constitute
the  basic  materials  for  the  production  of  highly  sophisticated  materials  [1,  2].  Integrat‐
ed circuits  as  well  as  piezoelectric  and optical  materials  are  just  a  few examples  of  de‐
vices  whose  properties  are  dependent  on  the  crystal  structure.  Also,  in  organic
chemistry,  molecular  crystals  with  determined  characteristics  are  now-a-days  of  utmost
importance  for  the  production  of  pharmaceuticals,  dyestuffs,  pigments,  foodstuffs,
chemicals,  cosmetics,  etc.  For  all  these  reasons,  crystal  growth  has  become  an  impor‐
tant  and attractive research field.

Crystallization from solution is one of the preferred methods to obtain a crystal since it can
be carried out under different experimental conditions and provides a wide variety of prod‐
ucts. In fact, it can occur by lowering the temperature of a supersaturated solution, partial
evaporation of the solvent, precipitation by adding an anti-solvent or vapor diffusion of a
gas into the solution. Furthermore, solvents with different properties can be used. Such a di‐
versity of experimental conditions has great influence in the output, i.e., in the type of crys‐
talline phase that can be obtained. Therefore, any aprioristic selection of the conditions
leading to a desired final product is a fundamental challenge but it is also an almost unfeasi‐
ble task [3-5]. On respect to the harvest, crystallization is, in a certain extension, a trial-and-
error operation.

The various steps of crystallization from solvents are summarized in the following scheme:

© 2013 Redinha et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Scheme 1. Main crystallization pathways from solution

The competition between the solute-solvent and solute-solute interactions to form the nu‐
clei, and between the specific aggregation forces and packing in order to minimize repulsive
interactions, determine the structure of the new crystalline phase. During this process the
molecular conformation can change drastically in an unpredicted way. Various computa‐
tional approaches have been employed to predict the crystalline structure (unit cell, space
group and atomic coordinates) formed by a given molecule [6-8], most of them relying on
the assumption that the most probable forms are those with lowest lattice energy. Despite
the recent success of these methods in the prediction of crystalline structures of small rigid
molecules [9], their applicability to high size flexible molecules is not yet satisfactory [10,
11]. The main drawbacks lie in the difficultly of describing accurately the high complexity of
inter and intramolecular interactions (e.g. hydrogen bonds and van der Waals interactions)
and of selecting, among the energetically feasible polymorphs, that or those that really exist
[3]. In truth, crystal prediction is still a very hard task so far.

Nevertheless, computational calculation can be a powerful tool to get information about the
different steps of crystallization. The main goal of the present chapter is included in this re‐
search field. Quantum-chemical calculations or molecular dynamics simulations, adapted to
the molecular complexity can be used for this purpose. In molecular terms, a compound with a
certain conformational flexibility exists in a supersaturated aqueous solution as a mixture of
conformers with different populations. The knowledge of the conformational equilibrium in
this medium is a way of identifying the conformers that are likely to be involved in the early
stages of nucleation and to interpret the mechanism of the crystallization process. In this chap‐
ter, these topics are addressed by presenting the results obtained for erythritol and L-threitol,
two isomeric alditols with four carbon atoms, and glutamic acid. These compounds were chos‐
en because of the role played by their conformational features on crystallization. Furthermore,
the two polyols exhibit a different crystallization behavior despite being chemically similar.
The energies of the different conformers were obtained through theoretical calculations at the
DFT level of theory [12, 13] using the popular B3LYP (Becke, 3-parameter, Lee-Yang-Parr) ex‐
change-correlation functional  [14-16]  combined with the  aug-cc-pVDZ [17,  18]  or  6-311+
+G(d,p) [19] basis set. Solvent effects have been accounted by using the well-established con‐
ductor-like polarizable continuum model (CPCM) [20-22].

As crystallization proceeds, the self-association of the solute molecules gives rise to molecu‐
lar aggregates which play an important role in the resulting crystalline structure [23-25]. Da‐
ta from the application of molecular dynamics simulations in the study of aqueous solutions
of erythitol and L-threitol near the saturation concentration are reported in an attempt to
give an insight into the type of supramolecular species formed in solution, and hence a step
forward to elucidate about their crystallization behavior.

Advanced Topics on Crystal Growth202



As stated before, depending on the experimental conditions and intrinsic molecular features
of the molecules, different crystalline phases or polymorphs can be obtained by crystalliza‐
tion. The polymorphs differ from one another in the arrangement (packing) and/or confor‐
mation of the molecules in the crystal lattice [26-29]. They are commonly called packing
polymorphs in the first case and conformational polymorphs in the second one. Polymor‐
phism has significant implications in a wide range of areas and for this reason it has been
matter of extensive investigation. Some typical examples are here reported with the objec‐
tive of pointing out the diversity of structures that can obtained by crystallization.

2. Nucleation and crystal growth

Fluctuations of the order of a solution, for example density, are accompanied by the forma‐
tion of solute molecular clusters. The driving force to bring the molecules close together is
given by the following chemical potential difference:

*ln CkT
C

m m*- = (1)

In this equation, μ and μ* are the chemical potentials of the solute at the actual (C) and satu‐
ration (C*) concentrations, respectively. The Gibbs energy change per molecule (Δg) corre‐
sponding to the formation of a spherical cluster of radius r is [30-32]

3
24 / 3 4rg r

v
p m p sD = D + (2)

where v is the molecular volume and σ the interfacial energy per surface. The first term of
the right hand equation gives the work produced by the intermolecular attractive forces
(Δgb) while the second one corresponds to the work required to increase the surface area in
1cm2 (Δgs). Owing to the meaning of both terms, equation (2) can be rewritten as

b sg g gD = D + D (3)

With the increase of concentration, the amplitude of the fluctuations also increase and so do
the size of the clusters. For smaller size clusters, Δgs is the dominant contribution and Δg/dr
> 0, i.e., the clusters are unstable. Conversely, for larger size clusters, Δgb is dominant and
Δg/dr < 0, meaning that the clusters are stable solid particles. The curve representing the var‐
iation of Δg with the radius, shown in Figure 1, passes through a maximum at r = rc (dΔg/dr
= 0), with rc representing the limiting size for stable clusters. A cluster of this size is the em‐
bryo of the solid form nucleus. The following relationships involving rc can be established:
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where Δgc corresponds to the value of Δg at rc. The supersaturation concentration (S) can be
related with the clusters size by the Gibbs-Thomson equation:
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Combining (4c) and (5), the following expression is obtained for Δgc as function of the super‐
saturation:
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Δgc represents the energy barrier for the nucleation process and the rate of nucleation (J) will
be given by:
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kTJ Ae
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(7)

This equation shows that the rate of nucleation is strongly dependent on the supersaturation
and tends to a finite value for a given supersaturation.

Organic crystals are supramolecules, i.e, an ensemble of molecules, bonded by non-covalent
forces involving ions, polar or non-polar groups. Such interactions, whatever their strength,
do not change the molecular individuality. Hydrogen bonding occupies a special place
among the intermolecular interactions occurring in molecular crystals. Its energy ranges
from 160 kJ mol-1 (strongly covalent) down to 16 kJ mol-1 (mostly electrostatic) [33] and it is
highly dependent on the orientation of the hydrogen donor group (D–H) relative to the ac‐
ceptor atom (A). The maximum strength occurs when the D–H‧‧‧A angle is approximately
180°, though values greater than 110° are acceptable for a hydrogen bond [34].

It is obvious that a crystal packing in which the specific interactions between the functional
groups (molecular recognition) are more favorable is, in principle, that leading to the lowest
energy. Thus, the lowest energy crystalline structure would correspond to the stronger interac‐
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tion between a group and its complementar in nature. For example, to a positive charge there
would be a negative one, or to a H-bond donor a H-bond acceptor. The molecular packing
bringing the molecules close together also gives rise to steric repulsion. Hence, the equilibrium
structure is the result between the attraction force and the steric repulsion. This compromise
makes the molecule to adopt a conformation corresponding to the lowest Gibbs energy.

Dg

Δgc

rc r

-Δgs Δgb

Δgs + Δgb

Figure 1. Variation of ∆g and its components with the radius of the molecular clusters.

Let us consider the conformational variation from the gas phase to the solid for a simple
molecule as paracetamol (acetaminophen). This is a drug of great commercial interest in the
pharmaceutical industry owing to its wide use as antipyretic and analgesic agent. This mole‐
cule exhibits two relevant conformers differing from one another in the orientation of the
OH relatively to the carbonyl group [35]. In one of them the dihedral angle formed by the H-
O(1)-C-O(2) atoms is close to 180° (trans conformation, Figure 2), while in the other the angle
is approximately 0° (cis conformation). Geometry optimization of the two conformers fol‐
lowed by vibrational frequencies calculation at the B3LYP/aug-cc-pVDZ level shows that in
the gas phase the population (%) of cis relative to trans is 57:43. Including water effects by
applying the CPCM model, both conformers are practically isoenergetic and so their relative
population is 50:50. However, in the crystalline phase only the trans conformer is presented.
This means that the lattice energy yielded by the trans conformer is more negative than that
of the cis conformer. Along this chapter some examples will be given concerning the rela‐
tionship between the conformers’ population in the three states of matter.

Figure 2. Optimized geometry of the trans conformer of paracetamol at the B3LYP/aug-cc-pVDZ level.
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3. Polymorphism

According to McCrone [36], polymorphism of a compound corresponds to its ability to crys‐
tallize into more than one crystalline structure. From the thermodynamic point of view, only
the lowest Gibbs energy form exists. However, higher energy polymorphs can remain as
metastable forms for a period of time long enough to be used for practical purposes, provid‐
ing the height of the energy barrier separating these polymorphs and the most stable one is
sufficiently high [28]. Since different solid-state modifications exhibit distinct physicochemi‐
cal properties, such for example the melting point, solubility, dissolution rate and density,
polymorphism has a great impact in the pharmaceutical, food and dyes technologies, among
others. For example, in the pharmaceutical industry, the desired polymorph for a given ac‐
tive pharmaceutical ingredient (API) would be the one with highest bioavailability and
structural stability during shelf life [37].

A typical example of a drug exhibiting polymorphism is paracetamol. Three polymorphs, labeled as I, II and III, have been 
identified for this compound [38-40]. The first (form I) is the thermodynamically stable form while the second (form II) is 
metastable but exists long enough to be experimentally studied. It is usually prepared from cooled melt [41]. Form III is very 
unstable [41] and thus it is not possible to investigate its structure and properties. Form I crystallizes in the monoclinic system 
(space group P21/a) [42, 43]. As shown in Figure 3, the molecules in the crystalline structure are linked through O–H···O=C and N–
H···O–H hydrogen bonds forming chains which in turn give rise to pleated layers [frames (a) and (a’)]. Regarding form II, it 
crystallizes in the orthorhombic system (space group Pcab) [44, 45]. The H-bonding system is identical to that existing in form I but 
the layers are plane interconnected by van der waals forces [frames (b) and (b’)].  

 

Figure 3. Views of the crystalline structures of forms I (a) and II (b) of paracetamol and detail of the H-bonds formed in both polymorphs [(a’) and 
(b’)]. 

The geometric parameters of the H-bonds in forms I and II are summarized in Table 1. In both forms the O–H···O=C hydrogen 
bond is stronger than the N–H···O–H one. In addition, the hydrogen bonds in the stable polymorph are stronger than in the 
metastable one.  

The two polymorphs were also characterized by infrared spectroscopy [46, 47]. The values of the stretching vibration frequencies 
for the groups involved in hydrogen bonds are given in Table 2. To work as reference, the frequencies of the “free” groups, 
obtained from a spectrum of paracetamol in a CDCl3 solution were also included in the Table. From the frequency shift (Δν) of the 
NH and OH groups one can estimate the enthalpy involved in the two hydrogen bonds by applying the empirical relationship 
proposed by Iogansen:  ΔH2 = 1.92(Δν – 40) [48]. The value of ΔH estimated for the N–H···O–H H-bond was found to be 12 kJ mol-1 
for both polymorphs, while that estimated for the O–H···O=C one was found to be 28 kJ mol-1 for form I and 19 kJ mol-1 for form II. 

Form 
O–H···O=C N–H···O–H

H···O/Å O···O/Å O–H···O/º H···O/Å N···O/Å N–H···O/º 
I 1.719 2.653 167.5 2.032 2.904 161.6 
II 1.838 2.709 170.6 2.069 2.943 163.8 

Table 1. Distances and angles of the hydrogen bonds in the paracetamol polymorphs.a 

a Values taken from ref. [43, 45] 

 νNH νOH νCO 
form I 3324 3160 1656 
form II 3326 3205 1666 ; 1656 

CDCl3 solution 3438 3600 1683 

Table 2. Vibrational frequencies (ν/cm-1) corresponding to the NH, OH and CO stretching vibrations of paracetamol in the two crystalline phases 
and in a CDCl3 solution. a    

a Values taken from ref. [46, 47] 

Figure 3. Views of the crystalline structures of forms I (a) and II (b) of paracetamol and detail of the H-bonds formed in
both polymorphs [(c) and (d)].

A typical example of a drug exhibiting polymorphism is paracetamol. Three polymorphs, la‐
beled as I, II and III, have been identified for this compound [38-40]. The first (form I) is the
thermodynamically stable form while the second (form II) is metastable but exists long
enough to be experimentally studied. It is usually prepared from cooled melt [41]. Form III
is very unstable [41] and thus it is not possible to investigate its structure and properties.
Form I crystallizes in the monoclinic system (space group P21/a) [42, 43]. As shown in Figure
3, the molecules in the crystalline structure are linked through O–H O=C and N–H O–H hy‐
drogen bonds forming chains which in turn give rise to pleated layers [frames (a) and (a’)].
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Regarding form II, it crystallizes in the orthorhombic system (space group Pcab) [44, 45]. The
H-bonding system is identical to that existing in form I but the layers are plane interconnect‐
ed by van der waals forces [frames (b) and (b’)].

The geometric parameters of the H-bonds in forms I and II are summarized in Table 1. In
both forms the O–H‧‧‧O=C hydrogen bond is stronger than the N–H‧‧‧O–H one. In addition,
the hydrogen bonds in the stable polymorph are stronger than in the metastable one.

The two polymorphs were also characterized by infrared spectroscopy [46, 47]. The values
of the stretching vibration frequencies for the groups involved in hydrogen bonds are given
in Table 2. To work as reference, the frequencies of the “free” groups, obtained from a spec‐
trum of paracetamol in a CDCl3 solution were also included in the Table. From the frequen‐
cy shift (Δν) of the NH and OH groups one can estimate the enthalpy involved in the two
hydrogen bonds by applying the empirical relationship proposed by Iogansen: ΔH2 =
1.92(Δν – 40) [48]. The value of ΔH estimated for the N–H‧‧‧O–H H-bond was found to be 12
kJ mol-1 for both polymorphs, while that estimated for the O–H‧‧‧O=C one was found to be
28 kJ mol-1 for form I and 19 kJ mol-1 for form II.

Form
O–H···O=C N–H···O–H

H···O/Å O···O/Å O–H···O/º H···O/Å N···O/Å N–H···O/º

I 1.719 2.653 167.5 2.032 2.904 161.6

II 1.838 2.709 170.6 2.069 2.943 163.8

a Values taken from ref. [43, 45]

Table 1. Distances and angles of the hydrogen bonds in the paracetamol polymorphs.a

νNH νOH νCO

form I 3324 3160 1656

form II 3326 3205 1666 ; 1656

CDCl3 solution 3438 3600 1683

a Values taken from ref. [46, 47]

Table 2. Vibrational frequencies (ν/cm-1) corresponding to the NH, OH and CO stretching vibrations of paracetamol in
the two crystalline phases and in a CDCl3 solution. a

The higher stability of form I is also confirmed by the thermodynamic properties obtained
for sublimation, fusion and vaporization of the two polymorphic forms [38]. The value of
the packing density, determined by flotation or X-ray (or neutron) diffraction [49] is higher
in form II than in form I. In fact, at 298K the density of the former is 1.336 g cm-3 while that
of the latter is 1.297 g cm-3. That is, the higher stability of form I results from a stronger hy‐
drogen bond interaction rather than from a more favorable packing. In this compound, the
differences between specific interactions resulting from the conformational recognition over‐
come that due to the crystal packing.
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The polymorphism of paracetamol assumes great importance from the practical point of
view in so far the commercialized polymorph is not the most suitable solid for formulation
[45, 50, 51]. Despite it is easily obtained from various solvents, it has the inconvenient to re‐
quire a binding agent to make tablets for compression. During this process it gives a brittle
solid, consequence of its rough molecular layers. Conversely, form II is constituted by thin
plates that glide on pressing. Its plasticity allows the formulation into tablets by direct com‐
pression without the need of incorporating any binder agent [45]. The main difficulty to ob‐
tain this form comes up against the existence of an adequate method for their preparation at
an industrial scale [41].

Aspirin (acetylsalicylic acid) is a drug commonly used as analgesic, antipyretic and anti-in‐
flammatory. It is also known to act as anticoagulant by reducing the blood platelet aggrega‐
tion [52]. About 35,000 tons of aspirin are taken a day throughout the world.

Using X-ray diffraction, the structure of aspirin has been characterized for the first time in
1964 as a monoclinical crystal, space group P21/c [53]. In 2004, the existence of a second pol‐
ymorph (form II) was predicted computationally [54] and observed experimentally one year
later [55]. However, in view of the slight differences between both structural modifications,
it was speculated that this new form might result from uncertainties of the methods used in
the structural characterization [56, 57]. Just recently it has been settled the existence of a sec‐
ond polymorph for this compound [58]. In both forms, the carboxyl groups of two neighbor
molecules are connected by O–H‧‧‧O=C H-bonds giving rise to centrosymmetric dimers as
illustrated in Figure 4. These dimers are arranged into stacked layers, which are identical in
the two polymorphs. The acetyl groups of molecules belonging to different layers are in
turns interconnected through C–H‧‧‧O interactions. In Form I, these interactions have cen‐
trosymmetric geometry, i.e., the CH3 and CO groups of one molecule are bonded to the com‐
plementary groups of a neighbor molecule. The structure is a sequence of AAAA layers.
Unlike, the structure of form II is a sequence of ABAB layers [59]. The difference between
the B and A layers lies in a relative translation of the lattice repetition. This means that in the
latter form the CH3 and CO groups of one molecule are connected to the complementary
groups of two neighbor molecules, yielding catemers.

(form I) (form II)

Figure 4. H-bonds in the crystalline structures of forms I and II of aspirin.
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An interesting feature of aspirin single crystals is that they exhibit simultaneously domains
of forms I and II of variable relative size. Deran et al. [58] explain this type of behavior as an
accidental degeneracy. According to these authors the two polymorphs are isoenergetic and
during crystallization an intergrowth of both forms occurs. The more favorable internal con‐
formation in form I is compensated by an enhanced cooperativity of the catameric H-bond‐
ing network in form II. These results raise the question of whether or not these two forms of
aspirin can be called polymorphs. According to the definition given by McCrone [36], they
do not fit into the concept.

Besides polymorphism, further crystalline structure complexity arises with the existence of
disorder in crystals, situation quite common in many organic crystals [60-64]. This occurs
when portions of the structure under analysis occupy two or more positions. For example,
molecular fragments of organic molecules not involved in intermolecular interactions can be
free enough to acquire different conformations. Such solids are designated by the conflicting
denomination of disordered crystals. An example of a compound exhibiting crystal disorder
is betaxolol hydrochloride, 1-{4-[2-(cyclopropylmethoxy)ethyl]phenoxy}-3-isopropyl-ami‐
no-2-propanol hydrochloride (Figure 5). It is a cardio selective β adrenergic drug that crys‐
tallizes into the triclinic system with P1 symmetry [65].

Common ordered head Disordered tail

Cl−

O1
O2

O3N

Figure 5. Conformations of betaxolol hydrochloride in the crystalline structure. Hydrogen bonds between the amino
and hydroxyl groups with the chloride ion of the same molecule are represented by dotted lines. For better visualiza‐
tion the hydrogen atoms are not shown.

The intermolecular arrangement in the crystalline structure is as follows: the NH2
+ and the

OH groups of the isopropylaminoethanol moiety form H-bonds with the chloride ion of the
same molecule as shown in Figure 5. In addition, one of the hydrogens of the NH2

+ group is
also H-bonded to oxygen atom of the OH group of a second molecule while the other hydro‐
gen of the same group is linked to the chloride ion of a third molecule [63, 64]. That is, the
betaxolol molecules are connected each other just through the isopropylaminoethanol frag‐
ment, leaving a long molecular chain free to move. The X-ray diffraction data shows the ex‐
istence of an ordered head from the isopropyl group up to O2 and a disordered tail from this
atom to the end. By refinement, the crystalline structure can be satisfactory interpreted as
being constituted by two conformations which are displayed in Figure 5. Since we have a no
well defined unit cell, the structure of betaxolol hydrochloride can not be included in the
polymorphism or isomorphism definitions.
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4. Erythritol and threitol: identical chemical structure, different
crystalline assembling

Erythritol and L-threitol (see Figure 8) are two diastereomers of 1,2,3,4-butanetetrol. The first
is a meso compound while the second is optically active, existing as D- or L-threitol. An im‐
portant difference between both alditols lies in their crystallization ability. Whilst erythritol
is easily crystallized from aqueous solution or melt, L-threitol is much more difficult to crys‐
tallize [66, 67]. As illustrated in the DSC curves shown in Figure 6, molten erythritol trans‐
forms readily into a crystalline phase providing it is cooled at scanning rates lower than or
equal to 10°C/min. On the contrary, no crystallization peak is observed for L-threitol, even
when the melt is cooled very slowly, say 2°C/min. Since the two compounds are chemically
similar, their different crystallization tendency is likely to have a conformational origin [68].
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Figure 6. DSC cooling curves of molten erythritol (m.p = 118°C) and L-threitol (m.p= 89°C) obtained at different cool‐
ing rates

Conformationally, both diastereomers are highly flexible. In fact, the existence of seven inde‐
pendent dihedral angles, each of them assuming three standard orientations: gauche+ (60°),
gauche– (-60°) and trans (180°), originate a total of 2187 possible conformers. Such a large num‐
ber of structures make their systematic exploration by means of ab initio calculations unfeasi‐
ble.  Therefore,  a  previous  conformational  search  method  using  random generation  and
subsequent molecular mechanics energy minimization has been employed to sampling the
most relevant conformations. All generated structures falling within an energy window of 20
kJ mol-1 above the global minimum have been then optimized at DFT level using the B3LYP
functional and the 6-311++G(d,p) basis set. In order to simulate solvent effects, their energy was
also evaluated by single-point calculations in aqueous solution using the CPCM continuum
model. Details of the computational calculations are given elsewhere [69, 70].
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The Boltzmann populations of the erythritol and L-threitol conformers in gas phase and aque‐
ous solution are displayed in Figure 7. The geometries of the relevant conformers in both media,
as well as the conformations exiting in the crystalline structures, are depicted in Figure 8. For the
sake of simplicity the conformers were grouped according to their backbone family, being la‐
beled with three italic letters: g (gauche+), g’ (gauche–) and t (trans), to specify the orientation of
the O(1)-C(1)-C(2)-O(2), C(1)-C(2)-C(3)-C(4) and O(3)-C(3)-C(4)-O(4) dihedrals, respectively.

As shown in Figure 7, isolated erythritol exists preferentially in the tgg and ggg bent confor‐
mations (both make up 38% of the conformational mixture at 298.15K). Their stability results
from the formation of intramolecular hydrogen bonds which are particularly strong in the
tgg conformers due to the participation of the terminal OH groups. In the presence of the
solvent, the population of these conformers decreases significantly (11%). Conversely, two
higher energy conformers in gas phase (g’tg and gtg), both with a distended carbon back‐
bone, emerge as the most stable forms in solution (49%). This population change can be ex‐
plained by the stronger hydration of conformers with the OH groups less internally H-
bonded and therefore more available to interact with water. In the crystal, the neutron
diffraction data available for this compound indicates that the molecule exhibits two confor‐
mations, labeled as A and B, differing each other by the positions of the H[O(2)] and H[O(3)]
hydrogen atoms. At 22.6 K the occupancy of conformations A and B are 85% and 15%, re‐
spectively [71]. In terms of backbone, both have a g’tg conformation which is the same as
that exhibited by the preferred conformers of erythritol in aqueous solution. As shown in
Figure 8, the geometry of the most stable conformer in solution matches that of the crystal
conformation having the highest occupancy percentage.
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Figure 7. Conformational distribution of erythritol and L-threitol in gas phase and aqueous solution. Boltzmann popu‐
lations were estimated from the Gibbs energies of the conformers [B3LYP/6-311++G(d,p)] in both media.
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Regarding L-threitol, its gas phase conformational mixture is largely dominated by the gtg
conformers which are characterized by a cyclic, symmetric and cooperative hydrogen bond‐
ing network. Since this OH groups’ arrangement is very unfavorable to interact with water,
they practically disappear in solution and are replaced by the gg’g’, g’tg’ or g’tg conforma‐
tions which are not so highly intramolecularly bonded. Unlike erythritol, none of these con‐
formations has been identified in the crystalline L-threitol [72]. Here, the molecules adopt a
distended conformation (ttt) which has a relatively low weight in solution (8%) and does not
exist in the vacuum.

The results just presented provide an important basis to understand the different crystalliza‐
tion ability of erythritol and L-threitol. In the meso form, this process is facilitated due to the
resemblance between the backbone conformation of the molecules existing in the crystal lat‐
tice and that characteristic of the predominant forms in solution. The fact that such resem‐
blance is not found to exist in L-threitol may contribute to its lower crystallization tendency.
This behavior is in agreement with the results obtained for other alditols [68, 73]

Gas

Solution

Crystal

Erythritol L-Threitol

tgg

g’tg

g’tg

gtg

gg’g’

ttt

O(1)

C(1)
C(2)

C(3)

O(3)

O(2)

C(4)

O(4)

Figure 8. Most stable conformers of erythritol and L-threitol in gas phase and aqueous solution, as well as the respec‐
tive crystal conformations. The crystal conformation of erythritol corresponds to that having highest occupancy in the
crystal lattice (Conformation A).
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5. Conformational variation during the molecular incorporation into the
crystal: Glutamic acid

Glutamic acid, 2-aminopentanedioic acid (C5H9NO4), is another example illustrating the role
played by conformation on crystallization. Two conformational polymorphs have been
identified for this compound, labeled as α and β, with the latter being the thermodynamical‐
ly stable form over all temperature range [74-77]. The crystals have different morphologies:
the metastable form exhibits a prismatic shape while the stable one has a needle-like shape.
Both belong to the ortorrombic space group with four molecules in the unit cell (Z=4) [78,
79]. In the crystal lattice the molecules are in the zwitterionic state and all functional groups
participate in a complex intermolecular hydrogen bonding network [63].

The conformations adopted by the L-glutamic acid molecules in the two polymorphs are
displayed in Figure 9. Their main difference lies in the orientation of the two C-C-C-C dihe‐
dral angles. In the crystal lattice the C(1)-C(2)-C(3)-C(4) and C(2)-C(3)-C(4)-C(5) dihedrals
assume, respectively, values of 59.2°, 68.3° in α and -171.1°, -73.1° in β. Using the same dihe‐
dral labeling scheme previously adopted for the polyols, the conformation of glutamic acid
in the α and β-crystals is gg and tg’, respectively. Depending on the experimental conditions,
namely the temperature, both polymorphs can be crystallized from aqueous solution. Cool‐
ing a supersaturated solution to temperatures below 25°C originates almost pure α-crystals,
whereas as the temperature raises the proportion of form β in the precipitated crystals in‐
creases. For example at 45°C, the fraction of β-crystals is 45% [74, 75].

The conformational behavior of zwitterionic glutamic acid is aqueous solution is a useful
starting point to understand the crystallization of this compound in molecular terms. This
has been done theoretically by performing full geometry optimizations using the CPCM
continuum solvation model and the B3LYP/aug-cc-pVDZ model chemistry, both imple‐
mented in the Gaussian 03 program. The cavity was built with the Bondii radii which have
been found to yield accurate results for the hydration of similar molecules in the zwitterion‐
ic state, such for example glycine [80]. Nine starting geometries were built by assuming the
three standard orientations (g, g’ and t) for each one of the C-C-C-C dihedrals. The remain‐
ing dihedrals were kept in their preferred orientations. The optimized structures were fur‐
ther submitted to a vibrational frequency calculation at the same level to ensure that they
correspond to minima on the aqueous potential energy surface and also to calculate the ther‐
mal corrections at 298.15K.

The Gibbs energies of the conformers in aqueous solution at 298.15 K (Gsol) can be expressed as:
Gsol = Eint + ΔGthermal + ΔGhyd, with Eint representing the intrinsic (abbreviated as “int”) electronic
energy of the conformer at 0 K, i.e., excluding solvent effects, ΔGthermal the thermal correction to
the Gibbs energy from 0 to 298K and ΔGhyd the Gibbs energy of hydration at 298.15K. The val‐
ues of Eint, Gsol, ΔGhyd, as well as the equilibrium populations at 298.15 K, are given in Table 3. In
this table are also included the values of the C(1)-C(2)-C(3)-C(3) and C(2)-C(3)-C(4)-C(5) dihe‐
drals, abbreviated as D(1) and D(2), respectively. The relative stability of the conformers in sol‐
ution is governed by a balance between two effects: interaction with the solvent (quantified by
ΔGhyd) and intramolecular interaction (quantified by Eint). In general, conformers with a favora‐
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ble intramolecular interaction are weakly hydrated and vice-versa. The most abundant con‐
former in solution, tg (Pop. = 67%), is the one having a less negative ∆Ghyd; however, the
intrinsic energy decrease arising from the formation of an internal N+–H‧‧‧O hydrogen bond
(see Figure 9), turns it into the lowest energy conformer. Unlike, the second most stable con‐
former (tt) has a fully distended backbone that hampers the formation of the just referred intra‐
molecular hydrogen bond and so it has a relatively high intrinsic energy. Its stabilization
results essentially from a favorable interaction with the solvent. Both conformers represent ca.
81% of the conformational composition in aqueous solution at 298.15K.

tg tt

tg’ (β) gg (α)

C(1) C(2)

C(3)
C(4)

C(5)

Figure 9. CPCM/B3LYP/aug-cc-pVDZ optimized geometries of relevant conformers of the zwitterionic glutamic acid in
aqueous solution. Dashed line represents an intramolecular hydrogen bond. Atom numbering scheme is shown for
the most stable conformer.

Regarding the two crystal conformations, tg’ (β) and gg (α), they are stable forms in aqueous
solution with the values of the C-C-C-C dihedral angles in solution not differing significantly
from those in the crystal. However, somehow surprisingly, their estimated equilibrium popu‐
lations in solution are too low: 2.3 and 0.2% for conformers β and α, respectively. Glutamic acid
thus constitutes an interesting example of a molecule where the conformers experimentally ob‐
served in the crystalline structure are much diluted in aqueous solution. Two immediate con‐
clusions can be drawn from this result: (1) the conformational composition in aqueous solution
does not determine the conformations exhibited by this compound in the final crystalline state;
(2) crystallization is accompanied by a conformational change. The second conclusion implies
that conformers tg and tt, namely the first, are interconverted into the gg and tg’. These inter‐
conversions can be characterized by the energy barriers (∆G‡) separating these conformers. For
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this purpose, we have used the synchronous transit-guided quasi-Newton method (STQN)
[81] in its QST2 variety at the CPCM/B3LYP/aug-cc-pVDZ level. The activation energies corre‐
sponding to the interconversion of the most stable conformer into conformers α and β were cal‐
culated to be ∆G‡ = 18 and 29 kJ mol-1, respectively. This barrier height difference may help to
explain the preferential crystallization of form α at temperatures below 25°C and the increase
of the percentage of form β in the crystals obtained at higher temperatures. Apparently, the de‐
pendence of the crystallization behavior of glutamic acid on temperature is not due to a change
on the relative abundance of the crystallizing conformers in solution with temperature [75], but
rather to the value of the energy barriers for the interconversion of the most stable conformer in
solution into the α and β conformers.

Conf.
Dihedral angles/º Eint/

kJ mol-1

-ΔGhyd/

kJ mol-1

Gsol/

kJ mol-1

Pop.

(%)D(1) D(2)

tg 178.5 75.3 13.1 184.8 0.0 67.1

tt 168.9 -177.2 56.9 223.7 3.9 13.6

g’g’ -52.5 -79.9 0.0 168.2 4.8 9.8

gt 63.1 178.8 36.4 196.1 7.4 3.5

g´t -56.5 178.7 52.1 213.7 7.7 3.0

tg’(β) 172.5 -69.8 59.6 221.9 8.4 2.3

gg’ 62.4 -85.1 49.8 208.1 12.5 0.4

gg(α) 66.1 61.1 54.7 210.5 14.0 0.2

g´g -61.7 81.4 71.1 225.3 18.3 0.0

Table 3. Dihedral angles, intrinsic electronic energies at 0K (Eint), Gibbs energies in aqueous solution (Gsol), Gibbs
energies of hydration (ΔGhyd) and Boltzmann populations (Pop.) at 298.15K of the zwitterionic glutamic acid
conformers, calculated at the CPCM/B3LYP/aug-cc-pVDZ level.

6. Molecular dynamics study of pre-nucleation clusters

The molecular aggregates individualized in the early stages of nucleation (pre-nucleation)
are windows to follow the crystallization process. Data on the self-assembly of erythritol
and L-threitol in supersaturated aqueous solutions are reported through molecular dynam‐
ics (MD) simulations. MD is one of the most comprehensive computer simulation tools, with
enormous application in the study of large systems and molecular phenomena requiring
longer observation times. Relevant molecular phenomena are often adequately described by
classical mechanics, providing reliable force-fields are available for a variety of systems. The
results of the MD simulations presented in this chapter were carried out in the NpT ensem‐
ble and under periodic boundary conditions, resorting to the GROMACS package, version
4.5.4 [82] and GROMOS 96 43a1 force field [83]. Long-range electrostatics was computed us‐
ing the particle mesh Ewald (PME) method, while for Lennard-Jones energies a cut-off of 1.4
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nm was applied. Temperature (298K) and pressure (1bar) were coupled to Berendsen exter‐
nal baths, with coupling constants of 0.1 and 0.5 ps, respectively. Each system was firstly
subjected to an energy minimization step, and then left to evolve up to 80ns, using in both
parts a standard time step of 2 fs. The last 40 ns of production runs were subsequently sub‐
jected to standard analysis, such as radial distribution functions [RDF, g(r)].

Useful data about the type of aggregates formed in solution can be given by the RDFs for
the different pairs of solute OH groups (OH–OH) which are depicted in Figure 10. They
were obtained from the simulation of an aqueous solution containing 11 solute molecules
and 4000 solvent molecules, corresponding to a concentration of 75g /100 cm3, which is near
to the saturation concentration [84].
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Figure 10. OH–OH RDFs for erythritol and L-threitol in aqueous solution. For better visualization the most relevant
curves are numbered as c1, c2, etc.

In erythritol, the most prominent RDFs are found for the O(2)H–O(3)H and O(1)H–O(4)H
pairs. Both RDFs, labeled in Figure 10 as c1 and c2, respectively, exhibit sharp and intense
peaks at r (nearest distance between groups) = 0.16 and 0.25 nm. This indicates that the self-
assembly of erythritol in solution yields well organized clusters formed by hydrogen bonds
involving preferentially the O(1)H and O(4)H groups or the O(2)H and O(3)H groups. Anal‐
ysis of the MD trajectory shows that these clusters are mostly dimers with some of them in‐
volving simultaneously the two just referred H-bonds (cyclic dimers). Interestingly, the
cyclic dimer formed by these two H-bonds is the one existing in the crystalline structure.
Some illustrative snapshots of these dimers are displayed in Figure 11. From the other OH–
OH RDFs shown in Figure 10 one can conclude that the formation of intermolecular hydro‐
gen bonds involving the remaining groups is very unlikely to occur. In fact, the integration
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of all RDFs up to 0.28 nm (cut-off distance for the formation of an H-bond [85]) reveals that
their probability of formation is lower than 15%.

Regarding L-threitol, the RDF profiles are substantially different from those obtained for eryth‐
ritol. In fact, the most relevant RDFs, labeled in Figure 10 as c1 to c5 and corresponding to the
O(3)H–O(3)H, O(2)H–O(3)H, O(2)H–O(4)H, O(1)H–O(3)H and O(2)H–O(2)H interactions,
show relatively well defined first peaks centered at 0.15 nm. The first peaks heights are much
lower than in erythritol which means that the organized part of the L-threitol clusters is much
smaller as compared to that in erythitol. The remaining part of the clusters has a disordered
structure as evidenced by the broad peaks located at larger distances. This result is an argu‐
ment in favor of the lower crystallization tendency of this compound, in addition to the confor‐
mational one discussed in section 4. The snapshots of L-threitol clusters during the simulation
show the existence of various types of disordered oligomers (Figure 12).

Figure 11. Snapshots of the erythritol clusters formed in aqueous solution.

Figure 12. Snapshots of the L-threitol clusters formed in aqueous solution.
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7. Conclusion

Structural aspects of crystallization from solvents were pointed out throughout this chapter.
Particular attention was paid to the conformational variation of flexible molecules during
this process. Three compounds were taken as examples: erythritol, L-threitol and glutamic
acid. The different crystallization behavior shown by the two alditols was understood in
terms of the resemblance between the solution and crystal conformers. Regarding glutamic
acid, it is a quite peculiar example since the conformers existing in the two identified confor‐
mational polymorphs have a negligible weight in aqueous solution. Their selective crystalli‐
zation has been interpreted on the grounds of the energy barriers separating the dominant
conformer in solution and those found in both crystalline forms.

The investigation of the structure of the molecular aggregates formed in solution by molecu‐
lar dynamics, here exemplified for erythritol and L-threitol, has proven to be a valuable con‐
tribution to better understand crystallization.

Polymorphism, an important property of the solid state structure with various practical im‐
plications, was called in the present chapter as a tangly pathway in the crystallization proc‐
ess. Additional crystalline structure complexity may result from crystal disorder, hardly to
be included in the polymorphism concept.
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1. Introduction

1.1. Chemical vapor transport reactions

A variety of processes of crystal growth proceeds via the gas phase. A short comparative
overview on gas phase transports is given here. However, in the main we deal with the concept
of Chemical Vapor Transport Reactions [1, 2]. The term “Chemical Vapor Transport” (CVT)
summarizes heterogeneous reactions which show one shared feature: a condensed phase,
typically a solid, has an insufficient pressure for its own volatilization. But the pertinent phase
can be volatilized in the presence of a gaseous reactant, the transport agent, and deposits
elsewhere, usually in the form of crystals. The deposition will take place if there are different
external conditions for the chemical equilibrium at the position of crystallization than at the
position of volatilization. Usually, different temperatures are applied for volatilization and
crystallization, Figure 1.

Figure 1. Scheme of CVT experiments for crystallization of solids in a temperature gradient.

© 2013 Schmidt et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



Chemical vapor transport reactions address the formation process of pure and crystalline
solids. Especially, the growth of single-crystalline material is of particular value because,
among other things, it allows the determination of the crystal structure by diffraction methods.
Beyond the aspect of basic research, chemical vapor transport reactions have also gained
practical significance: they form the basis of the operating mode of halogen lamps. Further‐
more, an industrial process is based on a chemical transport reaction, the Mond-Langer-
Process for the production of ultrapure nickel [3]. Chemical vapor transports likewise occur
in nature forming minerals without human influence, in particular at places of high temper‐
atures. Bunsen was the first who observed and described it [4]. He noticed that the formation
of crystalline Fe2O3 is associated with the presence of volcanic gases which contain gaseous
hydrogen chloride. Van Arkel and de Boer were the first scientists who carried out specific
transport reactions in the laboratory from 1925 onwards [5]. They were motivated by the huge
interest in finding a process to fabricate pure metals like titanium at that time [6]. Van Arkel
and de Boer used the so called glowing wire method. In the process, the contaminated metal M
(e.g. a metal of the 4th group) transforms into a gaseous metal iodide (MIn) in the presence of
iodine as the transport agent. The iodide is formed at the metal surface in an exothermic
reaction and vaporizes completely, thus reaching a glowing wire which was heated up to high
temperatures. On the glowing wires surface, the back reaction (that is the endothermic
reaction) is favored by Le Chatelier’s principle. That way the decomposition of the metal iodide
via the metals deposition proceeds and the metal is deposited on the hot wire.

A systematic research and description of chemical transport reactions was carried out by
Schäfer in the 1950s and 1960s [1]. It became apparent that pure and crystalline species of
various solids could be made with the help of chemical transport reactions: metals, metalloid,
and intermetallic phases as well as halides, chalcogen halides, chalcogens, pnictides and many
others. The current knowledge comprises of thousands of different examples for chemical
vapor transport reactions. The results of different periods of investigations are recorded in
some review articles [7-13]. Besides, the monographs [1, 2] and an extensive book chapter [14]
give an overview on principles and applications of chemical transport reactions referred to the
pertinent period of knowledge. To date the chemical vapor transport method developed to be
an important and versatile preparative method of solid state chemistry.

Schäfer’s endeavour also showed that chemical transport reactions follow thermodynamic
regularities [15]; kinetic effects are rarely observed which makes a general description easier.
Subsequently, the thermodynamic approaches for detailed description of chemical vapor
transports became more sophisticated [16-22]. As a result, complex models for the description
of vapor transports of phase mixtures, phases with variable composition, and transports with
deposition sequences were established - the “Extended transport model” [18-21] and the “Co-
operative transport model” [22]. Thus, the understanding of chemical vapor transport
reactions is well developed; predictions on alternative transport agents, optimal reaction
conditions and the amount of transported substance are possible and fairly easy accessible via
computer programs [23, 24]. Indeed, the proper handling of these programs requires a
profound knowledge on thermodynamic data (enthalpy, entropy, heat capacity) of all
condenses and gaseous substances that are involved.
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The following section shall provide an extensive overview on both principles and mechanisms
of chemical vapor transport reactions and on characteristic examples of crystal growth of
different substance classes by CVT. A simple thermodynamics basis is given in order to set
you in ability to estimate the conditions of vapor transport experiments by own calculations;
more complex calculations methods are presented for advanced investigations. Not at least, a
short introduction for performing different CVT experiments (ampoule technique, oven setup,
determination of transport rates, investigation of transport sequences,…) is given.

2. Vapor transport methods and principles

2.1. Overview on vapor transport methods

A vast number of reactions involving gas phases hardly differ from each other: If a condensed
substance encounters a temperature gradient, it moves from the place of dissolution via the
gas phase to the place of deposition, from source to sink. However, we do not “see” how the
substance is led to the gas phase and deposited at another place. The mechanisms of gas phase
transports can be deduced from experimental determination of the gas phase composition and/
or from thermodynamic considerations of the pertinent heterogeneous equilibria between the
solid and the gas phase [25].

Sublimation: Sublimations occurs without decomposition of the initial solid by forming only
one dominating gas species. Substances showing sublimation are often solids constituting of
molecular units, which are “bonded” by only weak interactions. The much stronger (covalent)
bond in the molecular unit persist even under external energy stress, and the molecule can
sublime undecomposed. Iodine, I2 is a concise example of sublimation.

( ) ( )2 2I s I g¾¾®¬¾¾ (1)

Figure 2. Composition of the gas phase of sublimation of AlCl3.
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The other possible gas species in the system, I(g) is of less importance due to the significant‐
ly lower partial pressures at the temperature of sublimation.

Saline solids can sublime, too. A well-known example is aluminum(III) chloride which is
present in the gas phase in large proportion in form of dimeric molecule Al2Cl6, Figure 2. The
additional systems gas species, such as AlCl3(g), Cl2(g), and Cl(g) show significantly lower
partial pressures at the given temperature and thus not take part in the evaporation process.

( ) ( )3 2 62 AlCl s Al Cl g¾¾®¬¾¾ (2)

In a generalized form, the sublimation of a compound ABx is described by equilibrium (3).

( ) ( ) x xAB s AB g¾¾®¬¾¾ (3)

Decomposition sublimation: If there is no stable molecular unit which is evaporable, a solid
can decompose into various gaseous products while heating. Changing the equilibrium
conditions, the initial solid can be recovered out of such a gas phase. This is called decompo‐
sition sublimation.

The gas phase transport of bimuth(III) selenide - Bi2Se3, an important constituent for thermo‐
electric materials - shows the characteristic of that. It decomposes into stoichiometric amounts
of BiSe(g) and Se2(g) in the vapor phase, the molecule of the initial composition Bi2Se3(g) does
not occur in evaporation process, Figure 3. During cooling, the gas phase condenses completely
and solid solid bimuth(III) selenide is formed (4).

( ) ( ) ( )2 3 22 1 / 2 Bi Se s BiSe g Se g¾¾®¬¾¾ + (4)

Figure 3. Composition of the gas phase of decomposition sublimation of Bi2Se3.
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As a generalization, the decomposition sublimation of a compound ABx can be described by
the equilibria (5) or (6), respectively.

( ) ( )xAB A g xB g¾¾®¬¾¾ + (5)

( ) ( ) ( )x yAB AB g x y B g+¾¾¾ -®¬¾ (6)

The gas phase transport of Bi2Se3 by decomposition sublimation gives an example for congru‐
ent dissolution and condensation. Thus, a solid of always the same, constant composition is
deposited. Nevertheless, a decomposition sublimation can be incongruent, too. Often, the
product of an incongruent decomposition sublimation has the same composition as the initial
solid. A simple example of this is copper(II) chloride. If heated at a running pump to several
hundred degrees, the steam that is built in subsequent equilibria (7) and (8) contains the
molecules CuCl, Cu3Cl3, Cu4Cl4 and Cl2.

( ) ( ) ( )2 2  1 / 2 CuCl s CuCl s Cl g¾¾® +¬¾¾ (7)

( ) ( )CuCl s CuCl g¾¾®¬¾¾ (8)

The mechanism of decomposition sublimation is even more complex in the case of Bi6Cl7 [25,
26]. The initial solid is decomposed into a second solid – here elemental bismuth – and the
dominating gas species BiCl3 in equilibrium (9). Thereby, the compositions of the gas phase
and thus the “solubility” of all components is unequal the initial composition of the solid,
Figure 4.

( ) ( ) ( )6 7 33 / 7 11 / 7 Bi Cl s Bi s BiCl g¾¾®¬¾ +¾ (9)

( ) ( ) ( )6 7 32 11 Bi Cl s BiCl g BiCl g¾¾® +¬¾¾ (10)

Nevertheless, the gas phase transport of Bi6Cl7 is realized by a second, subordinated equili‐
brium (10). In this case, the composition of the deposited solid strongly depends on the
experimental conditions: Congruent deposition of Bi6Cl7 only occurs with low temperature
gradients between source and sink. At higher temperature gradients pure BiCl3 is deposited.

As has been shown, the mechanism of gas phase transport will get more complicated if the
decomposition leads to a further condensed solid and a reactive gas phase. Subsequent, auto
transport processes can result.
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Auto transport: The auto transport resembles the appearance of sublimation or decomposition
sublimation. Nevertheless, the transported solid does not generate an effective partial pressure
on its own. Rather, a transport agent is formed by (incongruent) thermal decomposition of the
solid and the substance is transferred into the gas phase at a higher temperature without the
addition of an external transport agent. The crystallization of MoBr3 serves as an example of
auto transport processes. The compound decomposes incongruently under formation of solid
MoBr2(s) releasing a gas phase of the dominant species MoBr4 and Br2 in equilibria (11) and
(12), see Figure 5. The heterogeneous equilibria of MoBr4 and Br2 with the initial solid MoBr3

can lead at higher temperature to the vapor transport equilibrium (13).

( ) ( ) ( )3 2 42MoBr s MoBr s MoBr g¾¾¾ +®¬ ¾ (11)

( ) ( ) ( )3 2 21 / 2 MoBr s MoBr s Br g¾¾®¬ ¾ +¾ (12)

( ) ( ) ( )3 2 41 / 2 MoBr s Br g MoBr g¾ ®¬¾¾+ ¾ (13)

Based on this example, one can formulate the course of the auto transport in general terms [25]:
A compound ABx(s) does not generate a transport effective partial pressure of the gas species
ABx(g) or A(g)+B(g) (AB(g)+B(g)) on its own. The auto transport is based on two coexisting
solid phases ABx(s) and ABx–n(s) as well as a gas phase which is generated through a decom‐
position reaction (14). The formed gaseous species B then reacts under the formation of only
gaseous product ABx+n in the sense of CVT reactions (15).

( ) ( ) ( )x x nAB s AB s nB g-
¾ ®¬ +¾¾¾ (14)

Figure 4. Composition of the gas phase of decomposition sublimation of Bi6Cl7.
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( ) ( ) ( )x x nAB s nB g AB g+
¾¾®¬¾¾+ (15)

Auto transports are generally endothermic reactions like sublimation and decomposition
sublimation (deposition in the direction form source to sink: hot to cold). The transport
equilibrium can only be effective if two conditions are met: First, the partial pressure of B must
be sufficiently high and second, the transporting phase ABx(s) must remain in equilibrium,
thus ABx(s) must not be decomposed completely. B stands for a gaseous decomposition
product in the sense of equation (14). Thus, B can be an atom (e.g. an bromine atom), a
homonuclear molecule (Cl2, Br2, O2,…) or a heteronuclear molecule.

There may be a smooth transition of the described phenomena of sublimation or decomposi‐
tion sublimation to the mechanism of auto transport. The dissolution of CrCl3 in the gas phase
represents such a complex behavior. One can find congruent sublimation, the formation of
gaseous chromium(III) chloride, and of an incongruent decomposition at the same time. In a
consecutive reaction chlorine can react with the primary solid CrCl3, thus becoming the
transport agent. The transport effective gaseous molecule is CrCl4, Figure 6. In case of the
chlorides MoCl3 or VCl3, the gas molecules MCl3 are too unstable or unknown and the
movement in the temperature gradient takes place only through auto transport according to
the equilibria (16) and (17) (M = Cr, Mo, V).

( ) ( ) ( )3 2 21 / 2 MCl s MCl s Cl g¾¾®¬ ¾ +¾ (16)

( ) ( ) ( )3 2 41 / 2 MCl s Cl g MCl g¾¾®¬¾+ ¾ (17)

The principle of auto transport is to apply also for other substance classes, such as oxides,
chalcogenides and above all chalcogenide halides. As an example of the auto transport of an
oxide, the crystallization of IrO2 is presented. At temperatures of about 1050 °C the phase

Figure 5. Composition of the gas phase for the auto transport of MoBr3.
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decomposes into the metal and molecular oxygen (18). In a subsequent heterogeneous
equilibrium (19), oxygen reacts with the primary solid to form the transport effective gas
species IrO3, Figure 7. The back reaction takes place at lower temperature and IrO2 is deposited.

( ) ( ) ( )2 2IrO s Ir s O g¾¾®¬¾¾ + (18)

( ) ( ) ( )2 2 32 2IrO s O g IrO g¾¾®¬¾¾+ (19)

Figure 7. Composition of the gas phase for the auto transport of IrO2.

Generally, all the auto transports are feasible as “regular” chemical vapor transport reactions.
In these cases, the transport is possible as well through the addition of the transport agent
without the preceding decomposition reaction. An important difference in both experiments
can be observed: As the auto transport is based on a decomposition reaction, crystals of a
different (metal rich) composition can be deposited. Thus the auto transport of IrO2 leads to
the deposition of IrO2−x (depleted by oxygen). Otherwise, the regular vapor transport in an

Figure 6. Composition of the gas phase for vapor transport processes of CrCl3.
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open systems oxygen stream (p(O2) = 1 bar) leads to the formation of pure IrO2 [1]. The transport
behavior of RuO2 is to discuss in the same way: by auto transport RuO1.998 is obtained while
RuO2.0 crystallizes in vapor transport experiments with excess of oxygen [5]. Even if the change
in composition is very small, the physical properties can differ significantly. Thus the specific
electrical resistance of RuO2 is of more than one order of magnitude higher than of RuO2−x [27].

If at least one of the components of ABx does not form a gas species with sufficient vapor
pressure which is suitable for a substance transport (sublimation, decomposition sublimation,
auto transport), the addition of an external transport agent will be necessary.

Chemical Vapor transport reaction: A chemical vapor transport reaction is characterized by
the fact that another substance, the transport agent, is required for the dissolution of a solid in
the gas phase. This characteristic is to illustrate by the example of vapor transport of zinc oxide
by addition of chlorine. ZnO decomposes forming its own vapor phase with only small extent.
Thus, the equilibrium pressure at a temperature of 1000 K is below 10−10 bar, Figure 8. By adding
chlorine, the transport effective gas species ZnCl2 and O2 are formed in heterogeneous
equilibrium (20). Here, the substances that appear in the vapor are different to those in the
solid. Thereby transport effective vapor pressures (p(i) > 10−4 bar) of the gas species can be
observed already below 600 K, Figure 9.

( ) ( ) ( ) ( )2 2 21 / 2ZnO s Cl g ZnCl g O g¾¾®¬¾ +¾+ (20)

Figure 8. Composition of the gas phase for the thermal decomposition of ZnO.

The chemical vapor transport of ZnO is also possible by addition of hydrogen chloride.
Likewise for the transport with chlorine ZnCl2 is formed as the transport effective species for
the transfer of zinc from source to sink, Figure 10. Otherwise the used transport agent HCl can
react with oxygen, too. Thus the oxygen transferring species H2O is formed in equilibrium (21).

( ) ( ) ( ) ( )2 22ZnO s HCl g ZnCl g H O g¾¾®¬ +¾¾+ (21)
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Figure 10. Gas phase composition for the CVT of ZnO with hydrogen chloride.

Here, the general principle of transport reactions can be seen clearly: The source material is
transformed reversibly into gaseous products by the use of the transport agent. The transfer
of the solid can be realized in different ways by formation of both heteronuclear species (like
ZnCl2 and H2O) and atomar or homonuclear species (O2).

( ) ( ) ( ) ( )/x n yAB s nC g AC g x yB g¾¾®¬¾¾+ + (22)

( ) ( ) ( ) ( )/x n yAB s nCD g AC g x yB D g¾¾®¬¾¾+ + (23)

2.2. Principles and thermodynamic considerations on CVT

In principle, two working methods are applied for the practical realization in the laboratory:
the transport in open or closed systems. An open system is applied with an on both sides
opened tube made of glass or ceramic material. Inside, a continuous flow of the transport agent
is led over the source material; the solid, which is kept at a certain temperature, deposits at a

Figure 9. Composition of the gas phase for the CVT of ZnO with chlorine.
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different place with another temperature under the release of the transport agent. In a closed
system, typically a sealed ampoule, the transport agent remains in the system and constantly
re-enters the reaction. Thus, in a closed system, a much smaller amount of the transport agent
is needed. In some cases only few milligrams of the transport agent are sufficient to cause a
transport effect. In the laboratory one predominantly works with closed systems. An easy
closed system is a sealed glass tube. Such a transport ampoule has a typical length of 100 to 200
mm and a diameter of 10 to 20 mm. It includes about one gram of the solid which is to be
transported, and as much transport agent as is needed to raise the pressure in the ampoule to
one bar or less during the reaction.

It is of prime interest for preparative working chemists whether a certain solid can be prepared
with the aid of chemical vapor transport reactions, which transport agents are suitable and
under which conditions a transport can be expected. At this point, we want to appoint some
general qualitative considerations.

• The suitable transport agent for the investigated system

The vapor transport reaction has to realize, that all formed products are gaseous under the
reaction conditions. Thus a suitable transport agent is to select, which can transfer all compo‐
nents of the initial solid into the gas phase.

• The basic precondition for successful CVT

The equilibrium position of the transport reaction must not be extreme, so that dissolution into
the gas phase and re-condensation of the solid are possible under slightly changed experi‐
mental conditions. In cases of an extreme equilibrium no dissolution occurs (evaporation
reaction unfavored) or the formation of gaseous products is not reversible (back reaction under
re-condensation unfavored). In both cases no vapor transport is observed.

• The suitable temperature

The temperature at which the numerical value of the equilibrium constant Kp equals 1 (ΔrG0
T

= 0) is referred to as optimal transport temperature Topt (Topt = ΔrH0
T / ΔrS0

T).

• The transport direction

The transport is caused in almost every case by different temperatures and therefore changed
equilibrium position in source and sink. It is common to characterize the volatilization (source)
and the deposition temperature (sink) with T1 and T2, respectively, T1 representing the lower
temperature. The transport direction results from the sign of the reaction enthalpy of the
transport reaction based on Le Chatelier’s principle. Therefore, exothermic transport reactions
always transport to the zone of higher temperature - from T1 to T2 (T1 → T2), endothermic
reactions transfer the solid to the cooler zone - from T2 to T1 (T2 → T1).

• The rate of mass transport

A chemical vapor transport reaction can be divided into three steps: the forward reaction at the
source material; the gas motion; and the back reaction leading to the formation of the solid in the
crystallization zone. In most cases, the slowest and therefore the rate-determining step is the
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gas motion. At a pressure of about 1 bar, the gas motion mainly takes place through diffusion;
thus, the diffusion laws determine the velocity of the whole process. As we are observing the
diffusion of gases, it is practicable to introduce the partial pressure gradient dp/ds. Thus, the
transported amount of substance per time is proportional to the partial pressure gradient.

To intensify the theoretical understanding of chemical vapor transport reactions in a compre‐
hensible way the representative experiment of the transport of tungsten(IV) oxide is illustrated.
With the help of the clear example of the transport of WO2, the mentioned general considera‐
tions can be tackled:

The suitable transport agent for the investigated system. The solid WO2 does not have an
own measurable vapor pressure which would be suitable to transfer the compound to the gas
phase in the sense of a sublimation. The phase rather decomposes at 1000 K with an oxygen
partial pressure of 10−20 bar towards metallic tungsten. Here, the addition of a transport agent
is necessary. As a general rule, the halogens chlorine, bromine and iodine (24) or halogen
compounds (25), such as the hydrogen halides HX (X = Cl, Br, I) are suitable as transport agents.
For the transport of WO2 the gas species WO2X2 can be effective for vapor transport. Thus all
the components of the system – tungsten, oxygen, and chlorine – are present in the gas phase.
Finally, the transport equations can reflect the formation of only gaseous species.

( ) ( ) ( )2 2 2 2WO s X g WO X g¾¾®¬¾¾+ (24)

( ) ( ) ( ) ( )2 2 2 22 WO s HX g WO X g H g¾¾®¬ +¾¾+ (25)

Also, adding mercury halides, which are solid at room temperature, is potentially suitable to
transport both components of the solid phase – tungsten as well as oxygen – into the gas phase
(26).

( ) ( ) ( ) ( )2 2 2 2WO s HgX g WO X g Hg g¾¾®¬ +¾¾+ (26)

At temperatures above 300 °C the mercury halides evaporate completely. Afterwards the gas
species WO2X2 is formed in addition to mercury. Here, only gaseous species (WO2X2(g)+Hg(g))
are formed, too.

The basic precondition for successful CVT. Basic precondition for chemical vapor transport
reactions is a balanced equilibrium position: For reactions which are described by one
independent reaction equation, transports can be expected for equilibrium constants Kp in the
range from 10–4 up to 104 respectively Gibbs energies ΔrG0 of approx. –100 to +100 kJ mol–1. The
partial pressure gradient Δp as a driving force for the material transport between dissolution
and deposition site is achieved by a temperature gradient.
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A highly exergonic reaction ΔrG0< –100 kJ mol–1 (Kp > 104) shows a high dissolution of the solid
into the gas phase. That sounds great. But: The back reaction under deposition of the solid
phase is not possible in thermodynamic terms. That means that on the source side the trans‐
porting compound is almost completely transferred into the gas phase without depositing on
the sink side. During a highly endergonic reaction ΔrG0 > 100 kJ mol–1 (Kp < 10−4) the solid is
hardly transferred into the gas phase, thus a transport cannot take place. With the help of
thermodynamic data of the substances involved in the reaction, the values of the Gibbs energy,
respectively the equilibrium constants of possible transport reactions can be calculated.

( ) ( ) ( )2 2 2 2WO s Cl g WO Cl g¾¾®¬¾¾+ (27)

Δr H 0
1000

= −86.5 kJ · mol –1,  ΔrS
0

1000
=73.2 J · mol –1 · K –1

ΔrG
0

1000
= −159.7 kJ · mol –1, Kp , 1000

≈  108

( ) ( ) ( )2 2 2 2WO s Br g WO Br g¾¾®¬¾¾+ (28)

Δr H 0
1000

=13.0 kJ · mol –1,  ΔrS
0

1000
=74.7 J · mol –1 · K –1

ΔrG
0

1000
= −61.7 kJ · mol –1, Kp , 1000

≈  103

( ) ( ) ( )2 2 2 2WO s I g WO I g¾¾®¬¾¾+ (29)

Δr H 0
1000

=  112.4 kJ · mol –1,  ΔrS
0

1000
=  84.6 J · mol –1 · K –1

ΔrG
0

1000
=  27.8 kJ · mol –1, Kp , 1000

≈  10–2

( ) ( ) ( ) ( )2 2 2 22 WO s HCl g WO Cl g H g¾¾®¬ +¾¾+ (30)

Δr H 0
1000

=  31.0 kJ · mol –1,  ΔrS
0

1000
=  283.4 J · mol –1 · K –1

ΔrG
0

1000
=  −252.4 kJ · mol –1, Kp , 1000

≈  1013

Chemical Vapor Transport Reactions–Methods, Materials, Modeling
http://dx.doi.org/10.5772/55547

239



( ) ( ) ( ) ( )2 2 2 22 WO s HBr g WO Br g H g¾¾®¬ +¾¾+ (31)

Δr H 0
1000

=  105.7 kJ · mol –1,  ΔrS
0

1000
=  296.1 J · mol –1 · K –1

ΔrG
0

1000
=  −190.4 kJ · mol –1Kp , 1000

≈  1010

( ) ( ) ( ) ( )2 2 2 22 WO s HI g WO I g H g¾¾®¬ +¾¾+ (32)

Δr H 0
1000

=  174.6 kJ · mol –1,  ΔrS
0

1000
=  314.3 J · mol –1 · K –1

ΔrG
0

1000
=  −139.7 kJ · mol –1, Kp , 1000

≈  107

The calculations’ results give a realistic outlook on the prospective results of transport
experiments: Using halogens the transport with iodine seems to be promising (29). In the case
of bromine, the transport seems at least possible (28) whereas chlorine causes an extreme
equilibrium position under the formation of WO2Cl2(g) – a transport should not be possible
(27). With the hydrogen halides equilibria are far on the side of the reaction products (30 – 32).
This is due to clearly higher gain of entropy during the reaction. Although one can observe
gradations in the equilibrium position for transports with HI and HBr compared to HCl,
transports are principally not expected.

The transport of WO2 with mercury halides seems possible for all three transport agents
HgX2 (X = Cl, Br, I): The equilibrium constants are within the limits of 10−4 < Kp < 104. Thus,
these systems are ideal to foster the understanding of a systematic approach and particularly
to extend the understanding of chemical vapor transports. In the following, we shall focus on
the transport of WO2 with mercury halides. Using mercury bromide as a transport agent, the
equilibrium position is least extreme (34) – in this case, the best transport results can be
expected, see Figure 11. Using HgCl2(g) for the transport, the equilibrium position is shifted
to the right (33); that means, the solid WO2 is transferred well into the gas phase. However,
the deposition of the solid on the sink side is only possible to a limited degree. Even when the
temperature is decreased, the equilibrium position is still on the product side. The equilibrium
constant for the transport with HgI2(g) indicates that the solid is hardly dissolved – the
equilibrium position is shifted to the left (35). Thus, these are adverse conditions for a transport.

( ) ( ) ( ) ( )2 2 2 2WO s HgCl g WO Cl g Hg g¾¾®¬ +¾¾+ (33)

Δr H 0
1000

=  115.5 kJ · mol –1,  ΔrS
0

1000
=  171.9 J · mol –1 · K –1

ΔrG
0

1000
−56.4 kJ · mol –1, Kp , 1000

≈  103bar
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( ) ( ) ( ) ( )2 2 2 2WO s HgBr g WO Br g Hg g¾¾®¬ +¾¾+ (34)

Δr H 0
1000

=  190.5kJ · mol –1,  ΔrS
0

1000
=  170.5 J · mol –1 · K –1

ΔrG
0

1000
=  20.0 kJ · mol –1, Kp , 1000

≈  10−1bar

( ) ( ) ( ) ( )2 2 2 2WO s HgI g WO I g Hg g¾¾®¬ +¾¾+ (35)

Δr H 0
1000

=  249.6 kJ · mol –1,  ΔrS
0

1000
=  179.2 J · mol –1 · K –1

ΔrG
0

1000
=  70.4 kJ · mol –1, Kp , 1000

≈  10−4bar

Figure 11. Equilibrium constants of transport reactions of WO2(s) with HgX2(g), X = Cl, Br, I.

The suitable temperature. The optimum average temperature [T̄  = (T2+T1)/2] for chemical
vapor transports results from the requirement of ΔrG0 ≈ 0. If the thermodynamic data of the
reaction are known, which can easily be obtained from the values of the involved species
according to Hess’s law, the optimum average temperature can be calculated from quotient of
the reaction enthalpy and entropy (38). Vant`t Hoff`s equation (37) establishes the link between
the equilibrium constant K and the thermodynamic data of the reaction enthalpy and entropy.
The better the data, the more realistic are the results. With the help of standard data given for
298 K, the first estimation of the optimum transport temperature can be made. The results of
this calculation are not to be met to the exact degree. One rather finds a range of ± 100 K which
is suitable for the transport.

∆ GT
0

r = - ∆ HT
0

r - T ⋅∆ ST
0

r (36)

lnK = -
∆ H T

0
r

R ⋅T +
∆ ST

0
r

R
(37)
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For the precondition of balanced equilibrium position at K = 1 (ΔrG0
T = 0) results:

Topt =
∆ H T

0
r

∆ ST
0

r
(38)

Through differences in the temperatures of the source and sink side, the equilibrium position
is brought towards the gaseous products when dissolving and shifted towards the solid when
deposing. Calculations of the equilibrium constants were first made for an average tempera‐
ture of 1000 K. If the temperatures vary, one will get the typical courses of the curve (see Figure
11). If the temperature is decreased, the equilibrium position in the transport system with
HgCl2 becomes less extreme. In contrast, the equilibrium position for the transport with HgI2

becomes more favorable when the temperature is increased above 1000 K. The optimum,
average temperature resulting from the quotient of the reaction enthalpy and entropy for the
transport with HgCl2 is at about 700 K respectively 400 °C; with HgBr2 at about 1100 K
respectively 800 °C and with HgI2 1400 K (1100 °C, respectively). In this case, the calculation
of the temperature on the basis of the standard values at 298 K as well as of the derived values
for 1000 K lead to the same results; which means that an estimation is possible with simple
calculations, (39 – 41).

( ) ( ) ( ) ( )2 2 2 2WO s HgCl g WO Cl g Hg g¾¾®¬ +¾¾+ (39)

Δr H 0
298

=  122.5 kJ · mol –1,  ΔrS
0

298
=  183.6 J · mol –1 · K –1

Topt =  125500 J · mol –1 / 183.6 J · mol –1 · K –1

Topt ≈  700 K  respectively 400 °C

( ) ( ) ( ) ( )2 2 2 2WO s HgBr g WO Br g Hg g¾¾®¬ +¾¾+ (40)

Δr H 0
298

=  1881 kJ · mol –1,  ΔrS
0

298
=  170.0 J · mol –1 · K –1

Topt ≈  1100 K  respectively 800 °C

( ) ( ) ( ) ( )2 2 2 2WO s HgI g WO I g Hg g¾¾®¬ +¾¾+ (41)

Δr H 0
298

=  238.4 kJ · mol –1,  ΔrS
0

298
=  165.4 J · mol –1 · K –1

Topt ≈  1400 K  respectively 1100 °C
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The transport direction. If a transport operation can be described in good approximation by
only one reaction, the direction of the transport results from the heat balance of the heteroge‐
neous equilibrium according to the van 't Hoff equation respectively to the Clausius–Clapeyr‐
on relation (42):

dlnK p

d
1
T

= -
∆ H T

0
r

R (42)

In a reaction with negative reaction enthalpy (exothermic dissolving reaction), the equilibrium
constant Kp increases with decreasing temperatures – thus dissolution takes place at low,
deposition at high temperatures. To put it in other words: The transport is directed to the hotter
zone (T1 →T2).

0  0;   ~  1 /r T pH d lnK d TD < (43)

In a reaction with positive reaction enthalpy (endothermic dissolving reaction), Kp increases
with increasing temperatures – so dissolution takes place at higher, deposition at lower
temperatures. Now, the transport proceeds to the cooler zone (T2 →T1).

0  0;   ~  r T pH d lnK dTD > (44)

The transport direction results only from the reaction enthalpy which is why the conclusion
of all three investigated transport systems of WO2 is clear: The reaction enthalpy is positive in
each case – a transport to the cooler zone results. The total amount of the reaction enthalpy
does not affect the decision if a transport is carried out. If the reaction enthalpy is close to zero
one has to check the accuracy of the used data as they can contain errors of 10 to 20 kJ mol−1.

The rate of mass transport. The substance transport via gas motion between dissolution and
deposition site takes place by diffusion or convection. If the ampoule lies horizontally and if
the total pressure is between 10–3 bar and 3 bar, the substance transport is affected by diffusion
[1, 28]. In most cases, the diffusion is the velocity determining step, as it is much slower than
the heterogeneous reaction of the solid with the transport agent. Using pressures above 3 bar,
convection becomes dominating [28].

The term “transport rate” expresses the amount of deposited substance per time in the sink. For
transports which run by only one reaction, one can describe the transport rate by Schäfer’s
transport equation (45) under the precondition that the chemical transport is solely deter‐
mined by diffusion1) [1, 15]. High values of Δp result in a high transport rate. A large cross section
effects the transport rate positively as does a short transport distance. According to the transport
equation a high average temperature is formally advantageous for the transport rate; howev‐
er, the influence of the temperature on the equilibrium constant, and thus Δp is more essential.
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ṅ(A)= n(A)
t ' = i

j ⋅
∆ p
∑ p ⋅

T̄ 0.75 ⋅ q
s ⋅0.6⋅10-4(mol ⋅ l -1) (45)

ṅ(A): Transport rate /mol h−1

i,j,k stoichiometric coefficients in transport equation: i A(s)+k B(g) = j C(g)+…

Δp: partial pressure difference of the transport effective species C /bar

Σp: total pressure /bar

T̄  average temperature along the diffusion path /K (practically T̄  results as an average of T1

and T2)

q: cross-section of the diffusion path /cm2

s: length of the diffusion path /cm

t’ duration of the transport experiment /h

In most cases instead of the diffusion factor 0.6 10−4 a value of 1.8 10−4 is given which found
entrance to the literature [1]. According to recent findings the factor 0.6 10−4 results in a smaller
numerical value of the diffusion coefficient and corrects a mathematical error.

The calculation of transport rates for WO2 by Schornstein and Gruehn [29, 30] at first show a
clear dominance of transports with HgBr2 in the average temperature range: The expected
transport rates are ten times higher than for transports with HgCl2 and HgI2. Due to the
balanced position of the equilibrium, high differences of partial pressures occur between the
source and the sink. This way, the driving force for diffusion of the gas particles is high and
thus for the substance transport as well. For the transport with HgCl2 the transport rate
decreases with increasing temperatures. As we have already seen, the equilibrium position,
which is far to the right side, is responsible for it. Only if the temperature decreases, the
equilibrium position can move to the left. The resulting, higher differences of partial pressures
between dissolution and deposition side cause increasing transport rates at low temperatures.
Using mercury iodide as transport agent, the equilibrium position is on the side of the source
material at low temperatures. By increasing the temperature the equilibrium position is shifted
to the side of the reaction products, the transport rate increases, Figure 12.

Corresponding to the simple estimation of the transport behavior of WO2 with mercury
halides, one gets the best results with the addition of HgBr2. The chemical vapor transport of
mercury bromide is possible in a wide temperature range. Transport rates above 30 mg h–1 are
achievable, Figure 13. Temperatures of the source side of about 800 °C and of the sink side of
720 °C prove optimum. This result confirms the estimations of the optimum transport
temperature. Due to the shift of the equilibrium position, the transport rate decreases at both,
rising temperatures (880 → 800 °C respectively 960 → 880 °C; and falling temperatures (720 →
640 °C) [2]. Transports with HgCl2 and HgI2 clearly show smaller transport rates. Experiments
with mercury iodides must be realized with higher temperatures according to the estimation.
Temperatures up to 1000 °C are practicable; above, the silica glass ampoule will be heavily
damaged by re-crystallization. Using an average transport temperature of 940 °C, transport
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rates of up to 15 mg h–1 can be achieved, Figure 13. The transport rate decreases drastically
with falling temperatures. With an average temperature of 640 °C the rate is even lower than
1 mg h–1. Transport experiments with HgCl2 show worst results as far as the transport rate is
concerned: According to the calculation, lower temperatures are principally more favorable,
however, in the range from 500 to 700 °C the transport rates are only in the range of 1 mg h–1.
The transport almost grinds to a halt at higher temperatures.

Figure 13. Experimental transport rates during the transport of WO2 with HgX2 (X = Cl, Br, I) according to [2].

One can come to a completely different evaluation if the quality of the crystals instead of the
transport rate is given prominence. Relatively high transport rates cause uncontrolled
nucleation and crystal growth. As a consequence, one gets highly epitaxial and rose-shaped
crystal agglomerations for transports with HgBr2. Frequently one compact solid of these
epitaxial crystallites of WO2 is found in the sink. Using average temperatures of approx. 800
°C in the transport system with HgI2, one gets isolated, rod-shaped crystals of up to 1 mm edge
length, Figure 14. The preparation of mono-crystals for crystal structure analysis is possible
from these approaches, even though not every crystal is suitable. The low transport rate of 1

Figure 12. Progression of theoretical transport rates during the transport of WO2 with HgX2 (X = Cl, Br, I) according to
[29, 30].
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to 2 mg h–1 makes an undisturbed nucleation and crystal growth possible in this case. In the
process, smaller, highly defected crystallites are dissolved in favor of other individuals.

Figure 14. Typical crystal morphology of single crystallites formed during the transport of WO2 with HgI2.

Finally, in selecting the transport agent, the temperature, and the temperature gradient,
respectively, one should consider the aim of the transport. A high transport rate is undoubtedly
advantageous for the synthesis of a compound or the purification of it. If crystals are to be
grown, keep in mind the crystal quality and therefore rather choose a smaller transport rate.

Conclusion. Chemical vapor transport reactions are predictable. Simple estimations concern‐
ing the feasibility and the course of transport reactions are already possible with a basic
understanding of the method and its thermodynamic backgrounds. It is worth the effort in
every case – one avoids unnecessary experiments using “trial and error” procedure. Conclu‐
sions by analogy between similar transport systems are helpful as a first guide. However, the
factual favorable parameter for a transport system should be estimated carefully in advance

3. Chemical vapor transport reactions – applications

3.1. Transport agents and gas species

It is of prime interest for preparative working chemists whether a certain solid can be prepared
by chemical transport reactions, which transport agents are suitable and under which condi‐
tions a transport can be expected. If one wants to use transport reactions only in a preparative
way – without the purpose of understanding the course of the reaction in detail – often it is
sufficing to check on an empiric basis which solid can be transported by using what kind of
transport agent. A further, quantitative description of the transport reaction requires knowl‐
edge of the thermodynamic data of the condensed phases and gaseous molecules that are
involved. In this section, we will provide a short overview of the different kinds of gaseous
inorganic molecule that can occur during chemical vapor transport reactions. Under the
precondition of formation of only gaseous species, transport agents and transport effective
species share the property of high volatility under experimental conditions. Thus, especially
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halogens and halogen compounds are qualified. Some elements, hydrogen compounds, and
oxygen compounds are suitable as transportable species, too.

Halogen compounds. Due to its volatility, metal halides and non-metal halides play a central
role for chemical transport reactions. Thus, halogens and many halogen compounds are
effective and often used transport agents.

Halogens and halogen compounds as transport agents. The elemental halogens chlorine,
bromine and iodine are used frequently as transport agent. Fluorine, in contrast, is not suited
due to extreme equilibrium position of formation of fluorides in most cases. Besides, there are
material problems because fluorine reacts with the ampoule materials if silica glass is used.
Under the pertinent transport conditions, chlorine, bromine, and iodine react with solids of
different substance classes, e.g. with metal, intermetallic compounds, semi-metals, metal
oxides, sulfides, selenides, tellurides, nitrides, phosphides, arsenides, antimonides, silicides,
germanides, some metal halogens and more. In the process, gaseous metal halides respectively
semi-metal halides and the respective non-metal are formed as a rule. In some cases, non-metal
halides are formed. Thus, during a reaction of metal phosphides with a halogen or a halogen
compound, not only metal halides but also phosphoric halides can occur. Due to the fact that
halides show oxidizing characteristics, metal halides or oxide halides are often formed as
transport effective species in which the metal has a higher oxidation level than in the solid as
shown for the transport of chromium(III) chloride with chlorine (46) or tungsten(IV) oxide
with iodine (47).

( ) ( ) ( )3 2 41 / 2 CrCl s Cl g CrCl g¾ ®¬¾¾+ ¾ (46)

( ) ( ) ( )2 2 2 2WO s I g WO I g¾¾®¬¾¾+ (47)

Hydrogen halides are versatile transport agents. The oxidation levels of the metal in the solid
and in the transport effective gas species are generally equal because hydrogen halides do not
have an oxidizing effect. Hydrogen halides are often used during the transport of oxides. Here,
the gaseous metal halide and water vapor are formed. Halogen compounds, such as TeCl4, PCl5,
NbCl5 or TaCl5 are also useful transport agents, especially for metal oxides. Reactions of the
mentioned chlorides lead on the one hand to the formation of gaseous metal chloride or metal
oxide chloride, on the other hand oxygen is fixed in form of volatile oxides (TeO2, P4O6, P4O10)
or oxide chlorides (TeOCl2,  POCl3,  NbOCl3,  TaOCl3).  Oppermann was able to show that
tellurium(IV) chloride is a particular versatile transport agent [31]. According to the basic works
of Schäfer, gaseous metal respectively semi-metal halides are formed as transport effective
species during the reaction of different solids with halogens or halogen compounds [1].

( ) ( ) ( )2 2Co s I g CoI g¾¾®¬¾¾+ (48)
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( ) ( ) ( )4 22 Si s SiI g SiI g¾¾®¬¾¾+ (49)

( ) ( ) ( ) ( )2 4 24 2 TiO s HCl g TiCl g H O g¾¾®¬ +¾¾+ (50)

( ) ( ) ( )3 2 41 / 2 CrCl s Cl g CrCl g¾ ®¬¾¾+ ¾ (51)

( ) ( ) ( ) ( )3 42 3 1 / 2 InP s InI g InI g P g¾¾®¬¾¾+ + (52)

The vapor of metal halides can consist of monomeric, dimeric and/or oligomeric molecules.
With M = Al, Ga, In, Fe, Sc, Y, Ln (Ln = lanthanoides), one can observe particular large amounts
of dimers M2X6. Trimers occur with copper(I) halides and silver halides. Metal halides of
different components A and B can react in the gaseous state under the formation of gas
complexes [32]. Such gas complexes are also formed during heterogeneous reactions between
solid and gaseous halides. For example, gaseous aluminum(III) chloride reacts with a number
of heavy volatile, solid metal chlorides under the formation of gas complexes. This way, their
volatility is massively increased, often by orders of magnitude. These reactions can be used in
vapor transport experiments [33]. This way, cobalt chloride can be transported with alumi‐
num(III) chloride (53) far below the boiling temperature (e.g. 400 → 350 °C) [34]. To date,
numerous of these examples are known [34 - 37]. Thermodynamic data were determined for
a considerable number of gas complexes [38] and empirical rules which can help estimating
the thermodynamic data of gas complexes are laid down [36, 38].

( ) ( ) ( )2 2 6 2 8CoCl s Al Cl g CoAl Cl g¾¾®¬¾¾+ (53)

Oxide halides. Gaseous oxide halides are known of few metals only, in particular of transition
elements [39]. These molecules appear in particular in case of metals with high oxidation
numbers. VOX3, NbOX3, TaOX3 (X = F…I), CrO2X2 (X = F…Br), MoO2X2, WO2X2 (X = F…I),
MoOX4, WOX4 (X = F…Br), ReOCl4, OsO2Cl2, OsOCl4, RuOCl, ReO3X (X = F…I). Gaseous oxide
halides can play an important part as transport effective species during the transport of oxides
[40].

( ) ( ) ( ) ( )2 5 4 32 2 SiO s TaCl g SiCl g TaOCl g¾¾®¬¾¾+ + (54)

( ) ( ) ( ) ( )3 2 2 2 21 / 2 MoO s I g MoO I g O g¾¾®¬ +¾+ ¾ (55)
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Some gaseous oxide halides are known of main group metals. Elements of group 13 form oxide
halides, such as AlOCl, at very high temperatures around 2000 °C. Phosphorus forms several
oxide chlorides and -bromides that are stable at high temperatures: POX3, PO2X, and POX (X
= Cl, Br) [42]. For arsenic and antimony AsOCl and SbOCl are stable at high temperatures,
however, oxide halides with the metal in the oxidation stage V are not known [42]. TeOCl2 is
the most important oxide halide of the main group elements. This gas species plays an
important role during the transport of numerous oxides with tellurium(IV) chloride [31].

Elements in gaseous state. The importance of elemental halogens for chemical vapor transport
reactions was already mentioned. Other elements also often occur in gaseous state during
transport reactions, especially gaseous non-metals. Gaseous species of elements of groups 15
and 16 are formed during the transport of pnictides or chalcogenides with halogens (56) or
halogen compounds in many cases. In contrast, metal gas species play a role in only a few
reactions. In particular, this behavior occurs, if the transport agent reacts with the non-metal
instead of the metal atoms and the metal is sufficient volatile (57). The formation of an
unsaturated metal vapor during transport reactions can only be expected if the boiling
temperature of the metal is below approx. 1200 °C. This only applies to the following metals:
Na (881 °C), K (763 °C), Rb (697 °C), Cs (657 °C), Mg (1093 °C), Zn (906 °C), Cd (766 °C), Hg
(356 °C), Yb (1194 °C) and Te (989 °C).

( ) ( ) ( ) ( )2 2 4 42 1 / 2 ZrAs s I g ZrI g As g¾¾®¬¾¾+ + (56)

( ) ( ) ( ) ( )2 2ZnO s H g Zn g H O g¾¾®¬ +¾¾+ (57)

In some cases, gaseous elements can work as transport agents. Hence, oxygen can cause the
transport of some platinum metals [40]. Sulfur can transport a series of transition metal sulfides
[43]. Here, gaseous polysulfides, such as TaS3, are assumed transport effective species. There
are similar observations for the chemical transport of some selenides. Sulfur is an effective
transport agent for tellurium as well [44]. Compounds in which tellurium atoms were
integrated in the different ring-shaped sulfur molecules were detected as transport effective
species. Phosphorus can transport gallium phosphide, GaP, and indium phosphide, InP,
probably via GaP5 respectively InP5 as transport effective species [45]. With the help of arsenic,
the transport of gallium arsenide, GaAs, and indium arsenide, InAs, succeeded in a similar
way [46].

Metal vapors predominantly consist of the atoms. The fraction of bi- or polyatomic molecules
in the saturated vapor is between 10−5 and 10 % [47]. In contrast, the vapors of non-metals,
apart from noble gases, consist of very stable polyatomic molecules which appear in the gas
phase in great amounts, atoms appear only subordinated: N2, P4, P2, As4, As2, Sb4, Sb2, O2, S2,
S3 … S7, S8, Se2, Se3 … Se7, Se8, Te2, Cl2, Br2, and I2. The ratio of different molecular species in
the vapors of non-metals depends on the temperature and the pressure. Higher temperature
and lower pressures abet the formation of small molecules respectively atoms.
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Hydrogen compounds. Hydrogen compounds of non-metals play an important role for
chemical vapor transport reactions. Hydrogen halides, which are often used as transport
agents, are particularly important; for example during the transport of metal oxides. The
example (58) shows that water vapor becomes transport effective species. However, water can
also function as transport agent as for the transport of molybdenum(VI) oxide (59) and the one
of germanium (60). Additionally, water can lead to the formation of transport effective gaseous
hydroxides (61):

( ) ( ) ( ) ( )2 22 MgO s HCl g MgCl g H O g¾¾®¬ +¾¾+ (58)

( ) ( ) ( )3 2 2 4MoO s H O g H MoO g¾¾®¬¾¾+ (59)

( ) ( ) ( ) ( )2 2Ge s H O g GeO g H g¾¾®¬ +¾¾+ (60)

( ) ( ) ( )2 2 2Li O s H O g LiOH g¾¾®¬¾¾+ (61)

The transport reaction of tungsten with water and iodine is an important one in daily life. This
reaction provides the basis of the operating mode of halogen lamps.

( ) ( ) ( ) ( ) ( )2 2 2 22 3 4 W s H O g I g WO I g HI g¾¾® +¬¾¾+ + (62)

Traces of water, often from the wall of the silica glass tubes, which were used during the
transport, can be important for transport effects [48]. Hydrogen sulfide and hydrogen selenide
also appear during the transport of sulfides respectively selenides with hydrogen halides.
Hydrogen telluride is too unstable to develop under transport conditions. Ammonium
chloride is particularly important. It decomposes to ammonia and hydrogen chloride during
sublimation. Thus, it is a hydrogen chloride source which is easy to handle and easy to dose.
Ammonia decomposes to the elements at higher temperature and thus creates a reducing
atmosphere which effects the equilibria involved in the transport in different ways.

Oxygen compounds. The large amount of metal oxides decomposes completely or partly while
heating to high temperatures. Gingerich provides a compilation of gaseous metal oxides and
their stability [47]. Some metal oxides vaporize congruently: CrO3, MoO3, WO3, Re2O7, IrO3,
RuO3, RuO4, OsO4, GeO, SnO, and PbO. In the vapors of CrO3, MoO3 and WO3 trimeric
molecules appear as M3O9. SnO and PbO form dimers and trimers. Nevertheless, gaseous metal
oxides play a subordinated role for chemical vapor transport reactions [40, 49]:
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( ) ( ) ( )2 4 32 OsO s OsO g OsO g¾¾®¬¾¾+ (63)

( ) ( ) ( )2 2Pt s O g PtO g¾¾®¬¾¾+ (64)

The role of non-metals is more important. Carbon monoxide can function as transport agent
in different ways [50]:

( ) ( ) ( ) ( )2 2SnO s CO g SnO g CO g¾¾®¬ +¾¾+ (65)

( ) ( ) ( ) ( )4
4 Ni s CO g Ni CO g¾¾®¬¾¾+ (66)

Non-metal oxides occur as transport effective species for the transport of oxides. Thus, sulfuric
vapor can cause in presence of iodine the transport of tin(IV) oxide [51].

( ) ( ) ( ) ( ) ( )2 2 2 2 21 / 2 SnO s I g S g SnI g SO g+ + ¾¬ +¾®¾¾ (67)

During the chemical transport of metal oxides, tellurium(IV) chloride plays a particular role,
it reacts under the formation of a metal chloride or a metal oxide chloride and binds oxygen
in form of TeO2(g) or TeOCl2(g) at the same time [31].

( ) ( ) ( ) ( )2 4 4 2TiO s TeCl g TiCl g TeO g¾¾®¬ +¾¾+ (68)

( ) ( ) ( ) ( )3 4 2 2 2MoO s TeCl g MoO Cl g TeOCl g¾¾®¬¾ +¾+ (69)

Further gaseous oxides that are important for the transport of oxide compounds are amongst
others: B2O3, SiO, P4O6, P4O10, As4O6, Sb4O6, SeO2.

Other substance groups. During some transport reactions, gaseous sulfides, selenides,
tellurides or sulfide halides are of particular importance. Thus, boron can be volatilized in
presence of sulfur or selenium; In this context, the molecules BS2 [52] and BSe2 [53] were
detected. Aluminum also forms gaseous sulfides and selenides at high temperatures: Al2S, AlS,
Al2S2, Al2Se, AlSe, Al2Se2 [54]. Gaseous sulfides, selenides and tellurides of group 14 are also
known: SiS, SiSe, SiTe, GeS, GeSe, GeTe, SnS, SnSe, SnTe, PbS, PbSe, PbTe [54]. These molecules
form dimers to a minor degree. Disulfides respectively diselenides of these elements are less
stable. The gaseous monosulfide, PS, of sulfur is described [55].
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Gaseous sulfide halides or selenide halides are known of only a few elements. For example,
PSX3 and PSX (X = F, Cl, Br) [42] for phosphorus are described. Niobium forms the gaseous
sulfide halides respectively selenide halides NbSCl3, NbSBr3, NbSeBr3 [56], for tantalum
TaSCl3 and TaSeBr3 are known [56]; the transport effectiveness of MoSBr was mentioned [57].
Tungsten forms two volatile sulfide chlorides, WS2Cl2 [39] and WSCl4 [58]. The thermodynamic
data of WS2X2 (X = Cl, Br, I) were determined [59]. The transport effectiveness of the hydrated
oxide halides, Bi(OH)2X (X = Cl, Br, I), was reported [60]. Finally, Pt(CO)2Cl2 is a gaseous
compound that becomes transport effective during the transport of platinum with carbon
monoxide and chlorine [61].

3.2. Chemical vapor transport of elements and compounds

To date the chemical vapor transport of almost all substance classes has been described. This
chapter will show characteristic examples of different transport reactions. A comprehensive
overview with more than 2000 references of CVT is not intended here. For more details and
references of CVT of elements and compounds see [2]. The chemical vapor transport of
elements has been studied and described in detail using metals and some semi-metals as
examples; the transport of intermetallic phases principally follows the one of metals. The
oxides are the largest group among all compounds which were crystallized by chemical
transport reactions with more than 600 examples. The transport of chalcogenides clearly differs
from the ones of the oxides. This is due to the higher thermodynamic stability of the metal
oxides, compared to the sulfides, selenides, and tellurides. Finally, the chemical vapor
transport provides a very good access to phosphides and arsenides, too.

3.2.1. Chemical vapor transport of elements

The chemical transport of elements has been studied and described in detail using metals and
some semi-metals as examples. In the case of the typical non-metals phosphorus and sulfur,
there is no need to increase their volatility in the sense of a chemical vapor transport reaction
due to their high vapor pressures. This way, those metals and semi-metals which feature high
vapor pressures can also easily be transferred into the gas phase through distillation or
sublimation. The following elements belong to this group: Alkali and alkaline earth metals,
zinc, cadmium, mercury, europium, ytterbium, arsenic, antimony, selenium and tellurium.
Some metals’ melting temperature is that low that they can be obtained in liquid form at the
most. This, for example, applies for gallium, tin and lead. Thus, chemical vapor transports are
relevant for high melting elements with low vapor pressures. These elements can be deposited
from the gas phase in closed reaction vessels (ampoules), fluid systems, special reactors (hot-
wire process according to (Van Arkel und De Boer), or through CVD-processes [62]. All of
these processes are based on the same thermodynamic basic principles. This way, more than
40 elements can be crystallized with chemical transport reactions, more than 25 with iodine as
transport agent [63, 64].

In addition to iodine as most important transport agent for elements, compounds such as
aluminum(III) chloride, gallium(III) chloride and iron(III) chloride as well as aluminum(III)
iodide and indium(III) iodide are described as transport effective additive [65]. These can act
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halogenating and thus form gaseous halides with the transporting elements. Additionally, they
stabilize them by forming gaseous complexes. Halogens such as fluorine, chlorine and bromine
as well as the hydrogen halides, water, the chalcogens oxygen, sulfur, selenium, tellurium as
well as carbon monoxide are other transport agents which can be used in individual cases.
Although carbon monoxide can be used for the transport of nickel only, the industrial purifying
process according to Mond and Langer found its way into chemistry textbooks, making carbon
monoxide particularly prominent as a transport agent [66]. More details and references of CVT
of the elements are presented in [2].

Iodine as transport agent. The exothermic transport of an element with iodine from T1 to T2

is the most frequently described transport reaction involving metals. This reaction type were
studied and described extensively for titanium, zirconium, hafnium, and thorium (process of
van Arkel and de Boer) [67 -70]. Further elements which can be transported this way are
yttrium, vanadium, niobium, tantalum, chromium, iron, cobalt, nickel, copper, boron, silicon,
germanium and tin as well as uranium and protactinium [63, 64, 71 - 75]. This kind of transport
to the hotter zone shall be illustrated with the example of the transport of zirconium with
iodine. The temperatures of the dissolving side T1 can vary between 200 and 650 °C. The most
suitable temperature is between 350 and 400 °C. The temperatures of the decomposing side T2

can be between 1100 and 2000 °C; whereby temperatures around 1400 °C are usually applied.
Often, a wire heated by current flow is the place of decomposition. The transport behavior is
described by the equilibria (70 – 72), Figure 15.

Figure 15. Partial pressures of species in the transport system Zr/I.

( ) ( ) ( )2 42 Zr s I g ZrI g¾¾®¬¾¾+ (70)

( ) ( ) ( )2 2Zr s I g ZrI g¾¾®¬¾¾+ (71)

Chemical Vapor Transport Reactions–Methods, Materials, Modeling
http://dx.doi.org/10.5772/55547

253



( ) ( )2 2 I g I g¾¾®¬¾¾ (72)

According to Van Arkel, iron can be transported exothermically with iodine from 800 to 1000
°C. At first, the following transport equation (73) comes into consideration. This reaction,
however, is endothermic. According to Le Chatelier’s principle, transport from T2 to T1 is
expected. Because of the strict validity of this principle, one has to assume that the transport
obviously cannot be described, or at least not alone, by the reaction formulated above. A
detailed investigation showed that other reactions take place as well. Accordingly, iron(II)
iodide forms monomer and dimer molecules, FeI2 and Fe2I4, in the vapor. The reaction of iron
and iodine with the formation of gaseous Fe2I4 molecules (74) can be described. This reaction
equation has the character of a transport equation, too. As the reaction (74) is exothermic, one
expects transport from T1 to T2.

( ) ( ) ( )2 2Fe s I g FeI g¾¾®¬¾¾+ (73)

Δr H 0
298

=  24 kJ  ·  mol −1

( ) ( ) ( )2 2 42 2 Fe s I g Fe I g¾¾®¬¾¾+ (74)

Δr H 0
298

=  −116 kJ  ·  mol −1

Using the example of the transport of germanium with iodine, Oppermann and colleagues
investigated the proportion of diffusion and convection of the gas movement at different total
pressures. In comparative experiments, the transport behavior was determined at normal
gravity on earth and under microgravity in space [28]. At microgravity conditions, the
convection is negligibly small; substance transport takes place by diffusion only. The experi‐
ments indicated that in the gravitational field of earth the gas movement above 3 bar occurs
not only by diffusion, but increasingly by convection.

The knowledge gained for exothermic transports with iodine also applies for the other
halogens. However, their meaning as transport agents for elements is of low importance due
to their unsuitable equilibrium situation. Because the stability of halides increases from iodides
to fluorides, their decompositions temperatures increase as well in that direction. Higher
decomposition temperatures become necessary which are more difficult to put into practice
in experiments.

Conproportionation reactions. Besides the formation and decomposition of the halides, also
conproportionation reactions (dissolution) respectively disproportionation (deposition) can
be used for the chemical transport of elements. During such reactions, at least two halides of
different composition appear in the gas phase (75).
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( ) ( ) ( )4 22 Si s SiX g SiX g¾¾®¬¾¾+ (75)

(X =  F ,  Cl ,  Br ,  I ,  1100→900°C)

The increase of entropy is the driving force of the endothermic formation of the low halide.
The transport always takes place from T2 to T1. Elements which can be transported by these
reactions are amongst others beryllium, zinc, cadmium, boron, aluminum, gallium, silicon,
germanium, tin, antimony and bismuth [8]. The according halides can directly be used as
transport agent. Instead the halogen is added in many cases. In this process, the halides are
formed by a primary reaction. The given examples can be generalized as follows:

( ) ( ) ( ) ( )2 2 ,   ,  ,  M s MX g MX g M Be Cd Zn¾¾®¬¾+ =¾ (76)

( ) ( ) ( ) ( )32 3 ,   ,  ,  ,  ,  ,  M s MX g MX g M B Al Ga In Sb Bi+ ¾¾®¬¾¾ = (77)

( ) ( ) ( ) ( )4 22 ,   ,  M s MX g MX g M Si Ge+ =¾¾®¬¾¾ (78)

( ) ( ) ( ) ( )5 44 5 ,   ,  M s MCl g MCl g M Nb Ta+ =¾¾®¬¾¾ (79)

The principle of conproportionation can also be used for transport reactions with chalcoge‐
nides [76] as shown by the following examples:

( ) ( ) ( ) ( )2 3 24 3 ,   ,  Al s Al Q s Al Q g Q S Se¾¾®¬¾ =¾+ (80)

( ) ( ) ( ) ( )2 2 ,   ,  ,  Si s SiQ g SiQ g Q S Se Te¾¾®¬¾¾+ = (81)

( ) ( ) ( ) ( )2 2 ,   ,  ,  Ge s GeQ g GeQ g Q S Se Te¾¾®¬¾¾+ = (82)

Reversal of the transport direction. If several reactions are necessary in order to describe the
transport of an element respectively a solid, endothermic and exothermic reactions can be
relevant. Which of these reactions is the dominant and thus the direction determining one is
dependent on the total pressure and the temperature. Thermodynamic discussion shows that
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the transport direction can be reversible if the transport conditions are varied. There is a change
of the transport direction during the deposition of titanium when iodine is added. At lower
temperature (< 1000 °C), the endothermic equilibrium (83) predominates while the transport
at higher temperatures is determined by the exothermic equilibrium (84).

( ) ( ) ( )4 22 Ti s TiI g TiI g¾¾®¬¾¾+ (83)

Δr H 0
298

=  237.9 kJ · mol −1

( ) ( ) ( )44 Ti s I g TiI g¾¾®¬¾¾+ (84)

Δr H 0
298

=  −704.3 kJ · mol −1

Formation of gas complexes. Besides pure halogenating equilibria, halogenating equilibria in
combination with complex formation equilibria are of importance for the chemical transport
of elements [65]. In the process, the formation of gas complexes leads to an increase of the
solubility of the respective element in the gas phase. AlX3, GaX3, InX3 and FeX3 (X = Cl, Br, I)
are used as complexing agents whereby the chlorides are used most often. In the gas phase,
the mentioned halides can be present as dimeric molecules to a considerable extent. Amongst
others, silver, gold, cobalt, chromium, copper, nickel osmium palladium, platinum, rhodium
and ruthenium can be transported via complex formation equilibria. In many cases, in
particular at temperatures below 500 °C, the transport effective equilibria can be generally
described by the following equations. The transport equation is the sum of the equilibria
(85) and (86). The formation of gas complexes according to (87) is always endothermic.

( ) ( ) ( )2/ 2a
aM s a X g MX g¾¾®¬¾¾+ (85)

( ) ( ) ( )2 6 2 6’ ‘a aMX g M X g MM X g+
¾¾®¬¾¾+ (86)

( ) ( ) ( ) ( )2 2 6 2 6/ 2 ’ ‘a
aM s a X g M X g MM X g+

¾¾®¾+ ¾+ ¬ (87)

(M = Co, Cu, Ni, Pd, Pt, M’ = Al, Ga, In, Fe, X = Cl, Br, I)

Transport with addition of hydrogen halides and water. As far as the transport of metals is
concerned, the hydrogen halides are of minor importance. Only chromium, iron, cobalt, nickel
and copper can be endothermically transported with hydrogen chloride. Iron can also be

Advanced Topics on Crystal Growth256



transported with hydrogen bromide (1020 → 900 °C) [77]. The transport equation (88)
exemplarily describes the processes.

( ) ( ) ( ) ( )2 22 Ni s HCl g NiCl g H g¾¾®¬ +¾¾+ (88)

Some elements, such as molybdenum, tungsten, rhenium, gallium, germanium, tin and
antimony can be transported with water via the gas phase. The transport is based on the
formation of volatile oxides respectively acids. Besides the volatile acids H2MoO4 respectively
H2WO4, one has also to consider gaseous oxides as transport effective species for the transport
of molybdenum and tungsten in the given temperature range. Molybdenum and tungsten can
be crystallized by adding iodine and water via exothermic chemical transport reactions (Mo:
1050 → 1150 °C, W: 800 → 1000 °C) [78, 79].

Oxygen as transport agent. Oxygen can function as transport agent for a series of noble metals
– ruthenium, rhodium, iridium, platinum and silver [80 - 82]. In doing so, the transport always
takes place at relatively high temperatures in strong endothermic reactions under the forma‐
tion of volatile oxides. Thus, platinum is transported from 1500 °C to T1, silver from 1400 °C
to T1, iridium from 1325 to 1125 °C. In particular, the chemical transport of iridium takes place
at low oxygen partial pressure and high transport temperatures. Under these conditions, the
formation of the solid iridium (IV) oxide can be suppressed.

( ) ( ) ( )2 2Pt s O g PtO g¾¾®¬¾¾+ (89)

( ) ( ) ( )21 / 2 Ag s O g AgO g¾¾®¬¾¾+ (90)

( ) ( ) ( )2 33 / 2 Ir s O g IrO g¾¾®¬¾¾+ (91)

3.2.2. Chemical vapor transport of intermetallic phases

If one refers to intermetallic phases, solids are meant which are built up by two or more metal
atoms. Sometimes there is a differentiation between alloy and intermetallic compounds. In the
literature, however, these terms are not used uniformly. In order to avoid misunderstanding,
we solely use the term intermetallic phase. It includes metallic solids that are composed
stoichiometrically as well as those with phase ranges respectively solid solutions. Solids, which
are formed from metals and the semi-metals boron, silicon, germanium and antimony, can be
dealt with as well due to their behavior during chemical transports.
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Figure 16. Crystal of FeSi0.25Ge0.75 grown by chemical vapor transport.

The chemical transport of intermetallic phases principally follows the one of metals. Nowa‐
days, a variety of examples of transports of intermetallic phases is known [2, 83]. In interme‐
tallic phases all components of the solid have to be transferred to the gas phase under formation
of volatile gas species under the same conditions. Intermetallic phases can be obtained in
particular if the elements are also obtained with the same transport agent. Examples can be
found in the systems molybdenum/tungsten, cobalt/nickel, and copper/silver. Exceptions to
this general rule can be found if the amount of the free enthalpy of formation of the intermetallic
phase is especially high, e.g. in the systems chromium/germanium, cobalt/germanium, iron/
germanium, nickel/tin or copper/tin. Chemical transport reactions are not only an alternative
method for synthesis and crystal growth of intermetallic phases with high melting tempera‐
tures. They are preferable in particular for the just mentioned processes:

–One or more components of the intermetallic phase have a high vapor pressure at melting
temperature.

–The intermetallic phase decomposes, e.g. peritectically before the melting temperature is
reached.

–The intermetallic phase shows one or more phase changes before the melting temperature is
reached.

Plenty intermetallic systems show the characteristic of the appearance of numerous solid
phases with similar stabilities. Thus, often incongruent vapor transports with different
composition of source and sink solid can be observed. The directed deposition of the solid with
defined composition can be influenced by the composition of the source solid, the kind of the
transport agents and its concentration, and the temperatures of the source and sink side as
well as the resulting temperature gradient [2]. Thus, it is possible to obtain low temperature
modifications of polymorphic phases in form of single-crystal. Their preparation only rarely
succeeds with other methods. FeGe is an example of this in the cubic modification (575 →
535°C, [85, 86]). Likewise, the crystallization of Fe3Ge is possible by vapor transport [850…900
→ 950…1000°C; [85]) despite of the peritectoid behavior of this phase, see Figure 17.
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Figure 17. Phase diagram of the system Fe/Ge, according to [84, 85].

Iodine as transport agent. Due to the fact that the transport behavior of the intermetallic phases
often follows that of the elements, iodine is the most commonly used transport. Apart from
iodine, combinations of iodine and aluminum(III), gallium(III), or indium(III) iodide are used
as transport agents as well. Other transport agents and transport-effective additives, respec‐
tively, are the halogens chlorine and bromine as well as hydrogen chloride, copper(II) chloride,
manganese(II) chloride, the mercury(II) halides, tellurium(IV) chloride, and iron(II) bromide
in individual cases.

As an example, the system iron-silicon can be presented. All binary phases, Fe2Si, Fe5Si3, FeSi,
and FeSi2, can be crystallized by CVT reactions with iodine [87]. On the iron-rich side to FeSi,
the exothermic transport takes places (T1→T2) with deposition temperatures between 700 and
1030 °C. The transport behavior parallels that of the elemental iron. If the transport efficiency
of the individual gas species is considered for the reaction of FeSi with iodine the transport
equation (92) can be derived.

( ) ( ) ( ) ( )2 3 47 / 2 FeSi s I g FeI g SiI g¾¾ +®¬¾¾+ (92)

Halogen as transport additive – halides as transport agent. Most often, the added iodine is
not the transport agent but the silicon(IV) iodide that was formed from it. Thus this transport
is similar to that of silicon with SiI4. The following transport equation (93) can be formulated
for the endothermic transport of the silicon-rich phase FeSi2 [87]:

( ) ( ) ( ) ( )2 4 2 22 3 FeSi s SiI g SiI g FeI g¾¾ +®¬¾¾+ (93)

The CVT in the Cr-Si system by adding the halogens chlorine, bromine, and iodine is well
examined and thermodynamically understood [89, 90]. Cr3Si, Cr5Si3, CrSi, and CrSi2 can be
deposited by adding chlorine from 1100 to 900 °C. At the same temperatures, Cr3Si, Cr5Si3,
CrSi, and CrSi2 can be deposited with bromine. The transport with iodine, on the other hand,
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takes place exothermically from 900 to 1100 °C. In this process, Cr3Si, Cr5Si3, CrSi, and CrSi2

can be deposited. In all three cases, transport mechanisms are clearly different. If one considers
the transport efficiency of the individual gas species, the following transport equations are
derived:

( ) ( ) ( ) ( )5 3 4 2 319 5  22 Cr Si s SiCl g CrCl g SiCl g¾¾®¬¾¾+ + (94)

( ) ( ) ( ) ( )2 4 2 38 10 CrSi s SiCl g CrCl g SiCl g¾¾®¬ +¾¾+ (95)

( ) ( ) ( ) ( )2 4 2 23 5 CrSi s SiBr g CrBr g SiBr g¾¾®¬ +¾¾+ (96)

( ) ( ) ( ) ( )2 2 410 2 CrSi s I g CrI g SiI g¾¾®¬ +¾¾+ (97)

In the first three cases, the transport agent is not the added chlorine or bromine, respectively,
but the silicon(IV) chloride or bromide, respectively, which was formed in a simultaneous
reaction, Figure 18. In contrast to this, iodine functions directly as the transport agent when
added.

Figure 18. Composition of the gas phase for the transport of CrSi using bromine, according to [89].

Intermetallic phases with wide phase range. Intermetallic systems often show the formation
of solid solutions or at least vast regions of solubility of the components. For these characteristic
phase relations, the crystallization of phases with defined composition is demanding. As a
special example, molybdenum and tungsten are two metals with very high melting points.
They are isotypic and completely mixable in the solid and liquid state. Here the formation of
specified compositions of mixed crystals molybdenum-tungsten from the melt requires great
experimental effort due to the exsolution within the solidus-liquidus-region. With the help of
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CVT reactions, this succeeds far below the liquidus curve. As both metals can be transported
with the same transport agent under the same conditions, molybdenum-tungsten mixed-
crystals can be deposited by CVT from 1000 to 900 °C when mercury(II) bromide is added [91].
The transport equation (98) describes the process:

( ) ( ) ( ) ( ) ( )1 2 4 42 1( ) 2 x xMo W s HgBr g x MoBr g xWBr g Hg g-
¾¾¬ ¾ +®¾+ - + (98)

In the following binary systems, mixed-crystals are transportable in an analogous way: cobalt-
nickel [91, 92], iron-nickel, silver-copper, gold-copper, copper-nickel, gold-nickel [93], and
copper-gallium [94].

3.2.3. Chemical vapor transport of halides

The majority of metal halides are sufficiently stable to evaporate undecomposed. Thus, most
of them can be volatilized by distillation or sublimation; the deposition occurs at lower
temperatures. Some metal halides decompose at higher temperatures either to the elements or
to a metal-rich halide and the according halogen. In this manner platinum(II) chloride
decomposes notably above 500 °C forming solid platinum and gaseous chlorine. Otherwise,
copper(II) chloride decomposes above 300 °C under the formation of copper(I) chloride and
chlorine. The tendency of decomposing generally increases from the fluorides to the iodides.
Some metal halides disproportionate while heating: molybdenum(III) chloride essentially
dissociates above 600 °C under the formation of solid molybdenum(II) chloride and gaseous
molybdenum(IV) chloride.

Figure 19. Crystal of CeCl3 grown by chemical vapor transport

Beside the sublimation processes, metal halides can be obtained by CVT reactions, too. Four
different types of solid-gas reactions are of relevance. Additionally, further reactions of
different kinds are known, which can be used for the transport of metal halides. However,
their application is limited so far. An overview on the CVT of halides is provided by Opper‐
mann [95]; for more current references of CVT of the halides see [2].
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Formation of halogen-rich halides. If halides of a concerned metal exist in different oxidation
states, decreasing boiling temperatures for increasing oxidation numbers (halogen-rich
halides) can be observed. This behavior is effected by the covalence of the metal-halogen-
compound, which increases with higher oxidation number. Thus the formation of higher
volatile halide species is possible by reaction of a metal-rich halide with a halogen. This kind
of transport reaction is often observed with halides of the transition metals (99).

( ) ( ) ( )3 2 41 / 2 CrCl s Cl g CrCl g¾ ®¬¾¾+ ¾ (99)

However, the tendency of decomposition of halides with higher oxidation numbers increases
at the same time. For this reason, the vapor transport by halogenation is restricted in temper‐
ature. Or, in another way, a high partial pressure of the halogen is needed to form a sufficiently
high pressure of the transport effective metal halide species. Gaseous ruthenium(IV) bromide
is formed during the transport of ruthenium(III) bromide with bromine (100); [96]. However,
a high bromine pressure of 15 bar is required to cause a sufficient transport effect.

( ) ( ) ( )3 2 41 / 2 RuBr s Br g RuBr g¾ ®¬¾¾+ ¾ (100)

Generally, the halogen is used as a transport agent, which is also contained in the solid.
Sometimes, however, another halogen is used as the transport agent (101), [97]. Here, during
the crystallization a small amount of transport agent bromine condenses and a solid of the
composition VCl2.97Br0.03 forms in the sink.

( ) ( ) ( )3 2 31 / 2 VCl s Br g VCl Br g¾¾®+ ¬¾¾ (101)

Conproportionation reactions. Transition metals can appear in different binary halides, which
are similarly stable under vapor transport conditions. This particularly applies for metals of
group 5 and 6. This behavior can be used in order to transport a solid metal halide in which
the metal has a low oxidation number with a gaseous metal halide in which the metal has an
oxidation number that is higher by two units or more. The transport of niobium(III) chloride
with niobium(V) chloride as transport agent is given as an example [1]. Gaseous niobium(IV)
chloride is formed, which disproportionates in the sink of transport to form solid niobium(III)
chloride and gaseous niobium(V) chloride. Frequently, the according halogen is used as
transport additive instead of the transport agent that was formulated in the transport equation.
Thereby, the actual effective transport agent forms in a preliminary reaction of the transport
additive with the solid. Additional examinations and/or thermodynamic model calculations
are necessary in order to decide whether the added halogen or a higher halide that is formed
by the halogen is the actual transport agent.
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( ) ( ) ( )3 5 42NbCl s NbCl g NbCl g¾¾®¬¾¾+ (102)

Formation of gas complexes. The term gas complex refers to a gaseous metal-halogen com‐
pound in which several metal atoms are bonded with each other by halogen bridges. Gas
complexes with several identical metal atoms, such as Al2Cl6, are also called homeo complexes.
Those with different metal atoms, such as NaAlCl4, are labeled hetero complexes [98 - 100]. The
CVT of metal halides under formation of gas complexes is realized for solid metal halides with
a high boiling temperature under addition of a high volatile halide, particularly often an
aluminum halide. The aluminum halides have low boiling temperatures and form stable gas
complexes with a variety of metal halides. Gallium(III) halides, indium(III) halides, and
iron(III) halides are used as transport agents as well.

Metal monohalides, like the alkali metal halides MX form gas complexes of the composition
MAlX4 by adding the aluminum halides AlX3. These complexes are characterized by an
extremely high stability. However, the solid and liquid ternary halides of these compositions
are to stable to reverse the transport equilibrium under crystallization of the alkali metal
halides. That is because in the sink not the alkali metal halides but a different ternary phase is
always deposited. Accordingly, this also applies when gallium(III) halides, indium(III) halides,
and iron(III) halides are used as transport agents.

Metal dihalidesMX2 form gas complexes of the composition MAl2X8 and MAlX5 when the
trihalides of aluminum, gallium, and iron are used as a transport agent. As an example, the
transport of manganese(II) chloride with aluminum-chloride, gallium-chloride, and indium-
chloride is discussed in detail [102]. Additionally, the formation of larger gas complexes of the
composition MAl3Cl11 and MAl4Cl14 has been reported [101, 102]. At moderate temperatures
of about 400 °C the dimer Al2Cl6 acts as a transport agent and the transport of metal dihalides
takes place via MnAl2Cl8 as transport-effective species (103).

( ) ( ) ( )2 2 6 2 8MnCl s Al Cl g MnAl Cl g¾¾®¬¾¾+ (103)

The enthalpy of formation of the complex does not entirely compensate the sublimation
enthalpy of metal halide so that the transport reaction (103) is always endothermic. Under
different transport conditions (> 500 °C) the transport direction can change in presence of the
transport agent aluminum(III) chloride as monomeric AlCl3(g). Additionally, the formation of
complexes of the composition MnAlCl5 becomes more important. This transport takes place
to the hotter zone in an exothermic reaction (104).

( ) ( ) ( )2 3 5MnCl s AlCl g MnAlCl g¾¾®¬¾¾+ (104)

Metal trihalidesMX3 can form gas complexes of the composition MM’2X9, MM’3X12, and MM’4X15

by adding the trihalides M’X3 of aluminum, gallium, and iron [32, 103, 104]. By the formation
of these gas complexes even the transport of non- volatile trihalides is possible in endothermic
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reactions at 500 to 400 °C [105, 106]. This way, chromium(III) chloride [105] and the trihalides
of the lanthanoid metals [107] can be obtained in crystalline form with aluminum(III) chloride
as transport agent.

( ) ( ) ( )3 3 2 92 ’ ’LnCl s M Cl g LnM X g¾¾®¬¾¾+ (105)

( ) ( ) ( )3 3 3 122 ’ ’LnCl s M Cl g LnM X g¾¾®¬¾¾+ (106)

( ) ( ) ( )3 3 4 152 ’ ’LnCl s M Cl g LnM X g¾¾®¬¾¾+ (107)

The formation of gas complexes plays an important role for the separation of the halides of the
lanthanoids. In a gas stream of aluminum(III) chloride the individual lanthanoid halides form
gas complexes of different stability. These complexes decompose under the formation of the
halides LnX3 at different places. This way, the halides of the lanthanoids can be separated in a
“fractionalized chemical vapor transport” [109-118]. During this process the solid oxides can
be used (108).

( ) ( ) ( ) ( ) ( )2 3 2 33 3 2 3 Ln O s C s Cl g LnCl s CO g¾¾¾ +¾®¬+ + (108)

Metal tetrahalides UCl4 and ThCl4 realize a vapor transport under addition of aluminum(III)
chloride [106] probably by endothermic formation of UAl2Cl10 and, respectively, ThAl2Cl10.

Metal pentahalides are not very common. Their vapor pressure is relatively high so that they
can be sublimed without any problems and are of minor interest for transport reactions.

Halogen transfer reactions and formation of interhalogen compounds. In contrast to the
semi- and non-metals, the fluorides of the metals have essentially higher boiling temperatures
compared to the chlorides, bromides, and iodides: The boiling temperatures of aluminum
fluoride is 1275 °C, those of the other halides 181 °C (AlCl3), 254 °C (AlBr3), and 374 °C (AlI3).
Thus, the variety of metal fluorides cannot be crystallized by sublimation. In a few cases,
transport with silicon(IV) chloride succeeded [119, 120]. The transport reaction works due to
the fact that silicon(IV) fluoride as well as silicon(IV) chloride are highly volatile compounds.

( ) ( ) ( ) ( )3 4 3 44 3 4 3 AlF s SiCl g AlCl g SiF g¾¾®¬ +¾¾+ (109)

Principally, the CVT of fluorides with halogens as a transport agent is not possible via equili‐
bria, such as (110), due to their unfavorable position. The release of fluorine, which occurs during
the reaction, is thermodynamically unfavorable. Nevertheless, magnesium fluoride can be
crystallized with iodine as transport agent [121]. Thermodynamic model calculations with data
for the gaseous iodine fluorides IFn (n = 1, 3, 5, 7) reflect the observed transport effect. These
calculations suggest a significant participation of IF5 in the transport process according to (111).
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( ) ( ) ( ) ( )2 2 2 2MgF s X g MgX g F g+ ¬ + (110)

(X = Cl, Br, I)

( ) ( ) ( ) ( )2 2 2 55 6 5 2 MgF s I g MgI g IF g¾¾®¬¾¾+ + (111)

3.2.4. Chemical vapor transport of oxides

Oxides represents the most reported substance group with more than 600 examples of chemical
vapor transports. For more details and particularized references of CVT of the oxides see [2].
Simple binary oxides, such as zinc(II) oxide and iron(III) oxide, have been crystallized as well
as oxides with complex anions, such as phosphates or sulfates, and oxides with several cations,
such as ZnFe2O4 or Co1−xNixO. Metal oxides are thermodynamically very stable compounds.
However, only a few of them evaporate undecomposed; among them are CrO3, MoO3, WO3,
Re2O7, GeO, SnO, PbO, and TeO2. Most of the metal oxides decompose by evaporation of
oxygen. Besides, the respective metal or a metal-rich oxide is formed. The latter can be present
as condensed phase or as a gas. The following three examples show the different thermal
behavior of metal oxides:

( ) ( ) ( )22 2 ZnO s Zn g O g¾¾®¬¾¾ + (112)

( ) ( ) ( )2 22 2 SiO s SiO g O g¾¾®¬¾¾ + (113)

( ) ( ) ( )2 3 3 4 26 4 Fe O s Fe O s O g¾¾®¬¾ +¾ (114)

Figure 20. Crystal of ZnO grown by chemical vapor transport.
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The thereby released oxygen partial pressure is called the decomposition pressure. It is the
leading determinant of the transport behavior and the composition of the crystallized oxide.
The transport of Fe2O3 can be served as an example: If the oxygen partial pressure in the system
is higher than the decomposition pressure of Fe2O3, this compound is stable as a solid; if it is
lower, the reduced solid, Fe3O4 will be formed. If the oxygen partial pressure is identical with
the decomposition pressure at a certain temperature, both solid phases will co-exist. If the
logarithm of a co-existence decomposition pressure is plotted against the reciprocal tempera‐
ture for different oxides of a metal, the phase barogram of the system will be obtained. By
means of the phase relations presented in the phase barograms, the choice of suitable param‐
eters for phase pure transports respecting the temperature and the temperature gradient
becomes possible [2].

A variety of transport agents has been investigated for oxides, but chlorinating equilibria
proved most suitable. Apart from chlorine and hydrogen chloride, tellurium(IV) chloride is
an important transport agent. Tellurium(IV) chloride is used especially when the oxygen
partial pressure in the system varies, and the setting of the oxygen partial pressure is of
essential importance for the transport behavior. Some other chlorinating additives include
phosphorus(V) chloride, niobium(V) chloride, selenium(IV) chloride, and tetrachloromethane
as well as mixtures of sulfur/chlorine, vanadium(III) chloride/chlorine, and chromium(III)
chloride/chlorine. Due to unfavorable equilibrium positions, brominating and iodinating
equilibria are of minor importance for the CVT of oxides. Here, transport agents or transport
effective additives, respectively, are: bromine and iodine, hydrogen bromide and hydrogen
iodide, phosphorus(V) bromide, niobium(V) bromide and -iodide as well as sulfur+iodine.
Iodine as a transport agent and iodinating equilibria are of interest if chlorine is too oxidizing
or if, as is the case with rare-earth metal oxides, stable solid oxide chlorides form. Some further
transport agents or transport effective additives, respectively, are hydrogen, oxygen, water,
carbon monoxide and in special cases, fluorine or hydrogen fluoride. In some cases, the solid
oxides can form gaseous oxide halides: transport-effective species, which contain both oxygen
and halogen atoms.

Halogens as transport agents. The process of dissolution of an oxide in the gas phase by
heterogeneous reaction with a halogen can be split into two partial reactions of decomposition
of the oxide and the halogenation of the metal:

( ) ( ) ( )1/2 21 / 4a a aM O s M s aO g¾¾®¬¾¾ + (115)

(a = oxidation number of the metal)

( ) ( ) ( ) ( )21 / 2   ,  ,  .a aM s aX g MX g X Cl Br I¾¾®¬ ¾ =¾+ (116)

Due to the higher stability of the chloride gas species compared to the bromide and the
resulting equilibrium position, mostly chlorine is used as the transport agent for the CVT of
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oxides. In the process, sufficiently stable gas species are formed with adequately high partial
pressures (p > 10−5 bar) and sufficiently high partial pressure differences along the temperature
gradient. The transports of Fe2O3 and NiGa2O4 with chlorine shall be used as examples.

( ) ( ) ( ) ( )2 3 2 3 23 2 3 / 2 Fe O s Cl g FeCl g O g¾¾®¬¾¾+ + (117)

( ) ( ) ( ) ( ) ( )2 4 2 2 3 24 2 2 NiGa O s Cl g NiCl g GaCl g O g+ + +¾¾®¬¾¾ (118)

Halogens are also suited as transport agents for oxides when gaseous oxide halides are formed.
This way, for example, the transport of molybdenum(VI) oxide with chlorine succeeds:

( ) ( ) ( ) ( )3 2 2 2 21 / 2 MoO s Cl g MoO Cl g O g+ +¾¾®¬¾¾ (119)

Instead of introducing pure halogens, decomposition of less stable halides, such as PtX2 (X =
Cl, Br, I), can be used to form halogens. If mercury halides are employed as transport agents,
the equilibrium position of the transport reaction will shift compared to elemental halogen.
By decomposing gaseous mercury halides to the elements (120), additional gas species are
formed. There will be a change of the entropy balance shifting the equilibrium position to the
side of the reaction products.

( ) ( ) ( )2 2HgX g Hg g X g¾¾®¬¾¾ + (120)

Transport with addition of hydrogen halides. Hydrogen chloride, and less frequently
hydrogen bromide and hydrogen iodide, are often used and are effective transport agents for
the CVT of oxides. In special cases, as for silicates, also hydrogen fluoride is used as a transport
agent. During the transport of a binary oxide with a hydrogen halide, a gaseous metal halide
is formed besides water (121). The transport of zinc oxide with hydrogen chloride is an
example:

( ) ( ) ( ) ( )2 22 ZnO s HCl g ZnCl g H O g¾¾®¬ +¾¾+ (121)

The simple transport equation by forming the respective chloride and water only applies if no
volatile acids, such as H2MoO4(g), hydroxides, and oxide halides, respectively, are formed.
Using hydrogen halides, often a more favorable equilibrium position can be achieved instead
of halogens. As a feasible hydrogen halide source, the ammonium halides (NH4X, X = Cl, Br,
I) can be used. These solids are easy to handle and to dose. They decompose to ammonia and
hydrogen halide at increased temperature. However, the formation of ammonia creates a
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reducing atmosphere. This can lead to a reduction of the gas species and/or the solid phase.
In some cases, in which the transport of oxides with moisture-sensitive halides, such as
aluminum(III) chloride or tellurium(IV) chloride, is described, hydrogen chloride can be
expected as the transport agent. Traces of water, which can never be excluded completely,
cause the formation of hydrogen halide.

Tellurium(IV) halides as transport agents. Tellurium(IV) chloride is a flexible transport agent,
which can especially be used for oxides of the transition metals and compounds with complex
anions [31, 122]. The simplified transport equation (122) can be assumed:

( ) ( ) ( ) ( )2 4 4 2ZrO s TeCl g ZrCl g TeO g¾¾®¬ +¾¾+ (122)

In this simplification, however, the equilibria (123) to (128) in the system Te/O/Cl are not
considered. Reichelt discussed the complex reaction behavior of tellurium(IV) chloride in
detail [123].

( ) ( ) ( )4 2 2TeCl g TeCl g Cl g¾¾®¬¾ +¾ (123)

( ) ( ) ( )2 2 2½ TeCl g O g TeOCl g¾¾®¬¾¾+ (124)

( ) ( ) ( )2 2TeOCl g TeO g Cl g¾¾®¬¾¾ + (125)

( ) ( ) ( )2 2 21 / 2 TeO g Te g O g¾¾®¬¾¾ + (126)

( ) ( )2 2 Te g Te g¾¾®¬¾¾ (127)

( ) ( )2 2 Cl g Cl g¾¾®¬¾¾ (128)

Creating such a complex red-ox system, tellurium(IV) chloride is specially suited as a transport
additive for oxide systems with a wide range of oxygen partial pressures between 10−25 and 1
bar. Thereby, at low oxygen partial pressures, the reduced gas species TeCl2, Te2, Te, Cl2, and
Cl dominate. The transport of Mn3O4 with tellurium(IV) chloride can be served as an example:
The gas phase consists of the dominating gas species MnCl2, Te2, Mn2Cl4, Te, TeO, and TeCl2

(with p(i) > 10−4 bar in the temperature range of about 1000 °C; see Figures 3.4). The partial
pressures of the other oxygen-containing gas species TeO2 and TeOCl2 are clearly below 10−5
bar [124]. At higher oxygen partial pressures, the amount of higher oxidized gas species
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TeO2 and TeOCl2 becomes significantly higher, for example during the transport of manga‐
nese(III) oxide. Here, at1000 °C, the gas phase contains the species O2, Cl2, TeOCl2, TeO2,
MnCl2, Cl, TeCl2, and TeO in the pressure range between 1 and 10−5 bar [124].

Figure 21. Composition of the gas phase for the transport of Mn3O4 using TeCl4, according to [124].

In particular, tellurium(IV) chloride proves an ideal transport additive for those oxides that
differ only slightly in their composition and stability and thus are thermodynamically stable
only in narrow ranges of the oxygen partial pressure. Thus, the chemical vapor transport of
the Magnéliphases of vanadium, VnO2n−1 (n = 2 … 8), succeeded with tellurium(IV) chloride
[123, 125, 126]; see Figure 22. Tellurium(IV) chloride is also suitable for the transport of oxide
phases that show homogeneity ranges that are dependent on the oxygen partial pressure, such
as “VO2” [31, 127] and for oxides of transition metals that have similar stabilities, such as MnO
and Mn3O4 [123, 128]. Similar redox systems form when tellurium(IV) bromide (TeBr4) [129]
and TeI4 [130] are used as transport agents.

Figure 22. Composition of the gas phase for the transport of VO2 using TeCl4, according to [2, 125].

Reactions with combined transport additives. The combination of two transport additives is
often used, for example the combination of sulfur, selenium or carbon in addition to the
halogens. These gas mixtures form complex redox systems and can be treated in a similar way
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to tellurium(IV) chloride. The mechanism of the combination of sulfur+iodine is described
exemplarily by equation (129). Here, sulfur transfers oxygen; iodine transfers gallium. The
transport agent combinations carbon+chlorine and carbon+bromine are introduced in the form
of CCl4 (130) and CBr4, respectively. The formation of gaseous SO2 and CO, respectively, causes
a more balanced equilibrium position compared to the reactions in which oxygen is formed.
Due to the stability of the formed oxide gas species the reaction equilibrium position is shifted
to the side of the gaseous reaction products.

( ) ( ) ( ) ( ) ( )2 3 2 2 3 22 3 / 2 6 4 3 Ga O s S g I g GaI g SO g¾¾ +¾+ ®¾+ ¬ (129)

( ) ( ) ( ) ( ) ( )2 3 4 3 23 2 3 3 Y O s CCl g YCl g CO g Cl g¾¾®¬ +¾¾+ + (130)

In some cases, a transport agent combination consisting of a halide and a halogen is applied,
for example for the transport of SiO2 with CrCl4+Cl2. In this process, the surplus of halogen
leads to formation of more volatile oxidized gas species (CrO2Cl2).

( ) ( ) ( ) ( ) ( )2 4 2 4 2 2SiO s CrCl g Cl g SiCl g CrO Cl g¾¾ +®¬¾¾+ + (131)

The usage of phosphorus(III) halides, PCl3 and PBr3, in addition to the respective halogens
causes the formation of the pentahalides. The phosphorus(V) halides proved to be suitable
transport agents as well as the analogues NbCl5 and TaCl5, as they have both a halogenating
effect on the metal and a transport effective for oxygen (132, 133).

( ) ( ) ( ) ( ) ( )4 3 2 3 33 3 4 LaPO s PCl g Cl g LaCl g POCl g¾ +¾®¬¾¾+ + (132)

( ) ( ) ( )2 5 5 33 5 Nb O s NbCl g NbOCl g¾¾®¬¾¾+ (133)

Aluminum(III) chloride is not suited for the transport of oxides because aluminum oxide is
formed. Observed transport effects can most often be traced back the formation of hydrogen
chloride.

3.2.5. Chemical vapor transport of oxides with complex anions

The chemical vapor transport of oxides with complex anions represents few examples of
crystallization of

• sulfates, selenates, and tellurates

• phosphates, arsenates, and antimonates
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• silicates

• borates

Figure 23. Crystals of CuTe2O5 grown by chemical vapor transport.

These complex oxides differ from other multinary oxides (“double oxides”) by their high heats
of reaction for the formation from binary oxides. In terms of their chemical structure, they are
different by the low co-ordination number of the non-metal. For more details and references
of CVT of compounds with complex anion see [2].

The crystallization of anhydrous sulfates is quite challenging. Most of the representatives of
this compound class show a comparatively low thermal stability (decomposition to SO3 and
SO2+O2), only the sulfates of the alkali metals melt and sublime without decomposing. For
CVT, chlorine or hydrogen chloride can be used as transport agents for sulfates [2]. The
transport of ZnSO4 (134) can be served as an example [131, 132]. In some cases, the vapor
transport could be observed when I2, NH4Cl, HgCl2, PbCl2 (135), PbBr2, or SOCl2 were added.

( ) ( ) ( ) ( ) ( )4 2 2 3 21 / 2 ZnSO s Cl g ZnCl g SO g O g¾¾¬ +® +¾+ ¾ (134)

An oxidizing equilibrium gas phase is the requirement for the use of PbCl2 as transport additive
for some anhydrous sulfates, such as NiSO4 or CuSO4 [133]. In the process, chlorine is released
in a pre-reaction (135); the formed chlorine functions as the actual transport agent for NiSO4

(136).

( ) ( ) ( ) ( ) ( ) ( )4 2 4 2 22 2 NiSO s PbCl l PbSO s NiO s SO g Cl g¾+ + + +¾®¬¾¾ (135)

( ) ( ) ( ) ( ) ( )4 2 2 3 21 / 2 NiSO s Cl g NiCl g SO g O g¾¾¬ +® +¾+ ¾ (136)
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While the volatilization of aluminum (III) oxide with chlorine (as with other transport agents)
in a temperature gradient is impossible due to the unfavorable equilibrium position of reaction,
the crystallization of aluminum sulfate by CVT is successful using SOCl2 as a transport agent
[134]. The resulting transport reaction avoids the formation of free oxygen. Thus a favorable
position of the heterogeneous transport equilibrium (137) is caused. The crystallization of
Cr2(SO4)3, Ga2(SO4)3, and In2(SO4)3 can be realized in the same way.

( ) ( ) ( ) ( ) ( ) ( )2 4 2 3 2 33
3 2 3 3 Al SO s SOCl g AlCl g SO g SO g¾¾®¬¾ + +¾+ (137)

The CVT of phosphates is a preparative method for crystallization of even thermally delicate
phosphates, like Re2O3(PO4)2 [135] and CuP4O11 [136]. Phosphates of transition metals with
oxidation states that are not easily accessible in another ways (low numbers) can be synthesized
in sealed silica ampoules and crystallized in “one-pot reactions” by CVT (e. g., TiPO4,
V2O(PO4), Cr3(PO4)2, and Cr2P2O7). Apart from the elemental halogens Cl2, Br2, and I2, halogen
compounds (NH4X and HgX2; X = Cl, Br, I) as well as mixtures P+X2 (X = Cl, Br, I) are used. In
some cases, such as Fe3O3PO4 or UP2O7 chlorinating compounds, such as VCl4, ZrCl4, HfCl4,
and NbCl5 are suitable transport agents [137]. The best results, as far as transport rates and
crystal growth of anhydrous phosphates are concerned, were achieved with chlorine or
mixtures of phosphorus+iodine as transport agents [138].

( ) ( ) ( ) ( ) ( )2 2 7 2 2 4 10 22 2 12 Co P O s Cl g CoCl g P O g O g+ +¬¾¾ +¾¾® (138)

( ) ( ) ( ) ( ) ( )2 4 12 4 3 2 4 6 2 / 3 4 / 3 2 2 Ni P O s P g PI g NiI g P O g¾¾®¬¾+ + +¾ (139)

The transport of anhydrous phosphates with iodine and reducing additives does not take place
via P4O10. Observations during the transport of Cr2P2O7 [138] with iodine in the presence of a
surplus of CrP are as remarkable in this context as the transport of WOPO4 and WP2O7 adjacent
to WP [139]. In all three cases, a simultaneous transport of phosphides and phosphates due to
an endothermic reaction is found experimentally. Experiments with the transport balance
show that phosphide and phosphate migrate from the source to the sink in a single stationary
state if the two condensed phases are provided in a certain ratio with respect to their amounts
of substance. This behavior indicates a coupled vapor transport reaction of the two phases.

( ) ( ) ( ) ( ) ( )2 2 7 2 2 4 6 8 / 3  14 / 3 14 / 3  7 / 6 Cr P O s CrP s I g CrI g P O g¾¾®¬+ +¾+ ¾ (140)

In contrast to anhydrous phosphates, metal arsenates(V), antimonates(V), and vanadates(V) show
a clearly lower thermal stability. The compounds tend, more easily than phosphates, toward
the formation of oxygen and gaseous As4O6, Sb4O6, and VO2, respectively. The limited stability

Advanced Topics on Crystal Growth272



of arsenates and antimonates, combined with the volatility of As4O6 and Sb4O6, seems to be
favorable for CVT of these compounds. Hence, Weil [140] describes the successful CVT
experiments aiming at the crystallization of different anhydrous arsenates with chlorine, a
mixture of HCl +H2 (addition of NH4Cl), and HgCl2 as the transport agent. For more details
and references of CVT of the phosphates, arsenates, antimonates, and vanadates see [2].

While there are no indications on chemical vapor transport of carbonates, a number of reports
on the CVT of silicates are given. Early on, the assumption was made that transport reactions
with participation of the gas phase are involved in mineral-forming processes of silicates in
nature [141]. Indeed, only the migration of europium(II) silicates (Eu2SiO4, EuSi2O5) at high
temperatures with HCl as transport agent (141) and the crystallization of Be2SiO4 with SiF4

(142) are based on transport reactions of the minerals [142].

( ) ( ) ( ) ( ) ( ) ( )2 4 2 2 2 26 2 3 1 / 2 Eu SiO s HCl g EuCl g SiCl g H O g O g¾¾®¬¾¾+ + + + (141)

( ) ( ) ( ) ( )2 4 4 2 23 2 4 Be SiO s SiF g BeF g SiOF g¾¾®¬ +¾¾+ (142)

In contrast to reversible CVT reactions in the direct sense, the crystallization of silicates with
participation of the gas phase can be traced back to partial transport reactions. The formation
of zircon ZrSiO4 from zirconium dioxide in silica ampoules when silicon(IV) fluoride is added,
has been discussed by Schäfer [1]. The reactions (143) (over the solid ZrO2/ZrSiO4) and (144)
(over the solid SiO2/ZrSiO4) describe the process completely. The partial equilibria allow
sufficiently high pressures for SiF4 and ZrF4, so that the interdependent transport of silicon
and zirconium becomes possible. Here, the migration takes place via the fluorides under
isothermal (!) conditions in the gradient of the respective chemical potentials. The formation
of other silicates, like topaz (Al2SiO4F2) from AlF3 and SiO2 [143] takes place in a similar way.

Figure 24. Crystals of PrPO4 grown by chemical vapor transport.
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( ) ( ) ( ) ( )2 4 4 42 ZrO s SiF g ZrF g ZrSiO s¾¾®¬ +¾¾+ (143)

( ) ( ) ( ) ( )2 4 4 42 SiO s ZrF g SiF g ZrSiO s¾¾®¬ +¾¾+ (144)

Boron(III) oxide forms numerous ternary and multinary oxido compounds. Nevertheless,
there are hardly any indications on the chemical vapor transport of borates. Only the migration
of CrBO3, FeBO3, BPO4, and Cr2BP3O12 in the temperature gradient is detected for sure [2,
144].

( ) ( ) ( ) ( ) ( )3 3 2 23 FeBO s HCl g FeCl g HBO g H O g¾¾®¬¾ + +¾+ (145)

Several other borates were obtained as a by-product during the synthesis of boracites M3B7O13X
(M = metal atom with the oxidation number II, X = Cl, Br, I). Boracites can be crystallized well
with the help of CVT reactions, in contrast to the halogen-free borates. [145]. Boracites are
transported with water and the corresponding hydrogen halide. The constituent compounds
MO, MX2, and B2O3 are separately put in a two-crucible technique apparatus [146] or a three-
crucible technique apparatus [145, 147, 148]. The transport takes place isothermally at about 900
°C along an activity gradient of the components. The metal dihalildes MX2 as well as BX3,
B3O3X3, and HBO2 are considered as active transport species [149].

( ) ( )2 2MX s MX g¾¾®¬¾¾ (146)

( ) ( ) ( ) ( )2 22 MO s HX g MX g H O g¾¾®¬ +¾¾+ (147)

( ) ( ) ( ) ( )2 3 3 26 2 3 B O s HX g BX g H O g¾¾®¬¾¾+ + (148)

( ) ( ) ( ) ( ) ( )2 3 23
3 6 2 3 B O s HX g BOX g H O g¾¾®¬ +¾¾+ (149)

( ) ( ) ( )2 3 2 22 B O s H O g HBO g¾¾®¬¾¾+ (150)

3.2.6. Chemical vapor transport of chalcogenides

Chemical vapor transports of metal sulfides, selenides, and tellurides have been examined in
detail. The first investigations were made in the 1960s by Nitsche [150]. To date, the number
of examples that are known from the literature [2] is only exceeded by those of the oxides.
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Nonetheless, the CVT of chalcogenide compounds clearly differs from that of the oxides. Due
to the lower thermodynamic stability of the metal sulfides, selenides, and tellurides compared
to the oxides most often iodine or iodine compounds are used as transport agents. Thus more
balanced equilibria of the transport reactions of sulfides, selenides, and tellurides can be
achieved, in contrast to the one of the respective oxide (151).

( ) ( ) ( ) ( ) ( )2 2 21 / 2 ,   ,  ,  ;  ,  ,  ,  ZnQ s X g ZnX g Q g X Cl Br I Q O S Se Te¾¾®¬¾¾+ + = = (151)

ΔrG
0

1000 / kJ ‧mol −1 Cl ,  Br , I

ZnO −26 +22 +103

ZnS −104 −56 +25

ZnSe −123 −57 +7

ZnTe −170 −122 −41

Figure 25. Crystal of TaS2 grown by chemical vapor transport.

Transport of Sulfides. A large number of examples of binary and ternary sulfides as well as
quaternary and even multinary sulfides, such as FeSn4Pb3Sb2S14 [151] are available by CVT
reactions [2]. This is indeed noteworthy, because in these cases the transport agent is appa‐
rently able to transfer all cations that are present in the compound to the gas phase and deposit
them at another temperature. Sulfides with a phase range, such as FeSx, can be transported
systematically as well [18 – 20, 152]. Mixed-crystals with substitution in the cationic sublattice,
such as Co1−xFexS [153]; in the anionic sublattice, such as TiS2−xSex [154 – 156]; or in the cationic
and anionic sublattice, such as GexPb1−xS1−ySey [157] are accessible with defined compositions
and in crystalline form. Here, sulfides and selenides behave in very similar ways. This is
because of the similar ionic radii of the sulfide and selenide ions and the same electronegativity.
Both properties cause similar chemical behavior and similar thermodynamic stabilities. Thus
often the metal sulfides and selenides have the same structure types. Additionally, sulfides
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and selenides are often mixable completely in the solid state. Thus, the essential aspects that
apply for the transport of sulfides, also apply for the selenides.

While heating, most of the metal sulfides decompose completely or partly to the elements. If
the metal has a sufficiently high vapor pressure at the decomposition temperature, one can
observe in some cases a decomposition sublimation (152).

( ) ( ) ( )21 / 2 MS s M g S g¾¾®¬¾¾ + (152)

(M = Zn, Cd)

Only a few metal sulfides can be sublimed undecomposed. Examples are gallium(I) sulfide,
germanium(II) sulfide, tin(II) sulfide, lead(II) sulfide:

( ) ( )2 2Ga S s Ga S g¾¾®¬¾¾ (153)

( ) ( )MS s MS g¾¾®¬¾¾ (154)

(M = Ge, Sn, Pb)

Some sulfides decompose to a metal-rich solid and gaseous sulfur, for example pyrite, which
forms FeS(s) and S2(g) (155) at high temperatures. In some cases, the metal-rich sulfides, which
were formed by thermal decomposition, can appear in the gas phase as well. These compounds
show noticeable effects of the gas phase transport by decomposition sublimation (156).

( ) ( ) ( )2 2 1 / 2 FeS s FeS s S g¾¾®¬ ¾ +¾ (155)

( ) ( ) ( )2 2 1 / 2 MS s MS g S g¾¾®¬ ¾ +¾ (156)

(M = Si, Ge)

Transport of sulfides with iodine as transport agent. Mainly iodine is used as the transport
agent for sulfides (as for selenides and tellurides). During the CVT of sulfides with iodine or
iodine compounds, the corresponding metal iodide and sulfur are generally formed as
transport effective species. In the temperature range that is often used for transport reactions
(around 800 to 1000 °C), sulfur is mostly present as the S2-molecule. At lower temperatures,
the formation of larger sulfur molecules (S2, S3 … S8) is additionally expected. The CVT of
homogeneously composed crystals of sulfide-selenide solid solutions succeeds by similar
vapor pressures of the respective selenium gas species (Se2,… Se8). In this respect, the system
of cubic mixed-phases ZnS/SnSe has been examined in detail. Zinc sulfide and zinc selenide
are completely mixable in the solid state and, moreover, can be transported under the same
conditions. Consequently, the transport of ZnS1−xSe

x
 by adding iodine [158] results in large
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crystals without significant changes of the composition between source and sink [159], Figure
26. The concentration effects become clear by thermodynamic modeling of ZnS1−xSe

x
 mixed-

phases and their transport behavior [159].

Figure 26. Relation between the composition of the solid in the source and sink during the transport of ZnS1−xSex

mixed phases with iodine, according to [159].

The crystallization of iron(II) sulfide plays an important role for the understanding of vapor
transports for compounds with a considerable homogeneity range. The transport of “FeS” with
iodine was already reported in early times [1, 8, 160, 161]. Nevertheless, the transport does not
always succeed under the given conditions, as it is dependent on the composition of the initial
solid FeSx, too [18]. When iodine is added, the gas phase over FeSx basically contains FeI2,
Fe2I4, FeI3, I, I2, and S2. Their partial pressures are dependent on the temperature and the
composition of the solid, Figures 27, 28. Thus, at 1000 °C, sulfur is volatized in noteworthy
scale only for solids of iron sulfide with x > 0.05 but the sulfur pressure is very low for
stoichiometrically composed FeS1.0. Consequently, due to the insufficient amount of sulfur as
transport effective species, the transport of FeS1.0 using iodine is not possible [18, 19].

Figure 27. Composition of the gas phase for the transport of FeS1.0 using iodine, according to [2, 18].
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Figure 28. Composition of the gas phase for the transport of FeS1.1 using iodine, according to [2, 18].

Transport of sulfides with addition of hydrogen halides. However, the transport of FeS1.0

succeeds with hydrogen halides as transport agents (HCl, HBr, HI). In these cases, sulfur is
not present in the gas phase in elemental form but as H2S. Thus the solubility of sulfur increases
by some orders of magnitude, and the transport succeeds with transport rates of some
milligrams per hour [20]. The transport of hydrogen halide can be advantageous for sulfur-
poor compounds when there is no transport effective solution due to the low partial pressure
of sulfur.

( ) ( ) ( ) ( )2 22 FeS s HCl g FeCl g H S g¾¾®¬ +¾¾+ (157)

The use of hydrogen chloride was even successful to optimize the transport behavior of mixed-
crystals ZnS1−xSex [162, 163]. Instead of pure HCl ammonium chloride, NH4Cl, can be used as
an additive. Then, hydrogen chloride is formed during heating of the transport ampoule.

( ) ( ) ( ) ( ) ( )1 2 2 22 1  x xZnS Se HCl g ZnCl g x H S g xH Se g-
¾¾®+ + - +¬¾¾ (158)

A series of studies report the CVT reactions of sulfides with halogenating additives CrCl3,
AlCl3, CdCl2, or TeCl4. At least for transports with AlCl3 and TeCl4 the formation of hydrogen
chloride (159) as an effective transport agent can be expected, too.

( ) ( ) ( ) ( )3 2 2 32 3 6 AlCl g H O g Al O s HCl g¾¾ +®¬¾¾+ (159)

Transport of sulfides with hydrogen and other elements as transport agents. During a few
transport reactions, the transport agent does not react with the metal atoms of the solid but
with the sulfur atoms instead. In particular, hydrogen is one of these transport agents, which
can be used successfully for cadmium and zinc compounds. Transport reactions in which
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hydrogen is used as transport agent are unusual. Here, the transport agent reacts with sulfur
atoms of the solid under formation of hydrogen sulfide [164]. The vapor transports are made
possible by the fact that zinc and cadmium, respectively, can be formed elementally in gaseous
form during these reactions. The transport with hydrogen is also suited to grow larger single-
crystals [165, 166], compared to iodine. Additionally, the contamination of the obtained crystals
by transport agent is excluded.

( ) ( ) ( )2 2 ( )CdS s H g Cd g H S g¾¾®¬¾¾+ + (160)

Transport reactions in which the transport agent reacts solely with the non-metal of the solid
are exceptions. Thus, for the transport of zinc sulfide with phosphorus gaseous PS is formed
[167].

( ) ( ) ( ) ( )41 / 4 CdS s P g Cd g PS g¾¬¾¾ +¾®+ (161)

In some cases (SiS2, TiS2, TaS2), CVT with sulfur as transport additive was successful. The
transport effect was ascribed to the formation of gaseous polysulfides [168].

Transport of selenides and tellurides. To date, many examples of CVT of selenides and
tellurides of the main group elements (groups 2, 13, 14, and 15) as well as almost all transition
metal elements are known; some lanthanoids are included, too [2]. The first reports of on the
preparation and purification of selenides and tellurides coincide with the methodological
development of the CVT [150]. The alkali metal selenides and tellurides cannot be transported
with halogens or halogen compounds due to their high stability. As the selenides and even
more the tellurides are less stable than the analogous sulfides, the transport reactions are less
endothermic. As a consequence higher partial pressures of the transport effective species and
lower temperatures of volatilization, respectively, can be applied. Some selenides and
tellurides sublime undecomposed. This applies for the compounds of groups 13 and 14, MQ
(M = Ge, Sn, Pb, Q = Se, Te) and M2Q (M = Ga, In, Tl), respectively. A vast number of compounds
show noticeable effects of dissolution by decomposition reactions in the gas phase. In the
process, high volatile chalcogen-poor chalcogenides as well as the gaseous chalcogen are
formed (162 – 164).

( ) ( ) ( )2 3 2 2M Q s M Q g Q g¾¾®¬¾¾ + (162)

(M = Al, Ga, In)

( ) ( ) ( )2 21 / 2 GeSe s GeSe g Se g¾¾®¬¾¾ + (163)
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( ) ( ) ( )2 3 2/ 2 / 4n nn M Q s M Q g n Q g¾¾®¬¾¾ + (164)

(M = As, Sb, Bi)

The thermal decomposition of ZnSe and CdSe (and similarly ZnTe, CdTe, HgTe) to the
elements is of importance, too. Applying the decomposition equlibria (165), the deposition of
crystalline ZnSe and CdSe over the gas phase is possible at temperatures above 1000 °C (Kp >
10−4 bar) without adding a transport agent. Thus the thermodynamic basis of physical vapor
deposition (PVD) processes for deposition of layers of these two compounds is provided [169
– 171].

( ) ( ) ( )21 / 2 MSe s M g Se g¾¾®¬¾¾ + (165)

(M = Zn, Cd)

More than three quarters of all known CVT reactions of selenides and tellurides take place
with the addition of iodine. At temperatures above 600 °C, Se2 dominates in the gas phase
(166). Below this temperature, the higher condensed molecules Sen (n = 3 … 8) have to be
considered. The transport of tellurides dominantly runs by formation of Te2 as effective species.

( ) ( ) ( ) ( )2 2 21 / 2 CdSe s I g CdI g Se g¾¾®¬¾ +¾+ (166)

Besides transports by using hydrogen or hydrogen halides have been reported.

( ) ( ) ( ) ( )2 22 MnSe s HCl g MnCl g H Se g¾¾®¬ +¾¾+ (167)

( ) ( ) ( ) ( )2 2ZnSe s H g Zn g H Se g¾¾®¬ +¾¾+ (168)

As already mentioned, the use of hydrogen or hydrogen halides as transport agent is important
for the transport of oxides and sulfides because the solubility of oxygen and sulfur, respec‐
tively, in the gas phase is supported by the formation of water and hydrogen sulfide, respec‐
tively. However, the stability of hydrogen compounds H2Q (Q =O, S, Se, Te) constantly
decreases, the participation of H2Se and, in particular, of H2Te in CVT reactions must be
discussed critically. H2O as well as H2S is still stable above 1000 °C. H2Se, however, decomposes
already between 700 and 800 ° (Kp,1000(H2Se) = 1 bar). H2Te(g) is unstable in the entire temper‐
ature range (Kp,T(H2Te) = 102 bar), Figure 29. Consequently, the partial pressure of Te2(g)
resulting from the equilibrium (169) is higher by orders of magnitude. Accordingly, the
described transport of cadmium telluride in the presence of hydrogen [172, 173] should rather
be seen as a decomposition sublimation. Transport reactions that take place with added
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halogen/hydrogen mixtures occur under formation of the respective metal halides and Te2

(170), [172 – 174].

( ) ( ) ( )2 2 22 / 3 2 / 3 1 / 3H Q g H g Q g¾¾®¬ ¾ +¾ (169)

(Q = O, Se, Se, Te)

( ) ( ) ( ) ( ) ( )2 2 22 1 / 2 MTe s HX g MX g H g Te g¾¾®¬ +¾+ +¾ (170)

(M = Cd, Pb, Zn)

Figure 29. Equilibrium constants Kp for the decomposition of hydrogen chalcogenides H2Q (Q = O, S, Se, Te) in equili‐
brium (169), according to [2].

3.2.7. Chemical vapor transport of pnictides

The character of chemical bonding of metal pnictides is very variable and ranges from the
metallic, ionic, and covalent nitrides and phosphides through the rather covalent or metallic
arsenides and antimonides to the typical metallic bismutides. Thus the transport behavior
changes significantly. There is only one example of the CVT of a binary nitride, TiN [175]. The
chemical vapor transport of phosphides and arsenides is documented by numerous examples
[2] while there are only a few examples of the transport of antimonides and only one of a
bismuth-containing intermetallic phase, NiBi [176].

Elemental halogens, in particular iodine, and halogen compounds are preferred as transport
additives. While nitrogen, phosphorus, and arsenic have sufficiently high saturation pressures
to be transport effective in elemental form, it is necessary to generate transport- effective
compounds for the antimonides and bismuthides. This becomes possible by the increasing
tendency of pnicogens to form halogen compounds. Concerning the transport of phosphides,
in the gas phase mostly phosphorus(III) halides occur. For the transport of arsenides and
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antimonides one has to expect, at rising temperatures, the formation of monohalides, too. This
applies in particular for the heavy halogens.

Transport of phosphides with iodine as transport agent. In most cases, the transport of
phosphides of the transition metals by adding iodine is possible. As a special feature, transports
of phosphides require a comparatively high transport agent density of iodine of about 5 mg
cm–3. Depending on the thermodynamic stability of the phosphide and the volatile metal
iodide, the vapor transport can occur in a temperature gradient via exothermic (e. g., VP (171),
MnP, Cu3P (172)) or endothermic (e. g., CrP (173), CoP (174), CuP2) reactions [2]. The addition
of phosphorus(III) iodide and hydrogen iodide as transport agent induces similar transport
reactions (175, 176).

( ) ( ) ( ) ( )2 4 3 7 / 2 VP s I g VI g PI g¾¾® +¬¾¾+ (171)

( ) ( ) ( ) ( )3 3 3 43 1 / 4 Cu P s I g Cu I g P g¾¾®¬¾ +¾+ (172)

( ) ( ) ( ) ( )2 2 4 41 / 2 1 / 4 CrP s I g Cr I g P g¾¾®¬+ ¾ +¾ (173)

( ) ( ) ( ) ( )2 2 35 / 2 CoP s I g CoI g PI g¾¾¾ +®¬ ¾+ (174)

( ) ( ) ( ) ( )2 3 3 3 4 1 / 3 1 / 3 7 / 12 CuP s PI g Cu I g P g¾¾®¬¾ +¾+ (175)

( ) ( ) ( ) ( ) ( )2 4 4 22 1 / 2 1 / 4 MnP s HI g Mn I g P g H g¾¾®¬¾ +¾+ + (176)

Figure 30. Crystal of ZrAs2 grown by chemical vapor transport.
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Experimental results suggest that phosphides show the best results (high transport rates; large
crystals) at a ratio of n(M) : n(P) close to 1 : 1. Chemical vapor transports of metal-rich and
phosphorus-rich phosphides can only be conducted with lower efficiency. This is due to the
unbalanced chemical activities of the components in the respective binary compounds: If the
activity of the metal component in a phosphide is high but that of phosphorus very low (metal-
rich phosphide), the only reaction that will occur is that of the transport agent iodine with the
metal under formation of the volatile metal iodide. In some cases, even its saturation pressure
is exceeded so that condensed metal iodides appear as well. Phosphorus is kept and enriched
in the solid; the simultaneous volatilization of both components is impossible. The reactions
of Cr12P7, Fe2P, and Co2P with iodine can be served as examples of this behavior [138].
Otherwise, the formation of very stable metal iodides, as described above, can lead to the
development of phosphorus-rich phosphides (incongruent volatilization of phosphides) even
without high metal activity in a phosphide. Thus in experiments with sufficiently high initial
amounts of iodine TiP2 adjacent to TiP [177]; ZrP2 adjacent to ZrP [177]; as well as CuP2 adjacent
to Cu3P and CuI(l) [178] appeared (177, 178).

( ) ( ) ( ) ( )2 4 22 2 MP s I g MI g MP s¾¾¾ +®¬ ¾+ (177)

(M = Ti, Zr)

( ) ( ) ( ) ( )3 2 22 5 / 2 5 Cu P s I g CuI l CuP s¾¾® +¬¾¾+ (178)

Transport of phosphides with mercury bromide as transport agent. If the phosphorus
coexistences pressure is too low to be transport effective and additionally does the thermody‐
namic stability of the phosphorus iodides P2I4 and PI3 not suffice to keep phosphorus in the
gas phase, HgBr2 can be applied as transport agent. Thus for metal-rich phosphides, Mo3P,
Mo4P3, and Fe2P, the transfer of phosphorus through the gas phase takes place via the more
stable phosphorus bromide (179-181) [138, 179].

( ) ( ) ( ) ( ) ( )3 2 2 3 9 / 2 3 9 / 2 Mo P s HgBr g MoBr g PBr g Hg g¾¾®¬¾ + +¾+ (179)

( ) ( ) ( ) ( ) ( )4 3 2 2 3 17 / 2 4 3 17 / 2 Mo P s HgBr g MoBr g PBr g Hg g+ +¾¾¬¾ +®¾ (180)

( ) ( ) ( ) ( ) ( )2 2 2 3 7 / 2 2  7 / 2 Fe P s HgBr g FeBr g PBr g Hg g¾¾®¬¾¾+ + + (181)

Transport of phosphides with phosphorus. In contrast to the above discussed transport
reactions of phosphides with halogens or halogen compounds, the transport of InP and GaP
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succeeds by adding an excess of phosphorus. Ab initio calculation of the stability of different
gas species in the system are indicating the formation of MP5(g) (M: In, Ga) [180].

( ) ( ) ( )4 5MP s P g MP g¾¾®¬¾¾+ (182)

(M = In, Ga)

Transport of arsenides. The CVT of arsenides is referred for many examples [2]. Because of
the technical applications of gallium arsenide, the arsenides of group 13 are experimentally
examined in a comprehensive manner. Compared to the other pnictides, the transport of
arsenides behaves similar to that of phosphides but markedly different to those of the anti‐
monides and bismutides. This is due to the high saturation vapor pressure of phosphorus and
arsenic at rather low temperatures: 1 bar at 277 °C and 602 °C, respectively. Hence phosphorus
as well as arsenic can be transferred to the gas phase in considerable amounts at relatively low
temperatures without exceeding the saturation vapor pressure and thus condensing again.
The saturation vapor pressure of antimony, in contrast, reaches the value of 1 bar at 1585 °C.
As far as the thermodynamic stability of the pnictides is concerned, phosphides and arsenides
are similar as well. Consequently, the most important transport agent for the crystallization
of the arsenides is iodine as well (183).

( ) ( ) ( ) ( )3 23 1 / 2 NdAs s I g NdI g As g¾¾®¬¾ +¾+ (183)

Figure 31. Composition of the gas phase for the transport of NdAs using iodine, according to [2].

Thermodynamic model calculations make clear, that the transport additive iodine (or other
halogens), not necessarily acts as the effective transport agent. Often the arsenic trihalides or
the metal or semi-metal halides, respectively, which are formed from the halogens and the
solids, function as such. In the transport equilibria of FeAs (184) and GaAs (185), iodine is
added but arsenic(III) iodide is the effective transport agent.
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( ) ( ) ( ) ( )2 3 2 4 23 / 4 1 / 2 ( ) FeAs s AsI g FeI g As g I g¾¾®¬¾¾+ + + (184)

( ) ( ) ( ) ( )3 41 / 2 3 / 2 1 / 4 GaAs s GaI g GaI g As g¾¾®¬¾¾+ + (185)

Figure 32. Composition of the gas phase for the transport of FeAs2 using iodine, according to [2].

Arsenic is transferred into the gas phase mainly in elemental form due to the high saturation
pressure and the comparatively low stability of gaseous arsenic iodides. Up to approximately
900 to 1000 °C the gas phase is mostly dominated by As4, above that temperature by As2. The
species As3 and As are of minor importance to the CVT.

The endothermic transport of silicon arsenide, SiAs can be described by the formation of SiI4

as effective transport agent (186).

Otherwise, an exothermic transport can be described by HI as transport agent (187), which is
formed by traces of water desorbed off the ampoule walls [181].

( ) ( ) ( ) ( )4 2 42 1 / 4 SiAs s SiI g SiI g As g¾¾®¬¾ +¾+ (186)

( ) ( ) ( ) ( ) ( )4 4 24 1 / 4 2SiAs s HI g SiI g As g H g¾¾®¬¾¾+ + + (187)

Additionally, hydrogen halides, hydrogen chloride in particular, are important for the
transport of arsenides of group 13 (BAs, GaAs, and InAs). The transport of gallium arsenide
with hydrogen chloride (188) and hydrogen bromide, respectively, is well investigated
experimentally and by thermodynamic calculations. Here, the formation of AsH3 has to be
taken into account for complex description of the transport behavior. Additionally, GaAs,
InAs, Ga1−xInxAs and InAs1−xPx can be transported with water. The transport occurs via the
equilibrium (189):
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( ) ( ) ( ) ( ) ( )4 21 / 4 1 / 2 GaAs s HX g GaX g As g H g¾¾®¬ + +¾+ ¾ (188)

(X = Cl, Br)

( ) ( ) ( ) ( ) ( )2 2 2 22 GaAs s H O g Ga O g As g H g¾¾®¬¾¾+ + + (189)

The transport reaction is always coupled with a redox equilibrium in which a gaseous suboxide
[182], arsenic, and hydrogen are formed. Finally, GaAs can be transported with a mixture of
water and hydrogen. The mentioned transport agents are used especially in open systems with
flowing gases [183].

4. Advanced concepts and thermodynamic modeling of CVT

The course of chemical vapor transports can be understood by thermodynamic considerations
(see chapter 2.2). Here various thermodynamic models will be explained in detail. It is state-
of-the-art to use computer programs for modeling and quantitative description of transport
reactions. Thus, optimum experimental conditions, the direction of a transport, and transport
rates can be obtained for many transport systems, frequently even in a predictive way. For
more complicated cases, however, a detailed treatment of the underlying thermodynamics will
be required. Such a treatment is particularly necessary when a condensed phase with homo‐
geneity range or multi-phasic equilibrium solids do occur in a transport experiment. In
addition to the influence of thermodynamic data and phenomena, the transport behavior can
be affected by kinetic effects. While the mass flow via the gas phase is generally assumed to
be rate determining, some examples have been observed where the kinetics of one or more
elementary reaction steps in the transport process exert a dominating influence.

In all cases, the simple looking as well as the more complicated ones, prior to an experiment
the experimenter has to develop some idea of which condensed equilibrium phases and
gaseous species are to be expected for the transport system under consideration. This knowl‐
edge is an essential prerequisite if modeling of transport experiments is to have an outcome
close to reality. The most important characteristics for various transport processes are sum‐
marized by the following schematics.

Congruent vaporization of a condensed phase: The ratio of the elements in the condensed
phase and the gaseous phase of the source are identical. Because of the congruent dissolution
of all components into the gas phase always a congruent deposition at the sink occurs. Thus a
stationary (steady state), not time-dependent transport behavior result.

The model of simple transport behavior: The vapor transport process can be fully described by a
single heterogeneous equilibrium reaction. The assessment of the equilibrium state can be
realized by calculation of Kp and subsequently of Δp (see chapter 2.2). Hence, the estimation
of the transport direction succeeds using the sign of ΔrH0 (ΔrH0 > 0, T2 → T1 or ΔrH0 < 0, T1 → T2).
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The model of complex transport behavior The gas-phase composition is formed by several inde‐
pendent equilibria. The assessment of the equilibrium state requires the calculation of the gas
phase solubility λ of regarding components, see section 4.1. Consequently, the change of
solubility Δλ. describes the direction of the transport (ΔλT2-T1 > 0, T2 → T1; ΔλT2-T1 < 0, T1 → T2).

Incongruent dissolution of the source’s condensed phase in the gas phase: During an
incongruent dissolution, the molar ratio of the elements in the condensed phase and in the gas
phase of the source are not identical. This behavior is always caused by simultaneous occur‐
rence of several independent equilibria. In this case the calculation of the mass flow of the
components A and B, J(A.B), between the equilibrium regions (volumes) is of decisive impor‐
tance. Hence, the transport is to describe by the flux relation.

The extended transport model: This thermodynamic model represents the “quasi-stationary
transport” behavior. Thereby, constant phase relations and equilibrium conditions are
assumed. Actually, this assumption only applies for the first moment of the experiment.
Nevertheless, the thermodynamic description by extended transport model fits very well, if
time-independent behavior is experimentally observed. The determination of the composition
of the sink’s condensed phase succeeds by applying the condition for steady state with ε =
constant (ε: relation of stationarity).

The co-operative transport model: If the composition of the deposited solid at the sink changes
time-dependently it is called a “sequential transport”. This non-stationary transport behavior
can be described by the co-operative transport model. The determination of the composition
of the sink’s condensed phases and of the deposition sequence is realized by an iteration
procedure.

4.1. Complex congruent transports

There are many examples, where chemical transport of a solid cannot be completely described
by just one reaction, since a more complex gas phase is formed. For these cases several unique
equilibrium reactions have to be considered. Their number ru has to be derived by using
equation (190). Here, s is the number of gas species, k the number of components (according
to Gibbs’s phase rule the number of elements).

– 1ur s k= + (190)

The transport of iron with iodine corresponding to van Arkel [5, 6] might serve as an example
for complex congruent transport behavior. The gas species FeI2, Fe2I4, I2, and I might occur.
According to ru = 4 – 2+1 = 3 the partial pressures of all gas species are determined by three
unique equilibria (191 - 193).

( ) ( ) ( )2 2Fe s I g FeI g¾¾®¬¾¾+ (191)
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( ) ( ) ( )2 2 42 2 Fe s I g Fe I g¾¾®¬¾¾+ (192)

( ) ( )2 2 I g I g¾¾®¬¾¾ (193)

The first transport equilibrium (191) is endothermic (Δr H 0
298

=  24 kJ · mol −1). According to Le

Chatelier’s principle, a transport from T2 to T1 is expected. Reaction (192) has the character of
a transport equation, too. This reaction runs exothermic (Δr H 0

298
= −116 kJ · mol −1). The

situation becomes even more complicated because iodine is present partly in atomic form at
high temperatures (193). Applying atomic iodine, further transport reactions under the
formation of FeI2(g) and Fe2I4(g) can be formulated. In all cases the molecules FeI2 and Fe2I4

function as transport effective species. Thus, below 1000 °C, we deal with two opposing
processes – the increasing formation of FeI2 and the decreasing formation of Fe2I4, both because
of rising temperature. The first process lets us expect transportation towards the cooler zone,
the second one to the hotter zone. It is not predictable which process dominates. A new term
– the gas phase solubility [15] – is helpful for answering this question.

The gas phase solubility. The term gas phase solubility λ refers back to the term solubility of
a substance in a liquid. Solutions of solid substances are used for the purification of the
dissolved substance through recrystallization. One uses the temperature dependency of the
solubility, respectively the solubility equilibrium, and produces an in heat saturated solution.
Through cooling, a recrystallization of the solid substance is achieved. A chemical vapour
transport reaction works basically the same way. Here, one also uses the temperature de‐
pendency of the equilibrium position of the reaction in order to crystallize and to purify. In
both cases, one deals with heterogeneous equilibria; in the first case between a solid and a
liquid, in the second between a solid and a gas phase [15].

The example of the transport of iron shows the advantage of the term solubility in the
description of complicated transport reactions. According to the transport equations (191) and
(192), iron can be solved into the gas phase forming the species FeI2 and Fe2I4. The solvent is
the gas phase, i.e. all gaseous species together. The quantitative description of the solubility of
iron in the gas phase considers that one molecule Fe2I4 includes two Fe-atoms, whereas the
FeI2 molecule only includes one. Hence the partial pressure of Fe2I4 is multiplied by the factor
2. If analogically same applies to the solvent gas phase, the solubility of iron in the gas phase
can be described by equation (194):

λ(Fe)=
p(FeI2) + 2 ⋅ p(Fe2I4)

p(I) + 2 ⋅ p(I2) + 2 ⋅ p(FeI2) + 4 ⋅ p(Fe2I4)  (194)

The temperature dependency of the solubility of iron in the gas phase takes both ferrous
molecules FeI2 and Fe2I4 into consideration. Figure 33. As the solubility of iron decreases
with growing temperatures, less iron is dissolved at higher temperatures in the gas phase
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than at lower temperatures. Thus iron must be transported from lower to higher tempera‐
tures. This is in accordance with experimental observations of iron transport with iodine
from 800 to 1000 °C.

Figure 33. Temperature dependence of the solubility of iron and direction of the transport, according to [2].

Conclusion. With the aid of solubility of a solid in the gas phase several possible transport
reactions including a variety of gas species can be considered for a complex transport system.
The solubility λ can be described by the expression λ = n*(A)/n*(L) or, using the relation
between n and p given by the ideal gas law, by λ = p*(A)/p*(L). L is meaning the solvent, which
can be the transport agent or even an inert gas. The balance of A and L is expressed by the sum
of all involved species (195). The numbers ν(A) and ν(L) denominate the stoichiometric
coefficients of A and L in the gas species. The equation (195) for the solubility of a solid in a
gas phase holds for systems of any order of complexity in closed as well as in open systems.

p * (A) =  Σ(ν(A)⋅ p(A))

( ) ( ) ( )( ) ( ) ( )( ) /A A p A L p Ll n n= S S× × (195)

Given that equilibrium has been established, the transport direction depends on the difference
Δλ (196):

( ) ( )2 1  –T Tl l lD = (196)

Δλ > 0 transport direction T2→T1

Δλ < 0 transport direction T1→T2

4.2. Incongruent stationary transports (Extended transport model)

The thermodynamic description and modeling of transport systems get increasingly compli‐
cated if the transported compound shows a homogeneity range ABx±δ or the transport occurs
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in a system with several coexisting condensed phases, e. g. ABy and ABz. Their vapor transports
rather often occur under incongruent dissolution. This case is characterized by different molar
ratios of the components (elements) in the source solid and the corresponding gas phase.
Consequently, the ratio (n(B)/n(A)) of the solid ABx, T(sink) is not longer identical to the ratio of
the balance pressures p*(A)/p*(B) of the components A and B at the sink. Hence, the ratio of the
components of the deposited phase (at the sink) does not need to be identical to that of the
dissolved phase (source). This behavior is comparable to the peritectic melting of a solid and
the compositional shift that accompanies the re-formation of a solid from this melt upon
cooling. The composition of melt and solid are different.

The general task to describe transport reactions with phases of variable composition can be
treated in a vivid way for the transport within the homogeneity range of TiS2−δ [16]. The actual
transport equilibrium (197) is attended by the decomposition reaction (198).

( ) ( ) ( ) ( ) ( )2 2 4 22 2 / 2 TiS s I g TiI g S gd d-
¾¾®¬¾¾+ + - (197)

( ) ( ) ( )2 2 2/ 2 TiS s TiS s S gd d- +¾¾®¬¾¾ (198)

Figure 34. Phase barogram for the system Ti/S showing the co-existence pressures (according to 198) in the homoge‐
neity range TiS2−δ. The phase relations in CVT experiments (950 to 850 °C) are visualized; graphic according to [16, 2].

For transport experiments in the temperature gradient 950 to 850 °C, independent on the
starting composition TiS2-δ of the source solid, at T1 a sulfur-enriched phase will always be
deposited. At the same time a sulfur-depleted phase forms at the source. Thus, the vapor
transport starting from an initial composition TiS1.889 yields crystals of TiS1.933. Consequent‐
ly, the solid at the source is depleted of sulfur, see Figure 34. The thermodynamic descrip‐
tion of the observed phase relations is possible in a rather simple approach by independent
calculation of the equilibrium conditions for source and sink. As both equilibrium regions
are linked to each other via the gas phase, solids of corresponding compositions are obtained
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at T2 and T1 with the precondition p(S2) = constant (above TiS2-δ1 at T1 and TiS2-δ2 at T2; δ2 <
δ1). Using the phase barogram (lg(p/p0) = f(x, T)) of the corresponding system the determina‐
tion of the stoichiometric coefficients x succeeds along an isobar for given temperatures T2

and T1 (Figure 34).

A farther-reaching, general treatment of the phase relations encountered in transport systems
with incongruent dissolution of a solid is based on the fact that the two equilibrium regions
(source and sink) are indeed not independent to each other: In a system of two components A
and B, the solid ABx will be transferred by the transport agent X into the gas phase. According
to Gibbs‘ phase rule the system with three components and two phases (solid+gas phase)
possesses three degrees of freedom for its thermodynamic description: Δp, Tsource, and x(Tsource)

( ) ( ) ( ) ( ),  x sourceAB s X g AX g x B g¾¾¾ +¾®¬+ (199)

F =C – P + 2→ F =  3 –  2 + 2 =  3

From the considerations follows that the composition of ABx,sink at the sink temperature Tsink

might be variable, but not independent of the equilibrium conditions valid for the dissolution
(source) region (Tsource, xsource, Δp). For a congruent chemical vapor transport, modeling of the
transport effect is possible via independent equilibrium calculations for source and sink region
followed by determination of the differences of partial or balance pressures. In contrast to this
situation the equilibrium calculations for source and sink of an incongruent transport have to
be linked to each other. Only in doing so, it becomes possible to determine the composition
ABx, sink at Tsink. The relation between the two equilibrium regions at Tsource and Tsink can be
described by the mass flow via the gas phase from source to sink. Thereby, not the total
substance amounts n(A), n(B) are considered but the resulting differences of the molar numbers
in the gas phases of source and sink nsource – nsink. As a consequence, the composition of ABx,sink

is determined by the ratio of the molar flow for A and B, but not by the ratio of the balance
pressures (200)

( n(B)
n(A) )T sink

=( flux(B)
flux(A) )T source→T sink

=( J (B)
J (A) ) = xsink (200)

For a congruent transport equation (200) is valid, too. Obviously, a transfer with constant molar
ratio of the components will occur between the equilibrium regions if the ratio of the balance
pressures between source and sink is constant. The validity of the flux relation is assumed for
all chemical transport reactions. The steady-state is given for an incongruent transport only as
long as the equilibrium state at the source remains constant. For different values of xsink and
xsource, the composition of the source solid and the sources gas phase have to change during the
course of the transport experiment. The compositional change of the source solid might
proceed by discontinuous compositional change by formation of two co-existing phases or
continuous compositional change within a homogeneity range.
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According  to  Krabbes,  Oppermann,  and  Wolf  the  steady-state  of  a  transport  system
involving incongruent dissolution of a solid ABx  is determined by linking the balance of
molar numbers for A in the sink [n(A(s))sink+n(A(g))sink] to the molar number of A in the gas
phase of the source [18 - 21]. The molar number of A in the sources solid does obviously
not contribute to the flux (201).

( )( ) ( )( ) ( )( )source sink sink
n A g n A s n A g= + (201)

The stationarity relation ε (202) is linking the fluxes J(B) and J(A) of the individual components
of the system assuming that the net flux of the transport agent X will vanish; J(X) = 0 [18].

( p *(B) - xsink ⋅ p *(A)

p *(X)
)T source

=( p *(B) - xsink ⋅ p *(A)

p *(X)
)T sink

=ε (202)

The statement of the stationarity relation becomes applicable for the description of a chemical
vapor transport by equation (203).

( p *(B)

p *(X)
)T source

- ( p *(B)

p *(X)
)T sink

( p *(A)

p *(X)
)T source

- ( p *(A)

p *(X)
)T sink

= Δλ(B)
Δλ(A) = xsink (203)

Consequently, the fluxes J(A) and J(B) are proportional to the differences of the corresponding
balance pressures in source and sink, normalized by the balance pressures for the solvent. In
the same way the ratio J(B) : J(A) is equal to the ratio of differences of the components gas phase
solubilities [18]. Based on the extended transport model, this approach to the theoretical
treatment of chemical vapor transport reactions is realized in the software package TRAGMIN
[23]. In addition to calculation of equilibrium partial pressures and condensed phases the
extended transport model offers further information on experimental realization and theoret‐
ical understanding of transport reactions [2]:

• Calculation of the transport efficiency of gas species and deduction of the prevailing
transport reaction(s)

• Calculation of the influence of experimental conditions on the deposition of solids with
homogeneity range, see FeSx [18-20].

• Calculation of the influence of experimental conditions on the deposition of multi-phasic
solids, see VnO2n-1 [125 - 127].

4.3. Non–stationary transports (Co–operative transport model)

Using rather large amounts of a solid as source material together with sufficiently short
experiment duration will yield quasi-stationary transport behavior (composition almost
independent on time). Thus, deposition of a single phase solid of constant composition will be
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possible. Non-stationary behavior occurs, if sequential migration of several different solids to
the sink will be observed. The vapor transport of solids with homogeneity range, too, might
be accompanied by a variation of the composition of the sink solid over time. Experimental
evidence for non-stationary transport behavior can be obtained from series of transport
experiments allowing for variable duration of the experiments. Much easier experimental
access to non-stationary transport behavior is possible by using the so-called transport balance
(see section 5). Despite charging a single-phase solid into a transport ampoule, a multi-phase
equilibrium solid might form at the source region, due to the setting of chemical equilibrium
at the beginning of the experiment [2, 139, 184 – 187]. Formation of multi-phase equilibrium
solids at the source region of a transport ampoule can result from three reasons.

• Reaction between starting material and transport agent.

• Thermal decomposition of the starting material at the conditions of the transport experi‐
ment.

• Reaction between the starting material and the ampoule material (possibly involving the
transport agent).

The observations made for the transport of copper(II) oxide by iodine [2, 185] can serve as an
example for the complex phase relations and deposition sequences in chemical vapor trans‐
ports. The transport behavior is characterized by partial thermal decomposition (204, 205) and
the formation of condensed metal halides (206) occurring besides the actual transport reaction
(207). Directed and reproducible syntheses depend not only on the appropriate molar ratios
for the various components (copper, oxygen, iodine). The absolute amounts of starting
materials and the ampoule volume are decisive too – since all components are solved at a
substantial, however not equal, amount in the gas phase. The presence of multi-phase solids
at the source at the beginning of the transport experiment leads to sequential migration of
copper(II) oxide and copper(I) oxide, Figure 35.

( ) ( ) ( )2 22 1 / 2 CuO s Cu O s O g¾¾®¬ ¾ +¾ (204)

( ) ( ) ( )2 22 1 / 2 Cu O s Cu s O g¾¾®¬¾¾ + (205)

( ) ( )3 31 / 3 CuI l Cu I g¾¾®¬¾¾ (206)

( ) ( ) ( ) ( )2 3 3 2½ 1 / 3 1 / 2 CuO s I g Cu I g O g¾¾®¬+ ¾ +¾ (207)

Subsequent to initial equilibration the source solid consists of CuO and Cu2O, the gas phase
of O2 (204, 205) and Cu3I3 (207). After transfer of the gas phase to the sink, cooling to the sink
temperature leads to supersaturation of the gas phase, which eventually results in crystalli‐
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zation of the thermodynamically most stable phase, which is under the given conditions
copper(II) oxide. Dissolution of copper(II) oxide at the source and its deposition at the sink
result in the steady state (section a), which is characterized by constant ratio of fluxes from
source to sink: J(O)/J(Cu) = 1 and (1/2 J(O2))/(1/3 (Cu3I3)) = 1, respectively. After complete
consumption of copper(II) oxide at the source, copper(I) oxide will be dissolved in a second
steady state (section b). During the deposition of Cu2O, the ratio of the fluxes are J(O)/J(Cu) =
1/2 and (1/2 J(O2))/(1/3 J(Cu3I3)) = 1/2, since only O2(g) and Cu3I3(g) are effective for the transport.

The model of co-operating equilibrium zones (“model of co-operative transport”). The
calculation of the equilibrium solid(s) and gas phase in source and sink becomes possible
applying the model of co-operative transport [22, 193]. It involves the minimization of the Gibbs
energy according to Eriksson [188] for the two equilibrium regions of the transport ampoule.
However, the main conceptual problem in modeling CVT experiments lies in the linking of
the equilibrium calculations for the source and sink regions. In section 4.2 it has been described
how the extended transport model can be applied to incongruent evaporation (and deposition)
of solids in quasi-stationary transport experiments. In order to describe the complete (time
dependent) transport behavior as a non non-stationary process, the model of co-operative
transport uses an iterative calculation procedure [24].

For this purpose, the equilibrium condensed phase(s) of the source and sink obtained by a
calculation cycle are kept at these regions. The source calculation of the subsequent cycle is
performed without the molar amounts of the elements deposited at the sink in the preceding
cycle. The stepwise (“cyclewise”) transfer of the source solid(s) to the sink is simulated by
repeated calculation cycles. The calculation is finished once no condensed phase is left at the
source. Alternatively, the calculation is terminated when the source solid’s composition
remains stable from one cycle to the next – only the molar number of the solid is decreased.
According to the stationarity criterion a steady state has been reached when the gas phase (in
the source and sink) remains constant from one calculation cycle to the next. With respect to
the mass transfer from the source to the sink, this means that within one calculation cycle the
molar numbers of the source solid’s components dissolved in the gas phase and deposited at

Figure 35. Non-stationary transport behavior of the CuO/I2 system (1050 → 950 °C; 10 mg iodine), according to [185].
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the sink are equal. If more than one condensed phase is involved in this process, we find
simultaneous transport. This procedure gets by without explicit balancing of the fluxes of the
individual gas species, in contrast to the flux relation [18 - 21].

5. Experimental setup of CVT

Vapor transport experiments can be realized with different complexity. What kind of technique
is used depends on the aim of the experiment. As shown in chapter 2.2, the setup as well as
the specific parameters (substance amount of transport agent, temperature, temperature
gradient) greatly influence the rate of mass transport. Accordingly, a high transport rate
usually is chosen for the synthesis of a compound or the purification of it. If crystals are to be
grown, the crystal quality is kept in mind and therefore rather smaller transport rates are
aspired. In principle, two working methods can be applied for the practical realization in the
laboratory: the transport in open or closed systems. In an open system a continuous flow of
the transport agent is led over the source material; the solid, which is kept at a certain tem‐
perature, deposits at a different place with another temperature under the release of the
transport agent. Transport reactions in an open system are often used for substance separation
and purification. Due to the loss of the transport agent in the continuous gas flow only time-
limited experiments in the range of some hours are realizable. Of course, high transport rates
are intended for these experiments. In a closed system, typically a sealed ampoule, the
transport agent remains in the system and consistently re-enters the reaction. Thus investiga‐
tion periods of some days are attainable.

In most cases, transport reactions are executed in tubes or ampoules (diameter 10 to 20 mm)
of a suitable glass. Today silica glass is frequently used, which is stable up to 1100 °C and quite
inert to corrosive fillings. It is important to note that water is released during the heating of
silica glass (water content up to 50 ppm). In order to avoid this, careful baking out of the
ampoule in vacuum is recommended. Containers made from ceramic materials or glassy
carbon can be integrated in a silica ampoule when highly corrosive materials have to be
transported.

Vapor transport reactions take place in a temperature gradient. In order to set up the gradient
in a controlled manner, tube furnaces with at least two independent heating zones are used,
Figure 36. The transport furnace should be in a horizontal position in order to keep convection
as part of the gas motion as small as possible. However, if the aim of the transport is the
preparation of large amounts of substance by an endothermic transport, the furnace can be
tilted so that the sink side is higher than the source side. This increases the transport rate. These
experiments, however, cannot be described by the thermodynamic models that are based on
gas motion by diffusion. The so-called short-distance transport, which was described by Krämer,
uses specifically a high convective contribution to the gas motion [189]. The transport takes
place in a vertical direction, over a distance of approximately 3 cm only. The ampoule cross
section in such experiments is particularly large, 30 cm2, Figure 37. This way, CVT also succeeds
in systems that otherwise have a low transport rate due to an unfavorable equilibrium position.
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This variation of the standard experimental set up is particularly effective for endothermic
transport reactions. In cases of exothermic transport reactions, the convective part is omitted
and the transport rate is exclusively determined by diffusion.

Figure 36. Experimental set up for chemical vapor transport in a conventional two-zone furnace, according to [2].

Figure 37. Experimental set up for chemical vapor transport in a short-distance two-zone furnace, according to [2,
189].

The experimental procedures for preparing transport ampoules can be different. Above all,
they are dependent on the physical and chemical properties of the transport agent. First, the
prepared ampoules are filled with approximately 0.5 up to 1 gram of the initial solid that is to
be transported. For this purpose one uses a funnel long enough that the outlet is near the
ampoule bottom. In the same way the transport agent can be added. Its amount is often selected
so that the pressure (approximately expressed by the initial pressure of the transport agent) in
the ampoule is 1 bar at the experiment temperature (calculated using the gas law). The
transport ampoule and the vacuum line can be joined with a ground-glass joint. Alternatively,
“quick-fit” joints have been established. Usually the contents of the ampoule must be cooled
with liquid nitrogen before evacuation in order to avoid vaporization or sublimation of the
respective transport agent. If iodine is used as transport agent, cooling is obligatory. If transport
agents shall be used, which are already gaseous at room temperature (HCl, HBr, Cl2, Br2), more
advanced techniques have to be applied for filling the ampoules [2]. These procedures can be
avoided by using the ammonia halides as a source for the hydrogen halides and PtCl2 or
CuCl2 for Cl2. Finally, the reaction ampoule is evacuated and sealed under dynamic vacuum.

Safety advice: It is absolutely essential to avoid the condensation of liquid oxygen or moisture
within the ampoule prior to sealing. If the ampoule is sealed in this state, a strong explosion
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will be the result after the removal of the cooling agent due to very high pressure in the
ampoule.

The prepared transport ampoule is placed in the middle of the furnace reaching both temper‐
ature zones. Before the actual transport experiments, usually a back transport or transport in
a reverse temperature gradient is applied. This way, the ampoule walls on the sink side are
freed of small crystallization seeds. Finishing the experiment the ampoule is taken out
carefully. In order to obtain crystals without being contaminated by the condensed gas phase,
one has to make sure that the gas phase condenses on the source side.

Figure 38. Determination of time dependent rates of mass transport using a transport balance, according to [2, 197].

For quite simple transport experiments, the determination of the transport rate is realized by
weighing the crystals and calculation of an average rate within the total experimental time.
More advanced, a transport balance can be applied, which is a measuring device for recording
the time dependence of mass transports. In the process, the changes of the tracking force of
the balance is recorded and graphically represented during the entire transport experiment.
This way, the transport action can be followed online [133].
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1. Introduction

LEDs (Light emitting diodes) are considered as the most promising green lighting sources in
21st Century for the advantages in high brightness, long lifetime (more than 50,000 hours),
low energy consumption, short corresponding time, good shock resistance, non-toxic, recy‐
clable, safety. LEDs have already been extensively used in outdoor displays, traffic lights,
high-performance back light units in liquid-crystal displays, general lighting. Strategies Un‐
limited Company predicted that the compound annual growth rate (CAGR) of the LED mar‐
ket would increase to 30.6%, up to $20.2 billion in 2014. It is obvious that incandescent bulbs
and fluorescent lamps will be replaced by LEDs, which could alleviate the increasingly seri‐
ous global energy crisis. Therefore, the development of semiconductor lighting industry is
of great significance. Many countries have already launched National Semiconductor Light‐
ing Plan, investing heavily in researching and developing the LEDs industry. In 1998, Japan
made a “Light for the 21st Century” plan with the budget of 6 billion yen. In July 2000, Eu‐
ropean Union implemented “Rainbow project bring color to LEDs” plan, setting up ECCR
and promoting the application of white light LED through the EU BRITE/ EURAM-3 pro‐
gram. U.S. Department of Energy established “National research program on semiconductor
lighting” plan. It is expected that in 2025, the use of solid state lighting will reduce half of
the lighting electricity consumption and save $35 billion per year. In June 2003, the Chinese
Ministry of Science and Technology launched an “National Semiconductor Lighting Project”
in support of the “863” Project. In 2009, ministry of Science and Technology started “Ten
thousand LED lights in ten cities” semiconductor lighting demonstration program. It is ex‐
pected that in 2015, semiconductor lighting will occupy 30% of the domestic general lighting
market.

© 2013 Tang et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The luminescent property of LED is being continuously improved under the research all
over the world. In 2002, Lumileds Company made the LED with the luminous efficiency of
18-22 lm/W. In February 2009, Nichia Company fabricated a white LED with luminous effi‐
ciency of 249 lm/W under 20mA driving current. As a leading manufacturer in the field of
LED, Cree Company has produced mass production products with the highest luminous ef‐
ficiency of 161 lm/W in 2011. Later after that, in April 2012 they announced that the white
power type LED with luminous efficiency up to 254 lm/W under 350mA driving current has
been manufactured successfully, which again refreshed the industry record.

LED industry is divided into upstream, midstream and downstream chains. Upstream chain
includes substrate material, epitaxial wafers and chip manufacturing; midstream chain in‐
cludes packaging and devices; and various LED application products belong to downstream
chain. As a cornerstone of the development of semiconductor lighting industry, to some ex‐
tent, the development of substrate material determines the route of the development of sem‐
iconductor lighting technology. Therefore, substrate material is a critical core issue of
current semiconductor lighting industry.

The main factors determining the appropriate substrate materials are matched lattice param‐
eters and thermal expansion coefficients as well as good crystallinity, chemical, physical and
mechanical properties. Many materials were investigated as substrates, such as sapphire (α-
Al2O3), SiC, Si, GaAs, MgAl2O4, ScAlMgO4, γ-LiAlO2 and β-LiGaO2 etc. Table 1 shows the
related parameters of some substrate materials for GaN and ZnO epitaxy [1]. Among them,
sapphire and SiC are the main commercial substrates. Due to SiC substrate is very expen‐
sive, sapphire is the most important semiconductor LED lighting industry substrate. Ac‐
cording to a conservative estimation, the demand of epi-ready sapphire substrate in
international market is 600,000 pieces per month. In order to reduce Metal-organic Chemical
Vapor Deposition (MOCVD) epitaxial cost, the requirement of substrate wafer size is getting
larger and larger, from 2″ to 4″, 6″ and 8″. Therefore, the growth and development of large
size sapphire crystal have attracted increasing attention all over the world.

This chapter investigates the strengthening and toughening of sapphire crystal by ion dop‐
ing. Besides, the chapter is devoted to review the raw material, seed crystal, growth direc‐
tion and growth methods, which have influence on the quality of sapphire crystal. The latest
progress in the main growth methods of sapphire substrate: Kyropoulos method, heat ex‐
changer method, Czochralski method, edge-defined film-fed growth method and tempera‐
ture gradient technique are systematical illustrated. Finally, the overall evaluation on the
advantage and disadvantage of each method is briefly outlined.

2. Properties of sapphire crystal

2.1. Crystal structure

Sapphire crystal is a simple coordinated type oxide crystal, whose chemical constituent is
Al2O3 and crystalline form is α-Al2O3. Sapphire, also named corumdum, belongs to trigonal
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system, D3d
6 −R3̄C  space group. It has symmetry elements as follows: mirror-turn axis of the

sixth order (ternary inversion axis), three axes of the second order normal to it, three sym‐
metry planes normal to the axes of the second order and intercrossing along the axis of the
highest order and symmetry center [2.3]. The crystal lattice of sapphire is formed by Al3+ and
O2− ions. The crystal lattice takes the form of O2− ions closest hexagonal packing and Al3+

cations locate in the octahedral hollows between the closely packed O2− ions, filling two
thirds of these hollows (see Figure 1). Polarity, semi-polarity and non polarity GaN films can
be grown on different orientation sapphire substrates. The epitaxial relationship of (112̄2)
semipolar GaN film on (101̄0) m-plane sapphire substrate is 101̄0 GaN ∥ 12̄10 sapphire,
12̄11̄ GaN ∥ 0001 sapphire, and (112̄0) nopolar GaN film on (11̄02) r-plane sapphire substrate is
11̄00 GaN ∥ 112̄0 sapphire, 0001 GaN ∥ 1̄101 sapphire [5-7].

Substrate Structure Space group
Lattice

constant (Å)

Thermal
expansion
(×10-6 K-1)

Lattice mismatch

GaN ZnO

w-GaN wurtzite P63mc
a=3.188
c=5.185

5.59
3.17

0% -1.9%

ZnO wurtzite P63mc
a=3.250
c=5.206

2.9
4.75

1.9% 0%

α-Al2O3 rhombohedral R3̄c
a=4.757

c=12.983
7.5
8.5

-14% 18.4%

6H-SiC 6H (W) P63mc
a=3.081

c=15.117
4.46
4.16

-3.3% 3.5%

Si diamond Fd3̄m a=5.430 3.59 20.4% 18.1%

GaAs zincblende F4̄3m a=5.6533 6.0 -20% -19%

MgAl2O4 spinel Fd3̄m a=8.083 7.45 -10.3% -12.1%

Mg0.4Al2.4O4 spinel Fd3̄m a=7.984 5.62 -11.4% -13.1%

ScMgAlO4 tetragonal R3̄m
a=3.246

c=25.195
6.2

12.2
1.8% 0.09%

γ-LiAlO2 tetragonal P41212
a=5.169
c=6.268

7.1
15

-1.7% -3.5%

β-LiGaO2 orthorhombic Pna21

a=5.402
b=6.372
c=5.007

1.7
11.0
4.0

-0.2% 2%

Table 1. Related parameters of the substrate materials for GaN and ZnO epitaxy.
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(a) (b) 

Figure 1. a) Schematic of the packing of O2- ions in the sapphire cell,(b) Rhombodedral unite cell of the sapphire crystal.

2.2. Physical, thermal, optical and electrical properties

Sapphire is a high melting point oxide crystal (2050℃), which can be used at the highest
temperature of 1900℃. Table 2 presents the main properties of the sapphire crystal. Sapphire
has a high refractive index and a broad transmission band from 0.14 to 6.0 μm, spanning the
UV, visible, and IR bands. Sapphire also has a high hardness (next to diamond) and surface
smoothness, very good tensile strength, thermal conductivity, electric insulation, wear re‐
sistance, and thermal shock resistance [10-12]. The chemical properties of sapphire are very
stable. Generally, sapphire is insoluble in water; insoluble in nitric acid (HNO3), sulfuric
acid (H2SO4), hydrochloric acid (HCL), hydrofluoric acid (HF) and phosphoric acid (H3PO4)
up to 300°C; and insoluble in alkalis up to 800°C. The favorable combination of excellent op‐
tical and mechanical properties of sapphire, together with high chemical durability, makes it
a desirable substrate material for LED applications.

Physical Properties

Chemical Formula Al2O3

Structure hexagonal-rhombodedral

Molecular weight 101.96

Lattice Constants Å a=4.765, c=13,000

Crystal density (g/cm3) 3.98

Melt density (g/cm3) 3.0

Hardness
9 Mohs

1800 knoop parallel to C-axis
2200 knoop perpendicular to C-axis
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Young Modulus (GPa)

379 at 30° to C-axis
352 at 45° to C-axis
345 at 60° to C-axis
386 at 75° to C-axis

Shear Modulus (GPa) 145

Bulk Modulus (GPa) 240

Bending Modulus/
Modulus of Rupture (MPa)

350 to 690

Tensile strength
400 at 25°C

275 at 500°C
345 at 1000°C

Elastic Coefficient
C=496, C12=164, C13=115,

C33=498, C44=148

Apparent Elastic Limit (MPa) 448 to 689

Flexural Strength (GPa) 2.5 - 4.0

Poisson ratio 0.25 - 0.30

Friction Coefficient
0.15 on steel

0.10 on sapphire

Abrasion resistance 8 times higher than steel

Thermal Properties

Melting Point (°C) 2050

Specific Heat J/(kg ·K)
105 at 91 K

761 at 291 K

Thermal coefficient of linear
expansion at 323 K (K-1)

66.66×10-6 parallel to optical axis
5×10-6 perpendicular to optical axis

Thermal conductivity
(W/m °K) at 20°C

41.9

Thermal Expansion (20-1000°C)
Parallel to C-axis: 9.03×10-6 °C

Perpendicular to C-axis: 8.31×10-6 °C
60° to C-axis: 8.4×10-6 °C

Optical Properties

Transission Range 0.2 - 5.5 microns

Reflection loss 14% at 1 micron (2 surfaces)

Restrahlen Peak 13.5 micron

dN/dT +13×10-6 °C

Refractive index 1.7122

Tt% 87.1
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Electrical Properties

Resistivity, Ohm•cm at 20 - 500°C 1011 - 1016

Dielectric Constant
11.5 parallel to C axis

9.4 perpendicular to C axis

Dielectric strength (V/cm) 4×105

Loss Tangent 10-4

Table 2. Main physical, thermal, optical and electrical properties of the sapphire crystal.

2.3. Improving mechanical properties of sapphire by ion doping

Because of excellent physical and chemical properties and outstanding spectrum transmis‐
sion performance in wide bands range, sapphire crystal has been widely applied in various
kinds of high-end window materials and LED substrates. But sapphire crystal is prone to
brittle fracture at room temperature, causing the decline of mechanical properties and ther‐
mal shock resistance. So strengthening and toughening of sapphire at room temperature
have important value on both scientific research and practical applications.

2.3.1. Strengthen and toughen sapphire by carbon doping

Figure 2 shows the carbon-doped sapphire (C:sapphire) single crystals grown by TGT meth‐
od and the crystal was colored because of carbon doping. The C:sapphire crystal possessed
remarkable absorption peaks at 206 nm and 256 nm (see Figure 3). The fracture strength and
fracture toughness of C:sapphire and sapphire crystals along [112̄0] direction on (0001)
plane are listed in Table 3. The fracture strength and fracture toughness of 1000 ppm C:sap‐
phire crystal (No.2) were 752.0 MPa and 2.81 Mpa m1/2, respectively. The fracture strength
and fracture toughness of undoped sapphire crystals (No. 0) were 488.25 MPa and 1.99 Mpa
m1/2, respectively. It is demonstrated that the mechanical properties of sapphire crystal can
be greatly improved by carbon doping.

 

 

 

 

 

 

(a) (b) 

Figure 2. C:sapphire crystal grown by TGT method: (a) 2000 ppm C:sapphire, (b) 5000 ppm C:sapphire
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Figure 3. Absorption spectrum of C:sapphire.

Sample/Test No.0 No.1 No.2

Fracture strength (MPa) 488.25 597.75 752.0

Fracture toughness(MPa·m1/2) 1.99 2.41 2.81

Table 3. Mechanical properties of C:sapphire and sapphire crystals at room temperature

The doped carbon itself occurred disproportionating reaction at high temperature in the
process of crystal growth, i.e. 3C→2C2++C4-. C4- ions substituted negative oxygen ions (O2-)
and generated oxygen vacancy defects (Vo). Vo captured one or two electronic and formed
F + or F color centers. Consequently, the absorption peaks at 206 nm and 256 nm of C:sap‐
phire were strengthened significantly. And the C2+ whose radius is only 0.16 Å entered the
lattice in the form of interstitial ion, which created blocking effect to the sapphires cracking
and improved fracture strength and fracture toughness of sapphire crystal at room tempera‐
ture.

2.3.2. Strengthen and toughen sapphire by titanium doping

Figure 4(a) shows titanium doped sapphire single crystal grown by Vertical Bridgman
Method and the crystal was colored because of Ti3+ doping. After annealing at 1600°C for
24h in the air atmosphere, the crystal was colorless and the absorption peak of Ti3+ ion sig‐
nificantly weakens in the absorption spectrum. Meanwhile, we found that the mechanical
properties of sapphire can be improved through titanium doping, as is shown in Figure 5.
At room temperature, the fracture strength and fracture toughness of Ti3+: sapphire along
[112̄0] direction on (0001) plane were 560 MPa and 2.29 MPa m1/2 respectively. And the frac‐
ture strength and fracture toughness of Ti4+: sapphire single crystal (annealing from Ti3+: sap‐
phire under 1600°C for 24h) are 600 MPa and 2.35 MPa m1/2 respectively. It has been found
that Ti3+ and Ti4+ doping was beneficial to improve mechanical property of the sapphire crys‐
tal. Solid solution reaction of doped titanium ions occurred during crystal growth processes
and the aluminum ions of the matrix were substituted by titanium ions. The solid solution

Growth and Development of Sapphire Crystal for LED Applications
http://dx.doi.org/10.5772/54249

313



makes the fracture strength and fracture toughness of doped sapphire improved. After an‐
nealing at 1600°C for 24h, doped Ti3+ ions were oxidized to Ti4+ ions. While Al3+ was substi‐
tuted by Ti4+ in the crystal lattice, the defects such as aluminium ions vacancies appeared.
These defect structures can improved fracture surface energy of Ti4+:sapphire, so the
strength and toughness were further improved.  

 

 

 

 

 

(a) (b) 

Figure 4. (a) Ti3+:sapphire single crystal, (b) Ti4+:sapphire (annealing 1600°C for 24h from Ti3+:sapphire).

Figure 5. Fracture strength of Ti:sapphire and sapphire crystals.

3. Sapphire substrate crystal growth

3.1. Raw material

The raw materials (Al2O3) used for growing sapphire substrate crystal are divided into pow‐
der, sintered charge, cracked crystal and polycrystalline ingot, as is shown in Figure 6. In
order to obtain LED grade sapphire crystal, Al2O3 raw material should be of high purity
(≥99.996%) and high density. Table 4 presents the impurity concentrations of suitable Al2O3

analyzed by the inductively coupled plasmas optical emission spectroscopy (ICP-OES).
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Cracked crystal stuff grown by Verneuil method without additives is commonly used. Due
to undergoing a crystallization process, the purity and density of the cracked crystal raw
material are much higher. Al2O3 polycrystalline ingot is prepared by the cold crucible induc‐
tion skull melting technique (ISM) in recent years. The technical process is provided in Fig‐
ure 7[13]. Al2O3 polycrystalline ingot could be made as a whole block according to the inside
shape of the crucible used for crystal growth, which is convenient for charging.

The purities of sintered charge, cracked crystal and polycrystalline ingot are related to the
purity of Al2O3 powder. Usually, the preparation methods of high purity Al2O3 powder in‐
clude thermal decomposition of ammonium aluminum sulfate, thermal decomposition of
ammonium aluminum carbonate hydroxide, aluminum isopropoxide hydrolysis method,
aluminum choline hydrolysis method and high purity aluminum active hydrolysis method,
etc[14,15]. The purity of the powder prepared by aluminum isopropoxide hydrolysis meth‐
od is higher than that prepared by other methods. Impurities in raw material will reduce the
transparency of crystal, make sapphire crystal pink or yellow, and increase dislocation de‐
fects that will cause LED luminous efficiency to decrease. Aluminum sulfate impurity from
cracked crystal raw material decomposes again during crystal growth, which will make
bubbles and insoluble remain in the sapphire. Excess Ca and Mg impurity ions will induce
sapphire to crack, and excess K impurity ion will form scattering particles in the sapphire.

 
 

  

 

 

 

 

 

(a) (b) 

(c) (d) 

Figure 6. Al2O3 raw materials: (a) powder, (b) sintered charge, (c) cracked crystal, (d) polycrystalline ingot.
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Figure 7. The process of Al2O3 polycrystalline ingot prepared by ISM.

Element Na Mg Si K Ca Ti Cr

Concentration (μg/g) <1 <1 <4 <1 <1 <1 <1

Element Mn Fe Ni Cu Zn Ga Zr

Concentration (μg/g) <1 <4 <1 <1 <1 <1 <1

Table 4. Impurity concentration analysis of suitable Al2O3 raw material.

3.2. Seed crystal

The selection of Al2O3 seed crystal is an important step before crystal growth. Sapphire crystal
will inherit some defects in the seed crystal, and therefore seed crystal of high crystalline quali‐
ty is absolutely necessary. The seed crystal should be colorless transparent, free from bubbles,
inclusions, precipitations, twin crystal, grain boundary, microcrack and scattering particles.

3.3. Growth direction

The slip systems of sapphire reported so far are (0001)1/3<112̄0> basal slip, {112̄0}<11̄00>
prism slip and {101̄1}1/3<1̄101> pyramidal slip [16]. Slip is easy to occur along the direction
of high atomic density. Among these systems, basal slip is the easiest slip system at high
temperatures. When the obliquity between growth interface and (0001) plane is small, basal
slip is prone to induce a large number of grain boundaries, even slip band and twin crystal.
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On the contrary, it is not easy to slip and generate grain boundaries. Therefore, sapphire
crystal is usually grown along a[112̄0], m[101̄0] or r[11̄02] direction to reduce sub-grain and
twin boundaries defects.

3.4. Growth methods

3.4.1. Kyropoulos method

Kyropoulos (KY) method was put forward by Kyropoulos as early as 1926, and is used to
prepare and study on large-size halogen group crystals, hydroxide crystals and carbonate
crystals. Modified by Musatov in 1970’s, Kyropoulos method is applied to grow sapphire
single crystal. A schematic diagram of the KY furnace is shown in Figure 8. The crystal
growth systems include vacuum system, heating system, cooling system, insulation system
and control system. This method adopts the tungsten resistance-heated element, and the
heat is transferred to the whole thermal field through radiation. Crystallization occurs when
the seed contacts the melt at a temperature slightly lower than the melting temperature. The
crystal gradually grows by water cooling from the seed holder and stably programmed re‐
duction of the heat power to adjust the temperature distribution of the melt. The growth
procedure is divided into seeding, shouldering, equal diameter growth, annealing and cool‐
ing. The crystals are usually boules, and the diameters could be 10~30 mm smaller than the
crucible inner diameters. During the whole growth process, the crystal is in the crucible but
no contact with the crucible wall, and located in the hot zone, thus the thermal stress in the
crystal is small. At present, Kyropoulos method is one of the effective and mature methods
to grow large diameter sapphire substrate crystals. In 2009, 200 Kg weight sapphire boule

Figure 8. Schematic diagram of the resistance-heated KY furnace.
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that is current world’s largest sapphire crystal was successfully grown by Rubicon Technol‐
ogy Inc. using improved Kyropoulos method, proprietary ES2 crystal growth technology.
Figure 9 shows the sapphire boule. Now, Rubicon has produced in mass 85 Kg grade sap‐
phire boules, which is world leading level.

In China, the sapphire industry is developing rapidly. Many enterprises have built complete
processes including sapphire growing, drilling, slicing and polishing which cover the entire in‐
dustry chain. Under the leading of Prof. Xu, our team has developed advanced Kyropoulos
method by optimizing furnace automatic closed-loop control system, thermal field system and
growth technology. Melt convection, melt/crystal interface shape, temperature distribution
and radiative heat exchange during the sapphire crystal growth process are analyzed system‐
atically with CGSim software package of STR. Flow pattern in the melt at the melting tempera‐
ture before modifications is displayed in Figure 10. The melt flow had a two-vortex structure:
one is a larger vortex occupying the melt core, which is the normal melt convection; and the
other is a smaller vortex of lower intensity located near the melt free surface, which is the ab‐
normal melt convection. The melt flow direction of the smaller vortex is opposite to that of the
main vortex. It is easy to cause overcooled melt to enrich in the area of the smaller vortex. The
sapphire crystal will adhere to the crucible at the shouldering stage. The theoretical predic‐
tions are consistent with the experimental results. Isothermal changes at different growth
stages and the small vortex gradually disappears at the cylindrical growth stage, which is dem‐
onstrated in Figure 11. After a series of modification in thermal field structure, the melt flow
pattern of abnormal small vortex disappears completely, as is displayed in Figure 12. The ther‐
mal field is of reasonable temperature distribution, stable melt vortex, and has long service life
and low cost. Our advanced Kyropoulos method has been successfully applied to the mass

Figure 9. Sapphire boule grown by Rubicon Technology Inc.[17].
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production of 65K g grade sapphire boules and pilot production of 85 Kg grade sapphire
boules in several domestic companies. Figure 13 shows the 65 Kg and 85 Kg grades sapphire
boubles. The KY furnace is designed and developed by our team and Shenyang Scientific In‐
strument Co., Ltd., Chinese Academy of Sciences (SKY), and manufactured by SKY. The full
width at half maximum of X-ray double crystal diffraction of 4″ sapphire wafer is less than 10
arc sec, and the average density of dislocations is about 1.99×102 cm-2.

Figure 10. Flow pattern in the melt before modifications at the melting temperature.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Isotherms at different growth stages.
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Figure 12. Flow pattern in the melt after modifications at the melting temperature.

Figure 13. (a) KY furnaces manufactured by SKY, (b) 60 Kg, 85 Kg grades sapphire boules, (c) 83 Kg sapphire boule,(d)
X-ray rocking curves of 4″ sapphire wafer in the center and at the edge.
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3.4.2. Heat exchanger method

The heat exchanger method (HEM) for growing large sapphire crystal was invented by Fred
Schmid and Dennis Viechnicki at the Army Materials Research Lab in Watertown, Massa‐
chusetts in 1967[18]. The modern implementation of Schmid and Viechnicki’s heat-exchang‐
er method at Crystal Systems in Salem, Massachusetts is depicted in Figure14. A high
temperature heat exchanger is introduced from the bottom of the furnace into the heat zone.
As the heat exchange medium, helium gas circulates in the heat exchanger to take out the
heat. The control of the crystal growth process is achieved by adjusting the helium flow. Af‐
ter partial melting of the seed, gas flow is increased to initiate crystallization of melt onto the
seed. When the crystallization is complete, the furnace temperature and the helium flow are
decreased, and the boule is slowly annealed in situ. During the whole growth process, the
crystal is surrounded by the high-temperature melt. It is difficult to release crystalline latent
heat, so the growth rate of the crystal is constrained.

The application and development of HEM is mainly in the United States. GT-Solar and ARC
Energy are two leading companies in this field. GT-Solar has grown 115 Kg sapphire crystal
along a-direction. Heat is supplied by the graphite resistance heat; so that the crystal interior
forms oxygen vacancies and the sapphire crystal is pink. Besides, the molybdenum crucible
is disposable, thus the cost is high. Figure 15 shows the 111.40 Kg sapphire grown by Guiz‐
hou Haotian Optoelectronics Technology Co., Ltd. using the GT-Solar furnace. As we all
know, growing high-quality sapphire crystals along c-direction is a great challenge. ARC
Energy has achieved a certain degree of technological breakthroughs. They have grown 37
Kg and 47 Kg grades sapphire crystals along c-direction. Figure 16 shows the Φ170 mm and
Φ260 mm sapphire ingots grown by ARC Energy. Compared with GT-Solar furnace, heat is
supplied by the tungsten resistance-heated element on ARC Energy furnace, thus the sap‐
phire crystal is colorless transparent. Due to sub-grain boundary defect, it is difficult to
grow large size and high-quality sapphire crystal along c direction.

Figure 14. Schematic of a HEM furnace [19].
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Figure 15. 111.40 Kg sapphire ingot.

Figure 16. Sapphire ingots (Φ170 mm & 260 mm) grown by ARC Energy.

3.4.3. Czochralski method

The Czochralski method is named after Jan Czochralski who introduced an early version in
1916, and published it as a method for studying the crystallization rate of metals [20]. Fur‐
ther modifications by Teal and Little brought the technique closer to the process known as
the Czochralski or CZ method [21]. This technique was first applied to grow sapphire crys‐
tal by Poladino and Rotter in 1964, and the quality of the as-grown sapphire crystal was rel‐
atively high. Figure 17 presents the Czochralski furnace geometry. The crucible is heated by
means of an rf generator operating in the range of 10-30 kHz. Considering the melting point
of sapphire is 2050°C, Ir crucible whose highest working temperature is up to 2200°C is
commonly used. The growth and control of the sapphire crystal is dependent upon the auto‐
matic diameter control system that weighs the crystal while it is growing. The change in
crystal weight is used to generate a control signal that modifies the generator output power
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to the crucible, thereby controlling the diameter is achieved through small changes in the
liquid temperature. The crystal is constantly rotated and pulled during the growth process,
which is different from Kyropoulos method. The main advantages of CZ method are auto‐
matic diameter control, convenient to observe the growth status of crystal. Through techni‐
que improvement, UNC Co.Ltd. has grown 4″ and 6″ sapphire crystals along a or c
direction by CZ method.

Figure 17. Schematic of a typical Czochralski furnace.

3.4.4. Edge-defined film-fed growth method

Edge-defined film-fed growth method was invented by Harold Labelle and Stepanov in
1960’s [23]. This technique is used to grow special-shaped crystals, such as ribbon, tubal and
nemaline crystals. Figure 18 shows the schematic diagram of the EFG furnace. The mold
with capillary slit is put in the melt. The melt rises to the top of the mold due to the capillari‐
ty, forming a layer of thin film and spreading to the surrounding, at the same time crystalli‐
zation starts from the seed. Melt rising height H is calculated by H=2γcosθ/(ρdg), where γ
denotes the melt surface tension coefficient (N/cm), ρ denotes the melt density (g/cm3), d de‐
notes the capillary diameter (cm), g denotes acceleration of gravity (N/g) and θ denotes sol‐
id-liquid wetting angle (0°<θ<90°). The wetting angle of melt and mold should be less than
90° so as to form melt fluid film of a certain thickness. The advantages of EFG are that
growth rate is fast, the cost is low, and multiple-piece crystals can be grown simultaneously.
Figure 19 exhibits the substrate-grade sapphire ribbons grown by Namiki company whose
technique is advanced in the world. The magnitude of dislocation density is about 103-5cm-2

which is two magnitudes lower than that of grown by conventional EFG method. The main
defects of sapphire crystal grown by EFG are bubble, grain boundary, dislocation and heat
stress, resulting from overcooling temperature at the solid-liquid interface.
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Figure 18. Schematic diagram of sapphire crystal grown by the edge-defined film-fed growth method[23].

 

 

 

 

 

 

 

 

 

(a) (b) 

(c) 

Figure 19. (a) Sapphire ribbons grown by Namiki company, (b) Dislocation density of sapphire wafers grown by con‐
ventional EFG, (c) Dislocation density of sapphire wafers grown by Namiki.

3.4.5. Temperature gradient technique

The temperature gradient technique (TGT) is a typical static directional solidification techni‐
que, invented by Cui et al. from Shanghai Institute of Optics and Fine Mechanics(SIOM) in
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1979[22]. A schematic diagram of the TGT furnace is shown in Figure 20. It consists of mo‐
lybdenum crucible, graphite heating element and molybdenum heat shields. The cylindrical
graphite heat element is designed as an electric circuit with proper linear resistance from the
top to the middle by making holes in certain distribution. The cylinder is placed in the
graphite water cooled electrodes. The temperature gradient of the upper part is built by the
linear resistance of the heating element, and that of the lower depends on the extraction of
heat by water flowing in the tubes through the electrodes. Besides, the temperature field
near the seed is influenced by the heat conductivity of the water-cooled centre rod. The tem‐
perature gradient is in the opposite direction of gravity, and there are no moving parts in
TGT. The growth process is accomplished by dropping temperature at designed rates with a
high precision temperature program controller.

Figure 21 shows the sapphire crystals grown by TGT. The graphite volatilizes to a certain
extent, which makes the atmosphere oxygen-lacked. In the reducing atmosphere, transition
metal impurity ions exist in the low valence form (e.g.: Cr3+, Ti3+), so that sapphire crystals
are pink or light green. In order to improve optical transmittance and uniformity, the sap‐
phire crystals must undergo annealing treatment of decarbonisation and decolorisation. The
annealing treanment has two steps. At first, the sapphire crystals are annealed in oxidizing
atmosphere at 1700°C, and then annealed in strong reducing atmosphere at 1600-2200°C. Af‐
ter the special annealing process, the color can be eliminated and sapphire crystals revert to
high optical property.

Figure 20. Schematic diagram of a TGT furnace.

3.5. Crystal defects

With the fast  development of  modern science and technology,  the requirements  of  sap‐
phire materials are getting higher and higher.  A popular standard of sapphire substrate
wafer for GaN epitaxy is as follows [24]: purity >99.999%, orientation accuracy <±0.5°, dis‐
location density <1×103 cm-2,  carbon content <5×109 cm-2,  number of particles bigger than
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0.1μm <20/piece. Sapphire crystals grown from the melt usually contain various types of
macro  or  micro  defects,  among  which  dislocations,  sub-grain  boundaries,  inclusions,
crack, bubbles are common. The distribution of each kind of defects in sapphire depends
on each process of the production, from raw material preparation to crystal growth and
subsequent  heat  treatment.  Studying the  origin  and the  distribution behavior  of  defects
can deliver  a  better  understanding on crystal  growth process,  which may provide solid
information to production improvement.

3.5.1. Dislocations

Dislocation is one of the common microscopic defects in the sapphire crystals. Figure 22
shows the dislocation corrosion morphology of sapphire wafer grown by TGT [25]. In TGT,
the crystal touches crucible, which can cause a stress field, especially during cooling process.
Such stress field can cause plastic deformation of the crystal by activating the slip systems.
And more dislocations are formed. The typical etch pits generated on (0001) plane are trian‐
gles, and on (112̄0) plane are rhombuses. The dislocation corrosion morphology is deter‐
mined by the point group and structure of the crystal. The role of the chemical etchant is to
destroy the bonds between molecules or atoms inside the crystal,  and the smaller  bond
strength is first to be destroyed, thus forming a particular shape of the corrosion spots. Figure
23 reveals that the density of etch pits on the different position of the sapphire crystals is not
uniform. It is higher at the shoulder and lower at the equal-diameter position of the crystals.

The origins of the dislocations in the sapphire crystals are as follows: (1) dislocations inherit‐
ing from the seed, including the seed dislocations and the dislocations introduced during
seed machining process and seeding process; (2) dislocation nucleation and multiplication
produced when the thermal stress in the crystal exceeds the critical stress; (3) external ther‐
mal and mechanical fluctuation.

Figure 21. Sapphire crystals grown by TGT.
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Figure 22. Dislocation corrosion morphology of sapphire wafers: (a) (0001) plane, (b) (112̄0) plane.  

 

 

(a) (b) 

Figure 23. Dislocation etch pits on the (0001) plane of sapphire wafers grown by KY method:(a) shoulder position, (b)
equal diameter position.

3.5.2. Sub-grain boundaries

Mosaic structure is the fine structural regions of the crystallographic misorientation smaller
than 10°C. The boundaries between the two regions are known as sub-grain boundaries.
Figure 24 shows the mosaic structure on (0001) plane of the sapphire blocks under the po‐
lariscope. The area of the mosaic structure has colored interference fringe, which is different
in color from the main part of the crystal. Sub-grain boundaries could also be observed by
chemical etching method, as is shown in Figure 25.

Dislocation sub-grain boundaries are usually formed on cooling or annealing procedures.
During these periods, the dislocations acquire sufficient excitation energy to migrate. Then
under the stress-field interaction, the dislocations on the different slip planes stop at equili‐
brium positions, and form the sub-grain boundaries. In addition, the lineage structure ap‐
pearing in the melt crystallization process can also lead to the formation of sub-grain
boundaries [26]. Therefore, the basic method to eliminate sub-grain boundaries is to reduce
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the dislocation density and thermal stress in the sapphire crystals. Meanwhile, the growth
direction should be a[112̄0], m[101̄0] or r[11̄02] direction, not c [0001] direction as possible.

Figure 24. Optical image of the mosaic structure on (0001) plane of the sapphire blocks.  

 

 

 

 

 

Figure 25. Optical image of sub-grain boundary obtained after the (0001) plane slice has been etched in KOH melt at
380℃ for 10 min.

3.5.3. Inclusions

Inclusion is a common macroscopic defect in the sapphire crystal grown by melt method.
The impurity elements of Al2O3 raw material and crucible material, as well as tungsten, mo‐
lybdenum fragments from the crucible, heating unit and insulations will form inclusions in
the crystals. Due to the impurity discharging phenomenon, impurities in the raw materials
discharge to the edge, and impurities in the crucible diffuse to the centre. These impurities
precipitate when the concentration exceeds the saturated concentration in the melt, forming
inclusions. Therefore, high purity of Al2O3 raw material, crucible material and insulation
material are important to grow high quality sapphire crystal.

3.5.4. Cracking

Cracking is one of the main defects of large size sapphire crystal. It is divided into stress
cracking and polycrystalline cracking, as is shown in Figure 26. The crystal with stress is al‐
so easy to crack along cleavage plane during drilling rod process. Figure 27 reveals the
cracked sapphire rod. In addition, because the crystal and crucible material are different in
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the thermal expansion coefficients, the sapphire crystal is prone to crack on the annealing or
cooling procedure if the crystal touches the crucible.

The crystal growth process is mainly achieved by controlling the heat transport system, thus
the crystal itself is bound in a certain temperature gradient in the thermal field. When the crys‐
tal growth rate or cooling rate is too fast, too large temperature gradient is bound to lead to
large thermal stress inside the crystal. Stress in the crystal causes the strain. The cracks ini‐
tiate, expand and the crystal will crack when the strain exceeds the yield limit. Figure 28(a)
presents the interference photographs of the (0001) plane sapphire crystals with stress. The
colored strip is asymmetric, and the dark line of the extinction figure shows distortion.  

 

 

 

 

 
(a) (b) 

Figure 26. Cracking in large size sapphire crystals: (a) stress cracking, (b) polycrystalline cracking.

Figure 27. Cracking in the sapphire rod with stress.

3.5.5. Bubbles

Figure 29 presents the bubble distribution of the sapphire boule examined by He-Ne laser.
The bubble content is higher at the shoulder and center of the crystal, and the quantity and
size of the bubble decrease on the equal diameter position. When the crystallization rate is
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too fast, the bubbles in the melt cannot be removed thoroughly, and bubble layer will form
in the crystal. That the separation coefficients of the gas in the solid and melt are different is
the reason for the formation of bubbles.

Mycatob et. al thought that micro-thermal decomposition of the alumina melt release O2,
and tungsten, molybdenum and oxygen react chemically. The chemical reaction equations
are as follows [27]:

Mo(s) + 3
2 O2(g)→MoO3(g)

Wo(s) + 3
2 O2(g)→WO3(g)

When the crystalline rate is too fast or the fluctuation of crystal growth rate is too large, the
gas can be easily captured and wrapped from the solid-liquid interface into the crystal.

Bunoiu et. al have put forward a model to explain the origin and distribution of bubbles in
EFG sapphire. According to this model, the origin of the bubble formation is attributed to
the reactions described as follows:

Al2O3(l)→2O(g) + Al2O(g)

Mo(s) + Al2O3(l)→MoO(g) + Al2O(g) + O(g)

Mo(s) + O(g)→MoO(g)

Mo(s) + Al2O(g)→MoO(g) + 2Al(g)

O(g) + C(s)→CO(g)

Al2O(g) + C(s)→CO(g) + 2Al(g)

3MoO(g) + 5C(s)→Mo3C2(g) + CO(g)

The main composition of the bubble is CO, which has been verified through spectroscopy.
They also used numerical simulation to explain the distribution of bubbles and also devel‐

 

 

 

 

 

 
(a) (b) 

Figure 28. Interference photograph of (0001) plane sapphire rods under the polarizing microscopy:(a) sapphire bar
with stress, (b) sapphire bar without stress.
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oped a way to confine bubble distribution near the surface, so it can be easily removed
through polishing [28].

Figure 29. The bubble distribution of the sapphire boule grown by KY method.

4. Conclusions

The growth methods of sapphire nearly cover all of the crystal growth technology, and each
method has its own uniqueness. However, Kyropoulos method, edge-defined film-fed
growth method, heat exchanger method are the main methods used in mass production in
the world, and Kyropoulos method and heat exchanger method are more universal. Table 5
lists the advantages and disadvantages of sapphire crystal growth methods. CZ method is
mainly used to grow 3″ sapphire crystals, and HEM, TGT and KY methods are mainly used
to grow larger than 4″ sapphire crystals. As the requirements of sapphire substrate constant‐
ly improve, the techniques to grow larger sapphire crystal are under research.

Method Advantages Disadvantages

KY
High quality and large-size crystal

Fast growth rate

Low automation degree

High technical requirement on operator

HEM
High automation degree

Large size crystal
High cost

CZ High automation degree
High cost

Small size crystal

EFG
Fast growth rate

Low cost
The orientation adjustment of large size crystal is difficult.

Table 5. The characteristics of sapphire substrate growth methods from the industrial point of view.
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Crystal Growth by Electrodeposition with Supercritical
Carbon Dioxide Emulsion
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1. Introduction

1.1. Electroplating with supercritical carbon dioxide emulsion

1.1.1. Introduction

1.1.1.1. Supercritical Carbon Dioxide

A supercritical fluid (SCF) is any substance at a temperature and pressure above its critical
point, as shown in Fig. 1, where distinct liquid and gas phases do not exist [1]. It can effuse
through solids like a gas, and dissolve materials like a liquid. In addition, close to the critical
point, small changes in pressure or temperature result in large changes in density, allowing
many properties of a SCF to be fine-tuned between a gas and a liquid. SCFs are suitable as a
substitute for organic solvents in a range of industrial and laboratory processes.

CO2  is  non-polar,  combining with the low surface tension property when it  is  in super‐
critical state;  it  is  often used in extraction of organics in the food industries [2].  The ex‐
tremely  low  surface  tension  also  makes  supercritical  CO2  (sc-CO2)  an  ideal  medium  in
drying of nano-porous structures [3]. CO2 is non-toxic, and the critical point is relatively
low when comparing with the other solvents, therefore, sc-CO2  is an important commer‐
cial  and industrial  solvent.  Critical  temperature  pressure  of  sc-CO2  are  304.5K and 7.39
MPa,  respectively.  Comparison  for  the  critical  conditions  of  some  commonly  used  sol‐
vents is shown in Table 1.

© 2013 Sone et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Figure 1. Phase diagram of a single substance.

Fluid Critical Temperature (K) Critical Pressure (MPa)

CO2 304.1 7.39

NH3 405.5 11.35

H2O 647.3 22.12

n-Pentane 469.7 3.37

Toluene 591.8 4.10

Table 1. Critical conditions of commonly used solvents

1.1.1.2. Supercritical Carbon Dioxide Emulsion

Electrodeposition is a key technology for fabricating micro components used in micro-elec‐
tro-mechanical systems (MEMS) [4,5]. Application of sc-CO2 in electrodeposition process is
believed to solve the problems encounter in miniaturization of the devices [6], such as re‐
ducing usage of organic solvents in the cleaning process, drying of the nano-structures after
the electrodeposition process, and minimize problems caused by evolution of H2. Evolution
of H2 is an inevitable size reaction when performing electrodeposition reaction with an
aqueous electrolyte. H2 gas bubbles adsorbed on the surface of cathode is one of the major
causes for defects found in the electrodeposited materials [7]. CO2 is non-polar, solubility of
H2 is high in CO2 [8]. Therefore, desorption of H2 gas bubbles from the surface of cathode
could significantly enhanced in sc-CO2.
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However, electrical conductivity and metal salts solubility are both very low in sc-CO2 [1],
which are the basic requirements in electrochemistry. The limitations could be overcome by
addition of a surfactant to form an emulsion composed of an aqueous electrolyte, sc-CO2,
and the surfactant [9,10]. Two types of the emulsion could be formed depending on the type
and concentration of surfactant used and concentration of CO2 in the system. One is H2O in
CO2, where the continuous phase (CP) is CO2 and the dispersed phase (DP) is H2O. The oth‐
er one is CO2 in H2O, where the CP is H2O and the DP is CO2 [11,12]. Structure of the DP in
CO2 in H2O emulsion is similar to micelles in mixture of oil and water. CO2 in H2O emulsion
is usually used for application in electrochemical reaction because the higher solubility of
metal salts and electrical conductivity CO2 in H2O emulsion when compared with H2O in
CO2 emulsion [11,12].

1.1.1.3. Electrodeposition with Supercritical Carbon Dioxide Emulsion (EP-SCE)

Surface smoothening, grain refinement, and hardness enhancement are the effects of ap‐
plying sc-CO2 emulsion (SCE) in electrodeposition of Ni [13-15].  Surface of  the Ni films
fabricated  by  electrodeposition  with  SCE  (EP-SCE)  is  defect-free  and  pinhole  free  as
shown in Fig. 2(a), and defects are found on the Ni films when only the aqueous electro‐
lyte  is  used at  ambient pressure as shown in Fig.  2(b)  [13].  Ni films is  electrodeposited
with the aqueous electrolyte only at an elevated pressure, 42 MPa, to confirm the surface
smoothening effect  is  not  caused by the high pressure,  and many defects  are  found on
the  Ni  film  as  shown  in  Fig.  2(c).  In  order  to  further  confirm  the  smooth  surface  is
caused by  SCE,  emulsion  made  of  n-hexane  is  studied  [14].  Properties  of  n-hexane  are
considered to be close to sc-CO2, such as electrical conductivity. Surface conditions of the
Ni films fabricated by EP-SCE are much better than the Ni films fabricated by electrode‐
position with n-Hexane. The results indicate that only emulsion made of sc-CO2  is effec‐
tive in increasing smoothness of the Ni films electrodeposited.

Figure 2. Ni films electrodeposited from (a)SCE, (b) the aqueous electrolyte only at atmospheric pressure and (c) the
aqueous electrolyte only at 42 MPa.

For  improvement  in  mechanical  properties,  grain refinement  is  believed to  be  the  main
cause  as  shown  in  Fig.  3  [15-17].  Ni  films  fabricated  by  EP-SCE  are  reported  to  have
grain  size  in  nano-scale.  Because  of  the  nano-grains,  wear  properties  of  the  Ni  films
could be improved significantly [18]. Chung and Tsai proposed the grain refinement and
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improvement in mechanical strength are also caused by C impurity in the Ni film from
decomposition of CO2 in the electrolyte;  evidence of the C impurity is detected from X-
ray photoelectron spectra [19].

Many studies have been reported on application of SCE in electrodeposition. However, ad‐
ditive such as brightener is often used in the electrolyte in these studies, and properties of
the materials electrodeposited could be influenced by the additives [20,21]. Therefore, we
studied and proposed a mechanism called periodic-plating-characteristic (PPC) to be the
main cause for the effects observed in the metal films fabricated by EP-SCE. Physical proper‐
ties of SCE are expected to affect the PPC and properties of the metal films electrodeposited,
and physical properties of SCE could be controlled by varying experimental pressure, vol‐
ume fraction of CO2 and surfactant in the system. In this study, physical properties of SCE
are adjusted to study the influence on PPC and properties of the Ni films electrodeposited.

Figure 3. Effect of grain size on hardness.

1.1.2. Experimental section

1.1.2.1. Materials

CO2 with a minimum purity of 99.9 % was used. Composition of the additive-free Watts
bath was NiSO4•6H2O (300 g/l), NiCl2•6H2O (50 g/l), and H3BO3 (50 g/l). pH of the addi‐
tive-free  Watts  bath  was  3.31.  A  non-ionic  surfactant,  polyoxyethylene  lauryl  ether
(C12H25(OCH2CH2)15OH) was used to form the emulsion. Volume fraction of CO2 with re‐
spect to the total volume of the reaction chamber and volume fraction of surfactant with
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respect to the volume of the aqueous electrolyte were varied from 10 to 50 vol% and 0
to 2.0  vol%, respectively.  Cu plates with width and length at  1.0X2.0 cm2  were used as
the working substrate, and Ni plates with width and length at 1.0X2.0 cm2 were used as
the counter electrode.

1.1.2.2. Experimental apparatus

The high-pressure experimental apparatus is shown in Fig. 4. Temperature variation of each
run was confirmed to be less than 1.0 K. Maximum working temperature and maximum
pressure were 424 K and 50 MPa, respectively. The reaction chamber was a stainless steel
316 vessel (PEEK coating on the inner wall) with a volume of 50 ml, kept in a temperature
controlled air bath. There were holes at chamber cap for inflow and outflow of CO2 and wir‐
ing. Through the holes, platinum wires inserted in PEEK tube were used to position the sub‐
strates and connected to a programmable power supply. A magnetic agitator with a cross-
shaped magnetic-stirrer-bar was placed in the reaction chamber for mixing.

Figure 4. a) CO2 gas tank, (b) liquidization unit, (c) liquidization pump, (d) high-pressure pump, (e) thermal bath, (f)
reaction cell, with PEEK coating on the inner wall, (g) substrates, (h) stirrer, (i) programmable power supply, (j) back
pressure regulator, (k) trap, (l) thermometer.

1.1.2.3. Electrodeposition

Cu plates were treated with 10 wt% degreasing solution and 10 wt% HCl solution for 1 min
and 10 sec, respectively, prior to the reaction. Distance between the two substrates was 2.5
cm. Samples were electrodeposited at a constant temperature of 323 K with pressure vary‐
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ing from 9 to 18 MPa and current density from 0.01 to 0.20 A/cm2. The deposition time was
30 min for all the samples. According to Faraday’s Law, ca. 6 μm of Ni film would be elec‐
trodeposited if 100 % efficiency is achieved.

1.1.3. Effects of pressure

Physical properties of sc-CO2, such as density, surface tension and viscosity, could be direct‐
ly adjusted by pressure, which is also expected to affect physical properties of SCE. Pressure
could also influence homogeneity of the emulsion, size of the DP, and population or concen‐
tration of the DP in the emulsion.

Circular marks/defects with diameter ranged from several to several tens of micrometers
were found on surface of the Ni films electrodeposited at 9.0 MPa as shown in Fig. 5 (a) [22].
Size in diameter and total number of the circular marks decreased with increase in pressure.
Overall surface uniformity of the Ni films improved significantly when pressure was rose to
18.0 MPa as shown in Fig. 5(c). Surface of the Ni films fabricated by EP-SCE was composed
of nano-scaled particles as shown in Fig. 5, which was very different from electric field ori‐
ented conical-shape morphology of the Ni films electrodeposited without SCE at atmospher‐
ic pressure [23]. Average roughness (Ra)of the Ni films decreased from 19.22 to 12.10 nm as
pressure was increased from 9.0 to 18.0 MPa, shown in Fig. 6. The relatively large standard
deviation of Ra for the Ni films electrodeposited at 9.0 MPa was caused by the circular marks
found on the surface. Standard deviation of Ra decreased significantly as surface uniformity
of the Ni films improved with increase in pressure.

Chemical reaction in a reaction medium containing SCE is highly dependent on homogenei‐
ty of SCE [1]. High homogeneity of SCE is a prerequisite for fabrication of smooth film when
applying SCE in electrodeposition. Homogeneity of SCE can be referred as stability, average
size, and size distribution of the DP in the emulsion. SCE is a dynamically emulsified sys‐
tem; size of the DP could be continuously fluctuating in the emulsion. Stability of the DP is
considered to be high when size fluctuation of the DP and tendency for phase separation to
occur are both low. Quantitatively, the stability is high when interfacial tension between sc-
CO2 and the aqueous solution (γ) is low [24]. Growth in size of the DP is more likely to occur
when γ is high, and continue growth in size of the DP would lead to phase separation.
Creaming velocity (us) is another parameter that could be used to quantify stability of the
DP [25]. Creaming is more likely to occur when us is high, and occurrence of creaming will
lead to phase separation. us could be calculated using properties of the emulsion. Equation
of us is shown in the following:

22        
9s

C

r gu r
m
D

= (1)

where r is radius of the DP, Δρ is density difference between the DP and the CP, g is gravity,
and μc is viscosity of the CP.
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Figure 5. Ni films electroplated with SCE and pressure at (a) 9.0 MPa, (b) 12.0 MPa, and (c) 18.0 MPa.
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Figure 6. Ra and grain size of Ni films fabricated by EP-SCE at different pressure.

Both γ and us are highly related to density of CO2 in SCE [24,25], and it has been reported
that decrease in γ is observed when physical properties of the DP (mostly composed of CO2)
is adjusted to close to physical properties of the CP. For SCE, density and viscosity of the DP
are both much lower than those of the CP, and both density and viscosity of the DP can be
increased by increasing pressure. In addition, increase in density of the DP can also reduce
Δρ in equation (1), which leads to decrease in us. Therefore, both γ and us are lowered and
the stability is improved with increase in pressure. At 320K, density of sc-CO2 increases
from 320 to 770 kg/m3 and viscosity from 24 to 65 μPa·s when pressure is increased from 9.0
to 18.0 MPa [1,26].

Major peak in XRD patterns of Ni films electrodeposited with SCE was (111) peak, which
was caused by texture of the Cu plate, XRD patterns were shown in Fig. 7. Increase in pres‐
sure did not have significant influence on position of the (111) peak and relative intensity
and position of both (200) and (220) peaks. Grain size calculated from Scherrer equation
showed that grain refinement was observed with increase in pressure. Grain size decreased
from 10.53 to 8.38 nm when pressure was increased from 9.0 to 18.0 MPa, shown in Fig. 6.
Grain refinement is believed to be caused by the PPC when applying SCE in electrodeposi‐
tion reaction, where adsorption and desorption of the DP from surface of the working elec‐
trode would cause a reaction-on and –off phenomenon, respectively.

More uniform size distribution of the DP can lead to more uniform on-time and off-time of
PPC. Lee et al. and Dhanuka et al. both reported that average size of the DP reduced and the
size distribution became more uniform with increase in pressure through dynamic light
scattering measurement and direct SEM observation [12,24]. In addition, high pressure also
favors monomer salvation over aggregates, which prevents aggregation of the DP.
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Figure 7. XRD patterns of the Cu plate and Ni films fabricated by EP-SCE with different conditions.

Decrease in size of the DP is expected to cause decrease in on-time of PPC. According to Ein‐
stein-Stokes equation, diffusion constant (D) of the DP is increased with a decrease in size of
the DP. Einstein-Stokes equation is shown in the following:

       
6

Bk T
D

rph
= (2)

where kB is Boltzmann’s constant, T is the absolute temperature, η is viscosity of the reaction
medium, and r is the radius of the DP. Movement of the DP in SCE is faster with increase in
D, and frequency of a particular region to have contact with the DP would be increased by
faster mobility of the DP. This would be like decreasing on-time in pulse plating. Reduction
in surface roughness and grain size of Ni film electrodeposited has been reported when on-
time in pulse plating is decreased [27-29].

Desorption of H2 gas bubbles from surface of cathode is also promoted with increase in
pressure, because solubility of H2 in sc-CO2 is increased with increase in pressure. Combin‐
ing the improved homogeneity, the PPC, the promoted H2 gas bubbles desorption, Ra and
grain size of the Ni film could be significantly reduced with increase in pressure for EP-SCE.

1.1.4. Effects of carbon dioxide volume fraction

Increasing volume fraction of CO2 could increase total amount or concentration of the DP in
SCE if enough surfactant is provided to maintain homogeneity of the DP. Desorption of H2
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gas bubbles from the surface of cathode is promoted when concentration of the DP is in‐
creased. Better desorption of H2 gas bubbles then leads to improvement in uniformity of the
surface and decrease in Ra of the Ni films electrodeposited. Ra decreased from 30.18 to 16.79
nm with CO2 volume fraction increased from 10.0 to 50.0 vol%, shown in Fig. 8. Decrease in
Ra is also contributed by decrease in on-time of the PPC, because frequency of adsorption
and desorption between the DP and the working electrode is increased with increase in con‐
centration of the DP. This decrease in on-time also leads to decrease in grain size of the Ni
films electrodeposited. Grain size was found to reduce from 9.41 to 8.02 nm when CO2 vol‐
ume fraction was increased from 10.0 to 50.0 vol%, shown in Fig. 8.

Figure 8. Ra and grain size of Ni films fabricated by EP-SCE with different CO2 volume fraction.

Defects were found on the surface for Ni films electrodeposited with CO2 volume fraction
higher than 50.0 vol%. The defects were caused by adsorption of the DP on the surface of
cathode when homogeneity of the emulsion is too low. Increase in size and size distribution
of the DP occur when CO2 volume fraction is increased while temperature, pressure, and
volume fraction of the surfactant remain fixed in the system [12]. Growth in size of the DP is
an indication of poor homogeneity, and continues increasing volume fraction of CO2 in the
system would eventually lead to phase separation. Some portion at the upper part of the Cu
plate was found to be not electrodeposited with Ni when volume fraction of CO2 was in‐
creased to 60.0 vol%. When 60.0 vol% of CO2 was used, ca. 13% of the surface was found to
be not covered by electrodeposited Ni, the value increased to 26% and 50% when CO2 vol‐
ume fraction was increased to 70.0 and 80.0 vol%, respectively.

1.1.5. Effects of the surfactant volume fraction

Usage of the surfactant in the system allows formation of the DP. Uniformity of the surface
improved significantly when 0.1 vol% of the surfactant was used when comparing with the
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Ni film electrodeposited without addition of the surfactant. Ra of the Ni films decreased dra‐
matically from 89.67 to 18.93 nm as volume fraction of the surfactant increased from 0 to 0.1
vol% as shown in Fig. 9, and Ra was 16.90 and 17.04 nm when 1.0 and 2.0 vol% of the surfac‐
tant, respectively, was used. Increasing volume fraction of the surfactant is expected to
cause reduction in size of the DP, because γ is reduced with increase in volume fraction of
the surfactant [24], therefore, on-time of the PPC is decreased and causes grain size to de‐
crease. Grain size decreased from 15.23 to 8.81 nm for surfactant volume fraction from 0 to
2.0 vol%., shown in Fig. 9. Volume fraction of CO2 was fixed for the samples prepared with
various volume fraction of the surfactant. Both Ra and grain size of the Ni films did not de‐
crease much from 1.0 to 2.0 vol% of the surfactant used. This indicates concentration of the
surfactant is close to saturation at ca. 1.0 vol%.

Figure 9. Ra and grain size of Ni films fabricated by EP-SCE with different surfactant volume fraction.

1.2. Periodic-plating-characteristic

Direct observation of PPC is extremely difficult because of the electrolyte is actually com‐
posed of heterogeneous emulsion and the high pressure. Indirect evidence of PPC was re‐
ported in Rahman et al.’s work [30] as shown in Fig. 10. The porous structures were
expected to be caused by adsorption of the dispersed phase (DP), since electrodeposition re‐
action would be restrained in the region on the working electrode where it is covered by the
DP. However, direct observation of PPC in EP-SCE is still required, but direct observation is
extremely difficult because of the high pressure environment and heterogeneous emulsified
electrolyte. In addition, size of the DP or the micelle is usually in the micro- or even nano-
scale range [31,32]. This increases the difficulty for observation of the periodically reaction-
on and –off phenomenon directly.
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The periodically adsorption and desorption of the DP is expected to cause a difference in the
actual surface area available for the electrochemical reaction. Therefore, a fluctuation in the
potential response would be expected if a constant current is applied to the system if the dif‐
ference in the actual surface area available is significant enough. Based on these assump‐
tions, an electroanalytical method, chronopotentiometry (CP), and a modified working
electrode are used to directly observed the PPC.

Figure 10. Porous Ni film fabricated by Ni ESCE.

In order to magnify the fluctuation in the potential response obtained from CP, small con‐
tact area between the working electrode and the electrolyte is used as shown in Fig. 11. Area
of the working electrode having contact with the electrolyte would be only the tip of the
Ø0.5 mm Cu wire, and the area is 0.196 mm2.

Figure 11. Working electrode used for direct observation of PPC.
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Fluctuation in potential response was not observed for conventional electrodeposition as
shown in Fig. 12(a). When EP-SCE was used, fluctuation in the potential response was ob‐
served as shown in Fig. 12(b). The fluctuation indicates the change on the surface condition
of the working electrode, and this is most likely to be caused by adsorption and desorption
of the DP. The surfactant used for form SCE was added to the Ni electrolyte without using
the sc-CO2 to confirm the cause of the fluctuation, and the no fluctuation was observed as
shown in Fig. 12(c). This result showed the fluctuation was not caused solely by the surfac‐
tant. Hence, we could confirm that the fluctuation observed in Fig. 12(b) is a direct observa‐
tion of PPC.

Figure 12. Working electrode used for direct observation of PPC.(a) Conventional electrodeposition, (b) ESCE, and (c)
conventional electrodeposition with addition of the surfactant. Current density applied was 0.020 A/cm2.

1.3. Application of EP-SCE

In fabrication of micro-structures used for Micro-Electro-Mechanical systems, electrodeposi‐
tion with a template made up of photoresist patterns on top of a conductive substrate is of‐
ten used as shown in Fig. 13. The photoresist patterns are used to confine dimensions of the
structures electrodeposited on the conductive substrate. However, transport of H2 gas bub‐
bles away from the reaction site is less efficient at the bottom/holes of the photoresist pat‐
terns, and H2 gas bubbles remained at the bottom of the photoresist patterns would cause
formation of defects in the micro-structures fabricated. There are several methods to elimi‐
nate the problems caused by evolution of H2. The most often applied method is reducing the
evolution rate of H2 using a lower current density, but growth rate of the micro-structures is
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also decreased with low current density. Removal of the H2 gas bubbles from the reaction
site is known to be improved by application of SCE. In this way, high current density and
high growth rate of the micro-structures could be assured by application of EP-SCE.

Figure 13. Procedures for fabrication micro-structures.

Ni micro-structures  fabrication by conventional  electrodeposition with a  current  density
are defective, shown in Fig. 14(a) and (b).  These defects were caused by H2 gas bubbles
remained inside the photoresist patterns. On the other hand, when EP-SCE was applied,
defect-free Ni micro-structures could be obtained even when a high current density was
used,  shown in  Fig.  14(c),  and the  average  growth rate  of  the  Ni  micro-structures  was
about 5.1 μm/min.

Figure 14. Ni micro-structures fabricated by (a) conventional electrodepositon at 0.100 A/cm2 for 3 min, (b) conven‐
tional electrodepositon and (c) ESCE at 0.100 A/cm2 for 5 min.
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1.4. Conclusion

Physical properties of SCE are found to be affected by pressure, volume fraction of CO2

and the surfactant.  Improvement in homogeneity of SCE is achieved by increasing pres‐
sure.  Therefore,  size and size distribution of  the DP are reduced as shown in Fig.  15(a)
and (c).  Since volume fraction of  CO2 in the system is  fixed,  therefore,  reduction in the
size would lead to increase in concentration of the DP, and this is expected to cause de‐
crease in on-time of PPC and decrease in Ra  and grain size.  Increase in volume fraction
of  CO2  leads  to  increase  in  concentration  of  the  DP,  and the  size  and size  distribution
would remain small if enough surfactant is present in the system, shown in Fig. 15(b) to
(c).  Growth  in  size  of  the  DP  would  occur  if  insufficient  amount  of  the  surfactant  is
present  to stabilize CO2  introduced into the system, and continue growth in size of  the
DP would  lead  to  phase  separation  as  shown in  Fig.  15(d).  Phase  separation  could  be
prevented  by  increasing  pressure  or  volume fraction  of  the  surfactant,  which  lowers  γ
and us.  Improvement  in  stability  and  reduction  in  size  and size  distribution  of  the  DP
are  achieved  with  increase  in  volume  fraction  of  the  surfactant  as  shown  in  Fig.  15(e)
and (c).  This is  why both Ra and grain size is lowered with increase in volume fraction
of the surfactant used. We also studied and proposed a mechanism called periodic-plat‐
ing-characteristic  (PPC) to be the main cause for the effects  observed in the metal  films
fabricated by EP-SCE. Moreover, we directly observed PPC by an electroanalytical meth‐
od, chronopotentiometry (CP), and a modified working electrode. On these experimental
results, we applied EP-SCE on fabrication of microstructure and succeeded.

2. Crystal growth by electroless Ni-P plating using supercritical carbon
dioxide emulsion

2.1. Electroless plating in a supercritical CO2 emulsion (ELP-SCE)

2.1.1. Introduction

Electroless plating (ELP) has a low processing temperature, a high metal-ion transportation
density, the ability to deposit on electrically nonconductive materials, a more uniform thick‐
ness for products of any shape, and a simple deposition mechanism.[33,34] A wet process
such as ELP can serve as a superior alternative for a three-dimensional (3D) integration tech‐
nology. The disadvantages of ELP are the high viscosity of the solution and anomalous
growths in the plating film caused by the pretreatment condition. These disadvantages have
interfered with the formation of microstructures for electronic devices and MEMS.

The key requirement for forming a uniform, conformal thin film over a complex 3D micro/
nanostructure will be to improve the transport properties. To this end, we propose a techni‐
que based on the criteria mentioned above. Specifically, we proposed an ELP method using
dense carbon dioxide (CO2) beyond the critical point as a solvent. The changeable density of
dense CO2 enables excellent control of the intermolecular interactions, and the high density
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and diffusivity of the material assure that the plating films can form over nanoscale areas
with outstanding reliability. Supercritical carbon dioxide (sc–CO2), however, has been found
to be unsuitable as a medium for plating reactions. Metal salts are generally soluble in wa‐
ter, but water and CO2 tend to mix poorly. The problem can be solved by emulsifying sc–
CO2 and a plating solution, then adding a nonionic surfactant.[13] The ELP technique we
propose in this study uses a dense CO2 beyond the critical point. The ELP reaction in Elec‐
troless Plating in a Supercritical CO2 Emulsion (ELP-SCE) [35] takes place in an emulsion
containing dense CO2. We discuss the surface morphology of the film plated by ELP-SCE,
which turns out to have various advantages over the surface morphology of film plated by
conventional ELP.

Figure 15. Illustration of conditions of the DP in SCE: (a) at relatively low pressure, (b) at relatively low CO2 volume
fraction, (c) at relatively high pressure, medium CO2 volume fraction, and high surfactant volume fraction, (d) at rela‐
tively high CO2 volume fraction, and (e) at relatively low surfactant volume fraction. .

Advanced Topics on Crystal Growth350



Table 2. Coating Obtained by Electroless Plating

2.1.2. Electroless plating reaction and experimental method

The ELP methods currently known can be used to deposit 12 different metals (Table 2). [34]
Decomposition products (phosphorous and boron) in the reducing agent precipitate as the
metal deposits, leaving films of the respective alloys. Two or more metals can be deposited
at once without much difficulty. ELP methods are used for the deposition of more than 50
alloys of different qualitative compositions, mostly based on nickel, cobalt, and copper. For
this study we selected an electroless nickel-phosphorus (Ni-P) plating process. The most
widespread type of Ni-P plating uses hypophosphite as the reducing agent.[33,34]4 Three
major properties of electroless Ni-P, namely, its hardness, wear resistance, and corrosion re‐
sistance, have led to its technical application in many industries, from electronics, automak‐
ing, aerospace, and machinery to oil and gas production, power generation, printing, and
textiles. The process is generally applied with a stable, acidic Ni-P plating solution, as con‐
tact with CO2 acidifies water due to the formation and dissociation of carbonic acid.

2.1.2.1. Materials

CO2 with a minimum purity of 99.99% was purchased from Nippon Tansan Co., Ltd. The
experiments were performed with a nonionic surfactant polyoxyethylene lauryl ether
(C12H25(OCH2CH2)15OH) supplied by Toshin Yuka Kogyo. The electroless Ni–P plating solu‐
tion had a chemical composition of nickel chloride (9%), sodium hypophosphite (12%), com‐
plexing agent (12%), and ion-exchanged water (67%) (Okuno Chemical Industries Co., Ltd.).
The substrate was a 99.99% pure film of copper measuring 10×20 mm (Mitsubishi Shindoh
Co., Ltd). The substrate was washed with acetone and rinsed in deionized water before each
reaction. The grease was removed from the sample by successive dipping in a 10 wt % solu‐
tion of NaOH and a 10 wt % solution HCl followed by rinsing in deionized water. The sam‐
ple was added to an activator solution consisting of hydrogen chloride (18%), palladium
chloride (0.04%), and ion-exchanged water (81.96%) (Okuno Chemical Industries Co., Ltd.)
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at 303 K, then rinsed in deionized water. This pretreatment was applied to all copper sub‐
strates regardless of the condition of the ELP.

a

PI

TI

BPR

V V

d
b

c e

Figure 16. Experimental apparatus used for batch reaction in our electroless plating experiments beyond the critical
point of CO2; (a) CO2 cylinder; (b) cooler and high pressure pump; (c) temperature controlled air bath; (d) reactor with
magnetic stirrer; and (e) trap; BPR: back-pressure regulator; PI: pressure indicator; TI: temperature indicator; V: valves.

2.1.2.2. Experimental apparatus and procedure

Fig. 16 shows the high-pressure experimental apparatus (Japan Spectra Company) used for
the ELP.[35] The temperature variation of each run was confirmed to be less than 1.0 K. The
maximum working temperature and the maximum pressure were 424 K and 50 MPa, re‐
spectively. The reactor was a stainless steel 316 vessel with an internal volume of 50 mL,
kept in a temperature-controlled air bath. A magnetic agitator with a cross-magnetic stirrer
bar was placed within the reactor and the activated substrate was attached to the reactor
with stainless wires. A plating reaction within a reactor starts only upon contact between the
substrate and plating solution. As such, the substrate position in a reactor affects both the
reproducibility and surface morphology of the ELP film. Yan et al. demonstrated the disper‐
sion behaviors of a ternary system composed of dense CO2, an electroplating (EP) solution,
and a surfactant.[14] Their experiment was performed in a high-pressure view cell with an
internal volume of 45 mL. In the absence of stirring, two separated phases, namely, a trans‐
parent upper CO2 phase and a clear green lower phase (the nickel EP solution) were ob‐
served at 323 K and 10 MPa. The ternary system with the CO2 volume fraction of 0.2 was
stirred at 400 rpm. The CO2 dispersed into the plating solution with stirring, and the light
scattering from the small CO2 drops in the solution increased the turbidity of the system. In
our experiment, before the ELP reaction, the electroless Ni–P plating solution (30 mL) and
surfactant (surfactant concentration: 1.0 wt % to the ELP solution) were placed in the reactor
at atmospheric pressure. Next, liquid CO2 was pumped into the cell by a high performance
liquid chromatography (HPLC) pump until a predetermined pressure was reached. The ELP
reaction was performed at a temperature of 353 K and a pressure of 15 MPa in a constantly
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agitating ternary system stirred at a speed of 500 rpm. The reaction commenced from the
start of agitation. In the Results and Discussion of this chapter we describe the properties of
the plated film fabricated by ELP-SCE in comparison with those of film fabricated by con‐
ventional ELP. The conventional method was performed under the following experimental
conditions: 353 K, atmospheric pressure, a plating solution with a chemical composition
identical that used in ELP-SCE, constant stirring at a speed of 50 rpm.

2.1.2.3. Analysis

An optical microscope (Digital Microscope VHX-500, Keyence. Co., Ltd.) and scanning elec‐
tron microscope (FE-SEM, S-4500, Hitachi High-Technologies Co., Ltd.) were used to study
the surfaces of the plated Ni–P films. A surface texture measuring instrument (Surfcom
480A, Tokyo Seimitsu Co., Ltd.) with a diamond-tipped detector (2 μm tip radius) was used
to measure the average surface roughness (Ra) to a minimum height resolution of 1 nm
(height measurement range: 80 μm). The average Ra was calculated from measurements at
five points or more. The film thickness was measured directly from a cross-sectional scan‐
ning electron microscopy (SEM) image of a plated Ni–P film fabricated by a focused ion
beam system (FB-2100, Hitachi High-Technologies Co., Ltd.). The phosphorus composition
of the fabricated film was measured by an FE-SEM (S-4300SE, Hitachi High-Technologies
Co. Ltd.) equipped for energy-dispersive X-ray spectroscopy (EDX). An accelerating voltage
of 20 kV with a collecting time of more than 300 s was applied. X-ray diffraction (XRD) anal‐
ysis (2θ-ω scans) was performed at room temperature (RT, 298 K) using a PANalytical
X’pert Pro Galaxy system equipped with an X’celerator module. The X-ray source was
CuKα, and the tube voltage and current were 45 kV and 40 mA, respectively.

2.1.3. Electroless Ni-P plating in an emulsion of supercritical CO2

Fig. 17 shows optical microscope images of a copper substrate and Ni-P films plated over
the substrate by ELP-SCE at 15 MPa and 6 MPa. Polishing trace was observable on the cop‐
per substrate before pretreatment. The film plated at 15 MPa was uniformly bright and cov‐
ered both the front and back of the substrate (Fig. 17 (b)). The uniform brightness and
coverage were attributable to the exact position of the substrate and the uniformity of the
emulsion. The formation of emulsion was unstable in the film plated at 6 MPa, beyond the
critical point, so the film was thin and even unformed in portions (Fig. 17 (c)). The surface
roughness (Ra) of the plating films was 0.030 μm at 15 MPa and 0.059 μm at 6 MPa.

If CO2 exceeds a critical point, the density will rise rapidly. While the CO2 density at 323 K
and 6 MPa is only 0.1 kg L-1, it reaches 0.7 kg L-1 at the higher pressure of 15 MPa.8 More‐
over, Sone et al. reported that in a ternary system of water, surfactant, and CO2, the CO2

formation in the water emulsion by the surfactant is affected not only by the temperature
and pressure, but also agitation.4 They also found, in a similar experiment, that no emulsion
was formed below the critical point. With ELP-SCE, a stable emulsion forms when the CO2

density approaches the liquid phase, and a uniform plating film can be deposited.

Crystal Growth by Electrodeposition with Supercritical Carbon Dioxide Emulsion
http://dx.doi.org/10.5772/54070

353



Figure 17. Optical microscopy images of (a) pure Cu substrate and Ni–P films plated from ELP-SCE at 353 K for 60 min
(b) at 15 MPa and (c) at 6 MPa.
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According to an as-deposited coating surface composition analysis by EDX, the Ni-P film
formed by ELP-SCE was composed of 20 wt % phosphorus. When the phosphorus content
increases, the microstructure of an electroless Ni-P deposit changes from a mixture of amor‐
phous and nanocrystalline phases to a fully amorphous phase.[36] The structure of our Ni-P
film was confirmed to be amorphous by XRD. Amorphous profiles with a wide angular
range of 40-45° (2θ) appear nearby a 2θ position corresponding to the Ni {111} plane. The
copper substrate underneath was responsible for the Cu diffraction peaks in the profiles of
the Ni-P film formed by ELP-SCE. The peaks appear because the coated-deposit was too
thin (1.0 μm less) to totally absorb the penetration of the X-ray beam (Fig. 18).
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Figure 18. XRD spectrum of Ni-P film plated from ELP-SCE at 353K and 15 MPa for 180 min.

2.1.4. Surface morphology of Ni-P film by conventional ELP and ELP-SCE

We used an optical microscope to observe the surface features of a Ni–P film formed by con‐
ventional ELP, another Ni–P film formed by ELP-SCE, and a pure copper substrate (Fig. 19).
The only clear difference in defects between the two Ni–P films was a polishing trace on the
copper substrate. As is widely known, thin films fabricated by ELP have smaller pinholes
and cracks than those fabricated by EP.
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Figure 19. Optical microscopy images of Ni–P films plated from (a) ELP-SCE at 353 K and 15 MPa for 180 min, (b) con‐
ventional ELP at 353 K and atmospheric pressure for 2 min, and (c) pure copper substrate.

SEM observations reveal clear differences between the surface morphologies of the Ni–P
films and the substrate activated by catalytic Pd, as shown in Fig. 20. The thickness of the
Ni–P film fabricated by conventional ELP was 0.3 μm, while that fabricated by ELP-SCE was
0.8 μm. Nodules were observed on the Ni–P film fabricated by conventional ELP in the early
stage of the reaction, as shown in Fig. 20 (b). This nodule formation was the result of concen‐
trated nickel reactions over a localized area on Pd nucleus on the surface of the substrate as
shown in Fig. 20(c). Earlier reports also have confirmed that the nickel nucleus appears and
grows on the Pd nucleus on the surface of the substrate.[37-39] These nodules become a seri‐
ous problem when they form in films fabricated by ELP on fine electronic devices and
MEMS. Meanwhile, the thin film fabricated by ELP-SCE was free from nodules and pin‐
holes, but its thickness was still more than double that of the thin film fabricated by conven‐
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tional ELP. The only particles observed were extremely fine, with diameters of several tens
of nm or less (Fig. 20 (a)).

1. 00μm× 30000
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(b)
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Figure 20. SEM images of Ni–P films plated from (a) ELP-SCE at 353 K and 15 MPa for 180 min, (b) conventional ELP at
353 K and atmospheric pressure for 2 min, and (c) substrate activated by catalytic Pd.

Fig. 21 shows how variations in the reaction time influence the surface features of the Ni–P
films formed by conventional ELP and by ELP-SCE. The plating films formed by conven‐
tional plating for 5.0 and 30 min had thicknesses of 0.8 and 4.9 μm, respectively. The plating
films formed by ELP-SCE for 360 and 540 min had thicknesses of 0.9 and 1.0 μm, respective‐
ly. The SEM images reveal nodules on all of the surfaces of the Ni–P films fabricated by con‐
ventional ELP (Fig. 20 (b), 21 (c), and 21 (d)). The images also show that the nodules
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increased, both in size (from several hundred nm to over several μm) and in number, as the
reaction time increased.

Figure 21. SEM images of Ni–P films plated from ELP-SCE at 353 K and 15 MPa for reaction times of (a) 360 min and
(b) 540 min, and conventional ELP at 353 K and atmospheric pressure for (c) 5 min and (d) 30 min.

Meanwhile, the Ni–P film fabricated by ELP-SCE was free of nodules (Fig. 20 (a)) and had
an extremely uniform surface (Figs. 21 (a) and (b)). These results differed considerably from
the changes in the surface features of conventional ELP films brought about by adjustments
in the reaction time and the processing methods for the substrate activation by Pd. [37-39]
We also found that our ELP technique could fabricate superb, highly uniform plated films
even when the substrate pretreatment, reaction temperature, and chemical composition of
the electroless Ni–P plating solution were all identical to those use d in conventional ELP.
On this basis, we surmise that our ELP technique may be effective in suppressing the
growth of nodules.

Fig.  22  shows the  roughness  curves  on  the  surfaces  of  the  Ni–P films  formed by  ELP-
SCE,  by  conventional  ELP,  and  by  surface  activation  of  the  substrate.  The  evaluation
length of the surface roughness measurement was 1.250 mm. The activated substrate had
an Ra  of 0.040 μm. The conventional ELP had an Ra  of 0.048 μm and a rougher surface
than  the  activated  substrate.  Previous  reports  have  shown  how  activation  processing
changes  the  surface  morphologies  and  deposition  behaviors  of  electroless  Ni–P  films.
[37-39] Meanwhile, ELP-SCE formed a film with improved smoothness (Ra  of 0.030 μm)
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under  the  same  activation  processing  conditions  used  for  conventional  ELP.  We  also
found that the film thickness conferred a strong influence on the surface roughness. The
thin film formed by ELP-SCE was very smooth,  though it  was still  more than twice as
thick  as  the  film  fabricated  by  conventional  ELP.  These  results  demonstrate  that  ELP-
SCE suppressed  the  deposition  reaction  of  the  locally  concentrated  nickel.  We can  also
see, in Fig. 20 and Fig. 21, that no nodules were formed.

Figure 22. Roughness curves of the surfaces of Ni–P films plated by (a) ELP-SCE at 353 K and 15 MPa for 180 min, (b)
conventional ELP at 353 K and atmospheric pressure for 2 min, and (c) substrate activated by catalytic Pd.

The conventional ELP as performed at 353 K and atmospheric pressure. ELP-SCE was per‐
formed at 353 K and 15 MPa. Fig. 23 shows the relationship between the surface roughness
and reaction time. The surface of the Ni–P film fabricated by the conventional ELP rough‐
ened as the reaction time increased. The roughness of the Ni–P film formed by ELP-SCE,
meanwhile, showed no dependence on the reaction time. Nodules appeared on the surfaces
of the Ni–P films fabricated by conventional ELP at all reaction times, and the nodules grew
as the reaction times increased. No nodules were observed on the surfaces of any of the Ni–
P films fabricated by ELP-SCE, even at the maximum reaction times. The aforementioned re‐
sults confirm that the excellent smoothness of ELP-SCE film mitigated the influence of the
substrate pretreatment and was independent of the reaction time. Fig. 20, meanwhile, shows
a suppression of the growth of the nodules generated by conventional ELP.

ELP-SCE produced a thin film with high smoothness and outstanding uniformity. The Ni–P
film fabricated by conventional ELP with a reaction time of 5 min had a thickness of 0.8 μm,
or about the same thickness as ELP-SCe film fabricated with a reaction time of 180 min. The
Ra of the ELP-SCE film was 0.03 μm, while that of the conventional ELP film was 0.06 μm.

ELP films are generally smoother than EP films and have fewer defects.[40] Even with ELP,
however, defects such as microscopic nodules, pits, and pinholes are difficult to suppress.
[41-43] Although suppression of a through-hole like a pinhole need a thick film, more nod‐
ules form in a thicker film. Nodules also easily form when the underlayer has projecting
parts, foreign objects, and nuclear growth sites. Conventional suppression of nodule method

Crystal Growth by Electrodeposition with Supercritical Carbon Dioxide Emulsion
http://dx.doi.org/10.5772/54070

359



prepares the smoothness and cleanness of an underlayer, while nonlinear diffusion adds re‐
active species that interfere with film growth over the projecting parts of a plating film (see
Fig. 24).[44] Further, the pulse electroplating controls the thickness of a diffusion layer and
is available to suppress nodule growth. [45]

Figure 23. Relationship between Ra and reaction time. Ra of the Ni–P film made by ELP-SCE and by conventional ELP
are plotted as circles and triangles, respectively. The dotted line shows Ra of the activated substrate and the fine dot‐
ted line shows the surface roughness of the pure Cu substrate.

Figure 24. a) Linear O2 diffusion to a large activated area. (b) Linear and nonlinear O2 diffusion to a small pattern of
nuclei.15
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ELP-SCE formed very smooth thin films whose thicknesses suppressed both nodules and
pinholes without exceeding even 1 μm. The pH, reaction temperature, pretreatment, stirring
speed, additive, and reactive species concentration in the plating solution all influence the
deposition behavior of the ELP film. Yet in our current work we used the same plating solu‐
tion, reaction temperature, and pretreatment for both ELP-SCE and conventional ELP.

The Ni–P film plated by ELP-SCE was  free  of  pits  and pinholes  because  the  hydrogen
bubbles  produced  by  the  electrolysis  of  the  water  were  dissolved  in  the  dispersed  sc–
CO2 phase of the emulsion.[13] Moreover, ELP-SCE plates the film under high pressure.
High-pressure plating failed to deliver good results because hydrogen bubbles were less
buoyant  in  the  high-pressure  system  than  at  atmospheric  pressure.  Hence,  the  larger
bubbles  prevent  the  metal  from  covering  the  substrate.  This,  a  characteristic  effect  of
plating techniques that use sc-CO2 emulsion, suppresses the formation of pits or pinholes
via the mechanism shown in Fig. 25.

Figure 25. a) Pinhole formation in conventional electroless plating. (b) Suppressed pinhole formation in ELP-SCE. M:
metal, Red: reducing agent, and sc-CO2: supercritical carbon dioxide.

The best feature of ELP-SCE is its ability to suppress nodules and other abnormal growths
formed by the plating reaction. The electroless metal deposition occurs by repeated 3D nu‐
cleation at catalytic sites on the substrate.[46] In 3D growth of the deposited Ni under a low-
nucleation-density condition, the deposited Ni grows and the surface roughness increases.
Further, an activation processing technique with Pd catalyst can be used to influence the
growth of the Ni–P film.[38] In the Ni–P films fabricated by conventional ELP in our current
experiments, the activation processing roughened the surface and nodule growth was con‐
firmed. Nodule suppression is only attainable when the abovementioned factors exert their
effects at the reaction site of the plating. That is, the growth suppression factor of the plating
reaction and the state of the diffusion layer that conveys the film onto the substrate must
both be influenced. ELP-SCE differs from the conventional method in three ways: the stir‐
ring speed, the addition of the surfactant for emulsion formation, and the decrease of the pH
by the CO2 dissolution in the plating solution. Henceforth, we will also need to consider
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how the collision phenomenon influences the plating film of the CO2 phase. We will need to
collect more evidence to formulate a detailed mechanism for our process. Even so, our ex‐
periments have demonstrated that ELP-SCE produces more outstanding results than con‐
ventional ELP, forming thin films with high smoothness and superb uniformity.

2.1.5. Conclusion

This chapter has proposed ELP-SCE, a hybrid technique combining ELP and supercritical
fluid technology. The ELP reactions are carried out in an emulsion of sc-CO2 and an ELP sol‐
ution with surfactant. ELP-SCE formed a uniform Ni–P film free from the pinholes that typi‐
cally form from the hydrogen bubbles produced by the electrolysis of water, and free from
the nodules that form from the nuclear growth in the ELP reaction.

2.2. Direct observation of nodule growth on electroless Ni-P deposition in supercritical
CO2 emulsion

2.2.1. Introduction

The plated film obtained by ELP-SCE was extremely uniform, smooth and free from pin‐
holes and nodules. The film growth speed of ELP-SCE was slower than the conventional
ELP. It is reported that an effect of pulse electroplating-like mechanism by adsorption and
desorption of the supercritical CO2 (sc-CO2) phase from the plated film, called as “Periodic-
Plating-Characteristic (PPC)” is a cause in the smoothing mechanism of the electroplating
using a supercritical carbon dioxide emulsion (EP-SCE).[22] PPC might not be the only
cause of film smoothing and nodule suppression in ELP-SCE since the film formation mech‐
anisms of electroplating and ELP are different, though the nodule formation of ELP-SCE can
be affected by fast cycle of adsorption and desorption of dispersed CO2 phases to a minute
convex part, and for the growth to be suppressed.

In addition, PPC effect itself cannot completely explain the effect of higher P content in Ni-P
film by ELP-SCE, and the film growth speed is slower than conventional ELP. As one of the
factors of the phenomenon of ELP-SCE, CO2 dissolves in the plating solution and causes de‐
crease of the pH. When the pH of the plating solution decreases, it is expected to cause P
content to increase in the plated film and decrease in the film growth speed.[33] Thus, in
previous study we discussed that the increase of the proton concentration in the plating sol‐
ution caused the effect of suppression of nodule growth.[47] However, it is necessary to clar‐
ify not only by an indirect method of observing the surface of the plated film via SEM or
AFM, but also a direct method of observing growth of one nodule, in order to discuss the
suppression mechanism of nodule growth of ELP-SCE clearly. Moreover, the slow film
growth speed of ELP-SCE cannot be explained by only making a low pH plating solution.
When a plated film fabricated by ELP in the pH=4.0 solution alone with agitation at the
same speed used in ELP-SCE, the formation of the plated film was insufficient. For ELP-
SCE, the sc-CO2 phase distributed in the plating solution causes viscosity of plating solution
to be low, and, as a result, plating under a high-speed agitation was enabled. This means
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thickness of diffusion layer close to surface of substrate and transport property of reactive
materials at surface of substrate for ELP-SCE is different from conventional method.

In this chapter, we discuss what influences the characteristic reaction field of ELP-SCE to the
plated film growth. In addition, a novel direct observation of nodule is proposed to clarify
the nodule suppression mechanism of ELP-SCE. [48] At first, the Ni-P plated film is plated
on Cu substrate by the conventional ELP method, and then re-plating by ELP-SCE or con‐
ventional ELP method is conducted on the Ni-P plated film in which nodules were formed
by conventional ELP. Moreover, morphology of the nodules at a selected position in the Ni-
P plated film is compared before and after the re-plating.

Table 3. Bath composition and operating conditions of electroless Ni - P films

2.2.2. Base Ni-P (BNP) film preparation for direct observation of nodule

The substrate was a film of 99.99% pure copper measuring 10×20 mm (Mitsubishi Shindoh
Co., Ltd.). The plated film was made by using the ELP solution shown in 2.1.2 at tempera‐
ture 353K and reaction time 5 minutes. Process procedures from step 1 to step 8 (Pretreat‐
ment-A) was shown in Table 3. The activation agent, the degreasing agent and the ELP
solution were purchased from the Okuno Chemical Co., Ltd. The plating solution was kept
in a glass beaker in a temperature-controlled water bath agitated with a magnetic agitator
and a cross-magnetic stirrer bar. Agitation speed was 50 rpm. The substrate was inserted to
the beaker by stainless steel wires. A lot of nodules were formed on the surface for the plat‐
ed film made with this condition, and the phosphorus content was 14wt% (Fig.26). The plat‐
ed film is amorphous in as deposited condition and strongly support the observations made
from X-ray diffraction (XRD) measurements (Fig.27). When plating was performed again,
influence from the substrates is a little because it is an amorphous plated film. Thereafter,
the Ni-P film made under this process condition is called base Ni-P film (BNP film).
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Figure 26. SIM image of Ni-P film by conventional ELP at 353 K and atmospheric pressure for 5min (with a film thick‐
ness of 0.8 μm).
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Figure 27. XRD spectrum of Ni-P film plated from conventional ELP at 353K and atmospheric pressure for 5 min.
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A rectangular shape shown in Fig.28. was fabricated by focused ion beam system (FIB) (ac‐
celerating voltage 40kV) on the surface of BNP film. The fabricating area was made by four
rectangles of 50×20 μm to make a square observation area of 50×50 μm. The fabrication pro‐
gram was set so that the gallium (Ga) ion beam was not irradiated to the observation area to
prevent influence from irradiated Ga ion of FIB to the plated Ni-P film growth at the obser‐
vation area. The observation area was measured by atomic force microscopy (AFM) before
re-plating, and nodules that become observation candidates were decided on the observa‐
tion area.

Figure 28. a) SIM and (b) AFM image of rectangular shaped Ni-P film plated by conventional ELP at 353 K and atmos‐
pheric pressure for 5min.
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The activation treatment using Pd has a big influence on the surface morphology of plated
film. This is undesirable to observe the morphological change of the fine nodules[39]. In this
study, a pretreatment for the re-plating on the rectangular shaped BNP film was processed
in order from step 1 to 6 of Table 4 (Pretreatment-B). In the result of the surface texture
measuring instrument, Ra of the plated film was 0.029 μm before and after the pretreatment-
B, and the AFM measurement result did not have a substantial change in the surface mor‐
phology either (Fig. 29).

Table 4. Composition of solutions and producers of catalyzing process.

2.2.3. ELP-SCE on pretreated BNP film and on pretreated copper substrate

The rectangular shaped BNP film after pretreatment-B was plated by the conventional ELP
and ELP-SCE again respectively. The conventional ELP was the same as the fabrication con‐
dition of BNP film. Details on the apparatus and plating method of ELP-SCE can be found in
2.1.2. The observation area after re-plating was measured by AFM, and morphology change
of the nodule was analyzed. For re-plating, not only rectangular shaped BNP film after pre‐
treatment-B but also the copper substrate after pretreatment-A was performed regardless of
each plating method.

2.2.4. Material characterization

Focused ion beam system (FIB, FB-2100, Hitachi High-technologies Co., Ltd.) has scanning
ion microscope (SIM). The liquid-metal ion sources of this instrument used Ga ion sources.
SIM was used to observe the surfaces of the plated Ni-P films. A cross section of the plated
Ni-P film was fabricated by FIB and the thickness of the plated film could be measured di‐
rectly from the SIM image on the screen. Moreover, FIB was used for fabricating of the area
for carrying out direct observation of the nodule growth. The phosphorous composition of
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the base film was measured by an FESEM (S-4300SE, Hitachi High-technologies Co., Ltd.)
equipped for energy-dispersive X-ray spectroscopy (EDX). An accelerating voltage of 20 kV
with a collecting time of more than 300 s was applied. The surface morphology of plated
film was examined using an atomic force microscopy (AFM, SPA-400, Seiko Instruments.,
Inc.) with a calibrated 20 μm xy-scan and 10 μm z-scan range PZT-scanner. A surface tex‐
ture measuring instrument (Surfcom 480A, Tokyo Seimitsu Co., Ltd.) with a diamond-tip‐
ped detector (2 μm tip radius) was used to measure the average surface roughness (Ra) to a
minimum resolution of 1 nm for height (height measurement range: 80 μm). The average Ra
was calculated from measurements at three points. 2θ-ω X-ray diffraction (XRD) analysis
was performed at room temperature (RT, 298 K) using a PANalytical X’pert Pro Galaxy sys‐
tem equipped with an X’celerator module. The X-ray source was CuKα, and the tube volt‐
age and the current are 45 kV and 40mA, respectively.

Figure 29. AFM image of (a) Ni-P film by conventional ELP at 353 K and atmospheric pressure for 5min, and (b) After
pretreatment-B.
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2.2.5. Direct observation of nodule growth in conventional method

Copper substrate after pretreatment-A performed with the re-plating procedure had 0.8 μm
of the plated film thickness, and it showed a lot of nodules as that of the BNP film as shown
in Fig. 30 (1-a). This means that decomposition of a plating bath did not occur, when re-plat‐
ing is performed. Film thickness increased from 0.8 μm to 1.7 μm as a result of re-plating on
BNP film after pretreatment-B by conventional ELP, and the number of nodules on the sur‐
face increased from the initial state as shown in Fig. 30 (1-b). It was possible to re-plating on
BNP film with Pretreatment-B. Also, surface observation and film thickness of the plating
films by the ELP-SCE and the conventional method using the plating solution with adjusted
pH were shown in Figs. 30 (2-a), (2-b), (3-a), and (3-b). The stability of the plating solutions
in each method were also confirmed by the observations of the plated surfaces. The plated
film thickness is 0.6 μm, and the film has grown up on the copper substrate after Pretreat‐
ment-A set up simultaneously (Fig. 30 (2-a)). The film became a smooth film, although there
were ditches resulted from the polishing ditches of the copper substrate. The change from
initial film thickness of 0.8 μm could not be observed by SIM observation as a result of re-
plating on BNP film after Pretreatment-B by ELP-SCE (Fig. 30 (2-b)). The phenomenon in
Fig. 30 (2-b) is not peculiar and it also happens when the Ni-P film is obtained after Pretreat‐
ment-B without Pd activation and re-plated with low pH bath. A similar phenomenon was
confirmed for the re-plating with conventional electroless plating adjusted to pH=4.0 by
adding HCl (10wt%). The film was formed as for the copper substrate after Pretreatment-B
(Fig. 30 (3-a)) but the film growth was difficult to be confirmed by the SIM observation from
Fig. 30 (3-b).

The AFM observation of the BNP film fabricated by FIB before and after re-plating with con‐
ventional ELP was shown in Fig. 31. Before re-plating, the film was measured with AFM
while raising the magnification from Fig. 31 (1-a) to (1-c), and nodules at a specific position
were decided by three places. After re-plating, the change in the morphology of the specific
nodule was observed with AFM from Fig. 31 (2-a) to (2-c). The height of nodule before re-
plating was 40 nm or less, and the width was about 500 nm. The measurement of the width
of nodule was conducted along the direction of the dotted line arrow along the ditch in Fig.
31 (1-d) and (2-d). The shape of nodule was not changed as the film thickness increased to
twice that of the initial thickness. The prior growth of nodules can be considered to come
from spherical diffusion layer surrounding the neighboring nodule cores on the surface. The
localized c oncentration by spherical diffusion occurs at the convex part when the thickness
of the diffusion layer is the same or thicker than that of the convex part on the surface, and
the thickness of the diffusion layer in neighborhood on the plated film greatly influences the
surface-roughness of the plated film.[49,50] The thickness of typical Nernst diffusion layer
was reported to be about 0.2 mm, and thickness could be about 0.02 mm when agitation is
added.[49] In this experimental condition, it was considered that the Nernst diffusion layer
was larger than enough to the size of these nodules in resulting the spherical diffusion[51],
and led to a surface morphology like Fig. 31 (2-d). Moreover, this evaluating method is an
effective direct observation method to study the growth mechanism and the surface mor‐
phology of the plated film including nodule at a specific position.
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Figure 30. SIM image of Re-Ni-P films plated on the Cu substrate by (1-a) conventional ELP at 353 K and atmospheric
pressure for 5 min, (2-a) ELP-SCE at 353 K and 15MPa for 180 min and (3-a) conventional ELP at 353 K and atmospher‐
ic pressure for 20 min and pH of plating solution is 4.0. (b) means SIM image that plates the BNP film being processed
for pretreatment-A put at the same time as each (a) samples.

The effect of PPC proposed with EP-SCE and the mechanical agitation are the causes for de‐
crease in the thickness of the diffusion layer of ELP-SCE. PPC for the sc-CO2 phase to repeat
adsorption and desorption on the surface of the plated film could appear as similar as that
of the pulse electro deposition (PED).[52] Actually, Rahman have succeeded by using the ef‐
fect of PPC in the sc-CO2 emulsion and the perfluorocarbon surfactant in forming the porous
film.[30] Size of the pores are roughly several μm or less depends on the size of the sc-CO2

phase, which can be controlled by pressure, the amount of CO2, and the amount of the sur‐
factant. Moreover, the influence of the mechanical agitation is an important factor in the dif‐
fusion layer control. In the PED, the mechanical agitation and the duty cycle are optimized,
and the thickness of the diffusion layer is controlled.[53] In ELP-SCE, the plating reaction
field is made by making sc-CO2 and the plating solution in an emulsion to lowered the vis‐
cosity. This gives the possibility to exert a difference in influence from the mechanical agita‐
tion like the conventional on the growth of the plated film.

2.2.6. Suppression of nodule growth in ELP-SCE

An extraordinary effect was confirmed for the morphological change of nodule (Fig. 32).
This is the first report on of direct observation of the effect of nodule growth suppression by
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ELP-SCE. Decrease in size of nodules and initiation of nucleation on the surface at random
were observed though the plated film as the film grew up. The ditch parts were on the sub‐
strate before re-plating, which were filled after re-plating as shown in Fig.32 Random gener‐
ation of the refined nucleus and leveling effect are similar to the phenomenon that happens
because of PPC.[22] The effect of the leveling of ELP-SCE could be caused by the fact that
the thickness of the diffusion layer is as thin as the size of these nodules. On the other hand,
we discussed the influence of the proton for the growth suppression of nodule in the previ‐
ous chapter. The re-plating experiment was done by conventional ELP that used the plating
bath with pH adjusted to 4.0 by adding HCl (10 wt%) to confirm the influence of diffusion
layer thickness of ELP-SCE and the proton. New nodules were observed to be hardly
formed after re-plating as shown in Fig. 33. The plated film was observed to be from 183 nm
to 254 nm as a result of measuring the width of ditch before and after re-plating, because of
this re-plating. The growth of the convex part was suppressed under a plating condition
even when it was thought that there was a thicker diffusion layer where spherical diffusion
happened. However, all peculiar phenomena of ELP-SCE were not able to be shown. That is,
the thickness change in the diffusion layer in addition to the influence of the proton greatly
influences in ELP-SCE.

Figure 31. AFM images (1-a, b, c, d) of rectangular shaped Ni-P film plated by conventional ELP at 353 K and atmos‐
pheric pressure for 5 min, and (2-a, b, c, d) of re-plated Ni-P film plated by conventional ELP at 353 K and atmospheric
pressure for 5 min on the (1-a) film. The magnification rises from (a) to (c). (d) is 2D image of (c). The dotted arrow
indicates the direction where the width of nodules was measured.

Advanced Topics on Crystal Growth370



Figure 32. AFM images (1-a) of rectangular shaped Ni-P plating film plated by conventional ELP at 353 K and atmos‐
pheric pressure for 5min, and (2-a) of re-plated Ni-P film plated by ELP-SCE at 353 K and 15 MPa for 180 min on the (1-
a) film. (number-b) is 2D image of (number-a). The dotted arrow indicates the direction where the width of nodules
was measured.

Two influences mentioned above on the plating reaction field might be the formation factors
of the refined nuclei observed. In the PED, the nucleation is promoted because the plating
reaction can be performed at high overpotential, and it becomes easy for a minute crystalli‐
zation to occur. On the other hand, the ELP that was not applied by the external power is
the base reaction in ELP-SCE, and the electron necessary for the nucleation is only supplied
by the reducing agent oxidized on the plated film. Also, crystallization overpotential that is
higher than nuclear growth are necessary for the nucleation in the electrocrystallization.[54]
Therefore, it will be necessary to supply a large amount of reducing agents to a reaction sur‐
face in ELP-SCE. The small film growth speed of ELP-SCE might have been caused by the
reaction filed where the nucleation occur more frequently than nuclear growth. It causes
high P content with plated film by ELP-SCE, moreover, because not only the reducing agent
but also other reactive species such as the metal ions and protons are supplied easily volu‐
minously so far because of PPC and the mechanical agitation.
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Figure 33. AFM images (1-a) of rectangular shaped Ni-P plating film plated by conventional ELP at 353 K and atmos‐
pheric pressure for 5min, and (2-a) of re-plated Ni-P film plated by conventional ELP at 353 K and atmospheric pres‐
sure for 20 min and pH 4.0 of plating solution on the (1-a) film. (number-b) is 2D image of (number-a). The dotted
arrow indicates the direction where the width of nodules was measured

2.2.7. Conclusion

We examined a direct observation of selected nodule growth in ELP reaction using AFM on
a square sample substrate of 50×50 μm fabricated by FIB. The Ni-P plated film is plated by
the conventional method and ELP-SCE again on the Ni-P plated film with nodule formed.
Changes in fine nodules and other areas at a specific position in the surface morphology
were compared before and after the re-plating. In ELP-SCE, the dominant growth of nodules
was suppressed and the nucleation occurred on the other surface of the nodules, although
the convex part of nodules grew dominantly in conventional ELP using the electrolyte only.
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1. Introduction

1.1. Why use graphene for the assembly of nanostructures?

Graphene, with zero energy gap between the highest occupied molecular orbit and the lowest
unoccupied molecular orbit (HOMO-LUMO), offers a unique two-dimensional (2-D) envi‐
ronment for fast electron transport and has potential applications in electronic devices [1, 2].
Other consequences of the band structure is the opacity which is wavelength independent [3],
and thermal conductivity [4]. The four edges of a graphene sheet provide significant number
of centres for fast heterogeneous electron transfer [1], when compared to single-walled carbon
nanotubes (SWCNTs) for which heterogeneous electron transfer occurs only at the two ends
of the nanotube [5]. Consequently, graphene sheets may have wider applicability in electro‐
chemistry [6]. While graphite is brittle, graphene’s flexibility is beneficial for use in electro‐
mechanical devices [7] and energy storage devices [8]. In the energy storage devices, its weight
is of extremely important and the specific area per unit weight is an important figure of merit.
Graphene exhibits a theoretical surface area of 2630 m2 g-1, which is ~ 260 times greater than
graphite and twice that of CNTs [9]. Thus, graphene provides a way of enhancing the electro‐
chemical catalytic activity of materials by greatly increasing the high surface area [10]. The
intriguing electronic, optical, electrochemical, mechanical and thermal properties of graphene
make it an indispensable material in various kinds of synthesis processes.

Various inorganic nanostructures have been prepared over the last two decades due to the
special properties of nanostructured materials. Previously, 2-D ZnO nanoplates [11], 1-D PbS
nanorods [12], 0-D semiconductor materials [13] and core-shell magnetic nanoparticles have
been produced [14]. However, heavy aggregation of the nanostructures, resulted by van der
Waals forces between the particles, may limit their special properties and cause structural
instability, thus reduce their applicability. To prevent this clustering from occurring, nano‐
composites, consisting of the nanoparticles embedded within a matrix compound, can be used.

© 2013 Lim et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



These nanocomposites preserve the unique properties of the nanoparticles whilst often having
the additional performance benefits of the matrix compound itself.

With large surface area and the unique properties given above, graphene is an attractive choice
as the matrix for inorganic nanostructures [15]. Functionalization of graphene sheets with
various nanostructures can further enhance the properties of graphene. Heterostructures
consisting of nanostructures distributed on the surface of graphene could potentially display
not only the unique properties of nanostructures [16] and those of graphene [2, 17, 18], but also
additional novel functionalities and properties due to the interaction between them. Moreover,
the growth of the nanostructures can take place easily when graphene is used as a matrix due
to the planar structure of graphene, in comparison to the hollow tubal-shaped CNTs. The
particle size and size distribution of nanostructures are small and narrow when graphene is
used as a support for the growth of nanostructures [19-21].

2. Inorganic nanostructures decorated graphene

Graphene nanocomposites can be made from graphene oxide (GO) which is essentially a
graphene sheet containing oxy-functional groups, such as epoxy, hydroxyl, carbonyl, and
carboxylic, on the surface. The reactive functional groups provide a means of attaching the
nanoparticles to the graphene sheet [22, 23]. The GO starting material can be simply and
economically synthesized using chemical oxidation of graphite [24]. Graphene manufactured
using this highly scalable synthesis route is also popularly known as reduced GO (rGO). Using
GO as a support for metallic ions, many types of different nanocomposites have been made.
The overview of the types of materials and synthesis methods pertaining to the graphene-
based nanostructures are presented in Table 1 along with the potential application for the
nanocomposites.

Inorganic

Nanostructure

Morphology and

Dimension
Synthesis Method Potential Application Reference

Metal

Ag 16.9±3.5 nm Rapid thermal treatment

Antibacterial agent, nanofluids for

cooling technology, water

treatments, surface-enhanced

Raman scattering (SERS),

transparent and conductive film,

electrochemical immunosensor,

and catalysis

[25]

Ag ~420 nm
Laser assisted photocatalytic

reduction
Solar energy conversion [26]

AgAu 50–200 nm In situ chemical synthesis Electrochemical immunosensing [27]

Au 30-70 nm
Laser assisted photocatalytic

reduction
Solar energy conversion [26]
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Inorganic

Nanostructure

Morphology and

Dimension
Synthesis Method Potential Application Reference

Au 30 nm Cyclic voltammetry scanning Detection of mercury [28]

Ni Single-layered Electroless Ni-plating
Electrodes, sensors, hydrogen-

storage, production of fuel cell
[29]

Pd 13±2 nm
Electrochemical

codeposition

An anode catalyst for formic acid

electrooxidation
[30]

Pd 5–7 nm Laser irradiation CO oxidation [31]

Pt 5–7 nm Laser irradiation CO oxidation [31]

PtRu 2 nm Microwave
Electrocatalysts for methanol

oxidation
[32]

Metal oxide

Ag2O 45 nm In situ oxidation route Supercapacitor [33]

CoO 5–7 nm Laser irradiation CO oxidation [31]

CuO < 20 nm In situ chemical synthesis Glucose biosensor [34]

CuO 30 nm Hydrothermal Anode for lithium-ion batteries [21]

Fe3O4 20, 30 and 40 nm In situ chemical synthesis

Sensors, supercapacitors, drug

delivery systems, waste water

treatment

[20]

Fe3O4 12.5 nm Gas/liquid interface reaction Anode for lithium-ion batteries [35]

Mn3O4 10 nm Ultrasonication Supercapacitors [36]

NiO 32 nm Hydrothermal Anode for lithium-ion batteries [37]

PbO image not shown Electrochemical route Detection of trace arsenic [38]

SnO2 10 nm Microwave Detection of mercury(II) [19]

SnO2 4-5 nm
One-step wet chemical

method

Detection of cadmium(II), lead(II),

copper(II), and mercury(II)
[39]

SnO2 2–3 nm Microwave Supercapacitor [32]

SnO2 4–5 nm Microwave autoclave Anode for lithium-ion batteries [40]

SnO2 2–6 nm Gas/liquid interface reaction Anode for lithium-ion batteries [41]

SnO2 4–6 nm In situ chemical synthesis Anode for lithium-ion batteries [42]

TiO2 ~20 nm Hydrothermal Detection of mercury [43]

TiO2 4–5 nm Sonochemical Photocatalyst [44]

TiO2 (P25) ~30 nm Hydrothermal Photocatalyst [45]

TiO2 (P25) ~30 nm Hydrothermal Photoelectrocatalytic degradation [46]

ZnO

nanorods, an

approximated

diameter of ~90

nm and length of

~3 μm

Hydrothermal
Solar cells, gas sensors, transparent

conductors, catalysis
[47]
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Inorganic

Nanostructure

Morphology and

Dimension
Synthesis Method Potential Application Reference

ZrO2 ~42 nm Electrochemical route
Enzymeless methyl parathion

sensor
[48]

Metal oxides

Bi2WO6

nanoparticles

containing square

nanoplates,

100−300 nm

Reflux Photocatalyst [49]

La2Ti2O7

nanosheets,

comprehensively

integrated

Expansion and UV

irradiation
Photocatalyst [50]

NiFe2O4 6.5 nm Hydrothermal Anode for lithium-ion batteries [51]

Pd-CoO 5–7 nm Laser irradiation CO oxidation [31]

Others

Ag/TiO2

TiO2 layer coexists

with Ag

Dipping-lifting in sol-gel

solution, reducing process

and interface reaction

Photoelectrochemical conversion [52]

CdS 7.5–20 nm Solvothermal Photocatalyst [53]

Core-shell

Fe@Fe2O3@ Si-S-O
mean of 22 nm

One-pot

thermodecomposition
Chromium removal [54]

Fe2O3-ZnO
Fe2O3 ~50 nm,

ZnO <10 nm
Hydrothermal Photocatalyst [55]

FeS2 spherical, ~50 nm Hydrothermal Solar energy conversion [56]

SnSb
quasi-spherical,

30–40 nm
Solvothermal Anode for lithium-ion batteries [57]

Table 1. A summary of inorganic nanostructures decorated graphene and their potential applications. (Note: If the
inorganic nanostructures are nanoparticles, the shape is not mentioned under the column of Morphology and
Dimension.)

3. Interaction of nanostructures with graphene

The widely accepted mechanism for the synthesis of inorganic nanostructures decorated
graphene is the attraction of the positively-charged metal ions by the polarised bonds of the
functional groups on the GO. The attachment of the metal ions to the surface and edges of the
GO results in a redox reaction and the formation of nucleation sites, which eventually leads to
the growth of nanostructures on the 2-D graphene sheets. An example of this process is the
redox hybridization process which occurs between GO and Fe2+ to form Fe3O4/rGO nanocom‐
posite and this is shown in Figure 1 [58]. The Fe2+ ions are first attached to the surface by the
functional groups on the surface of the GO sheets (Figure 1a). The GO acts as an oxidizing
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agent (Equation 1), effectively increasing the oxidation state of the Fe ions from Fe2+ to Fe3+.
This is followed by the reaction of the Fe3+ ions, in an alkaline condition, into Fe3O4 nanopar‐
ticles (Equation 2) on the surface of the rGO. The complete stoichiometry is depicted by
Equation 3. During the redox reaction, the polar oxygenated functional groups on the GO
sheets serve as the anchoring sites for the Fe3O4 nanoparticles, consequently preventing serious
agglomeration of the magnetic nanoparticles (Figure 1b).

2+ 3+2Fe + GO 2Fe + rGO® (1)

2+ 3+ -
3 4 2Fe + 2Fe + 8OH Fe O + 4H O® (2)

( )2+ -
3 4 23Fe + GO 8OH Fe O + 4H O + rGO® (3)

Figure 1. Schematic illustration of the formation of Fe3O4/rGO nanocomposite via a one-step in situ chemical deposi‐
tion method [20].
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In the case of metal/graphene, the nanocomposites are produced through simultaneous
reduction of GO and metal ions [29, 31, 32]. In the absence of a reducing environment as in
pure water but under the illumination of a radiating energy such as laser, the reduction
mechanism of the metal ions (M2+) involving the photogenerated electrons from GO are shown
by Equations 4–7, where GO is partially reduced as portrayed by Equations 6 and 7 [26].

( )–GO GO  hv h e++ ® + (4)

+
2 24  2H O O + 4Hh+ + ® (5)

( )+ –M + GO e GO + M® (6)

– +
2GO + 4e + 4H rGO + 2H O® (7)

In the presence of a reducing agent such as sodium borohydride, NaBH4 used for the synthesis
of Ni/graphene, Ni ions and the COOH groups on the surface of the GO sheets were reduced
to Ni metal and CH2OH, respectively. The corresponding equation may proceed as represented
by Equation 8 [29].

4[ ]2
2 4 2 2 24 8 4 6 , BHNi BH OH Ni BO H O COOH CH OH

-+ - - -+ + ® + + - ¾¾¾¾®- (8)

The incorporation of nanoparticles could be through chemisorption, physisorption, electro‐
static interaction, van der Waals or covalent bonding with rGO [21, 22]. The attachment of
nanostructures onto the surface of the graphene reduces the attractive interactions between
the rGO sheets and, minimizes the aggregation and restacking of rGO during the reduction
process [53]. Moreover, trace quantity of nanostructures on the basal planes of rGO allows
uniform dispersion of the nanocomposite in polar solvents, which is otherwise impossible for
rGO [20].

4. A new class of graphene-based inorganic nanostructures

The morphological structure of graphene nanocomposites is varied and depends on the
synthesis route. Ag/graphene was synthesized using a thermal expansion method and yielded
uniformly distributed Ag nanoparticles on graphene sheets [25] (Figure 2a). Whereas the
hydrothermal approach gave an assemble pyrite structured FeS2 nanospheres [56] (Figure
2b), CuO nanospheres [59] (Figure 2c), TiO2 nanoparticles [43] (Figure 2d) and ZnO nano‐
flowers [60] (Figures 2e and 2f). In the last example, some of the ZnO nanoflowers were brighter
in the SEM image than others and seemed to be enveloped by a thin film of graphene. Since
the functional groups, such as hydroxyl and epoxy groups, are attached to both sides of GO
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sheets, the ZnO nanoflowers appear on both sides of the graphene support [61]. Another
method based around microwave heating has been used to make SnO2/graphene nanocom‐
posite [19] (Figure 2g). At a higher magnification (Figure 2h), the SnO2 nanoparticles were
observed to uniformly adhere on the graphene sheets, with high density [19]. A simple, cost-
effective, efficient, and green in situ deposition to synthesize Fe3O4 nanoparticles on graphene
[20] (Figure 2i) has also been explored. The magnetic property of the Fe3O4/graphene nano‐
composite allows the separation of composite from the solution by applying an external
magnetic field (Figure 2j).

Figure 2. Electron micrographs of various inorganic nanostructures decorating graphene; (a) Ag, (b) FeS2, (c) CuO, (d)
TiO2, (e) ZnO, (f) a higher magnification showing flower-like shape ZnO nanoarchitecture, (g) SnO2, (h) a higher magni‐
fication revealing SnO2 nanoparticles, and (i) Fe3O4. (j) Photo image of Fe3O4/graphene dispersed uniformly in water
and attracted under the external magnetic field.
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rGO has proven to be an effective matrix for the adhesion of nanostructures due to the rich content
of oxide functional groups on the basal planes and edges of the 2-D material. Good evidence of
rGO being an accomplished support is depicted through an FESEM image of Fe3O4/graphene,
in which the nanocomposite was prepared at low concentration of Fe2+ ions. The micrograph of
the sample shows no evidence for the formation of Fe3O4 nanoparticles (Figure 3a). This is in
contrast to the sample prepared using a higher concentration of Fe2+ ions where nanoparticles
are apparent (Figure 2i). To investigate this observation further, elemental mapping of C, O, and
Fe using energy dispersive x-ray (EDX) analysis (Figure 3b) was undertaken (Figure 3c). The
area of bright contrast correlates with the Fe signal map. This result, coupled with the XRD result
[20], provides evidence for the presence of Fe3O4 on the surface of the graphene. The exact form
of the Fe3O4 cannot be determined. It is possible that a layer of Fe3O4 has formed on the surface
of the rGO or more likely that very small nanoparticles have formed.

Figure 3. Fe3O4/graphene prepared at a low concentration of Fe2+ ions: (a) FESEM image, (b) EDX spectrum, and (c)
elemental mapping [20].

5. Growth processes of inorganic nanostructures on graphene sheets

5.1. In situ chemical synthesis

In situ chemical synthesis is a robust route for the formation of graphene decorated with
inorganic nanostructures. The attraction of the positively charged metal ions towards the
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negatively charged electron cloud surrounding the oxygen atoms of the GO sheets is the initial
step in the nucleation of the nanostructure on the graphene sheet. Since oxygen atoms are
uniformly distributed in the starting graphene oxide sheets, a uniform decoration of nano‐
structures on the graphene sheets is produced after the reaction. Some metal oxides such as
Fe3O4 and SnO2 can grow on the surface of rGO at room temperature [20, 39]. However, by
increasing the reaction temperature, the high temperature calcination step may be able to be
eliminated e.g. SnO2/graphene [42]. The reduction of GO may not occur during the deposition
of the nanostructures on the surface of the GO, for example in the synthesis of MnO2/GO [61].
To ensure the GO is completely reduced, additional reducing agents can be used. For example,
in the synthesis of nanocrystal Ag/graphene, hydrazine and ammonia solution in the presence
of polyvinyl alcohol were used [27].

In situ chemical synthesis has also been described as a one-pot thermodecomposition route.
When graphene sheets are directly used, a stabilizing agent such as sodium dodecylbenzene‐
sulfonate (SDBS) is required along with a high reaction temperature to encourage the assembly
of the nanostructure. The formation of Fe nanostructures on graphene is an example of this.
[54]. Similarly, CuO/graphene was synthesized through the stabilization of graphene sheet
with ethylene glycol at a high temperature [34]. For some materials, however, the high reaction
temperature is not required to promote the assembly. Ag2O/graphene nanocomposites are an
example and these were prepared in the presence of N-Methyl-2-pyrrolidone (NMP) under
ambient conditions [33]. The stabilizing agents also function as a size- and shape-controlling
agent and a reducing agent. In FeS2/graphene, the stabilization agent constraints the growth
of FeS2 to a gelatin micelles geometry, resulting in well-formed nanoparticles [56]. Variations
of the in situ chemical synthesis include the electrode-less Ni-plating on graphene sheets [29]
and the attachment of Bi2WO6 nanoparticles and nanoplates onto GO by refluxing [49].

5.2. Hydrothermal

Hydrothermal synthesis is an efficient inorganic synthesis approach for the formation of a
variety of nanomaterials, catalysts, ion-conductors, and zeolites [62] under controlled tem‐
perature and pressure. This synthesis route overcomes the drawbacks of high processing
temperatures and long reaction times compared to conventional aqueous chemical processing
conditions [63]. It has been recognized as an environmentally friendly process because the
reaction uses aqueous solutions as a reaction medium and it is carried out in an autoclave,
which is a closed system. This method can also be used for the preparation of high-purity,
highly crystalline, ultrafine and homogeneous powders of various single and multi-compo‐
nent powders [64, 65]. The autoclave used in the hydrothermal synthesis, as mentioned
previously, is a closed system and so raising its temperature increases the pressure inside the
vessel above the critical pressure for water which enhances the dissolution of thermodynam‐
ically unstable compounds. The high heat energy and pressure in the autoclave facilitates
fracture of the macronucleus to form nano-sized particles [66]. This method has been used for
the synthesis of CuO/graphene [21], NiO/graphene [37], ZnO/graphene [47], and FeS2/
graphene nano-composites [56].
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The hydrothermal systhesis methology is not restricted to pure aqueous solutions. The
addition of other solvents like ethanol can be used to enhance the dispersion of gel-like GO
[43]. For example, TiO2 nanoparticles could be chemically bonded to the surface of rGO [45,
46]. Likewise, a one pot synthesis of Fe2O3 nanoparticles, Zn salt and GO produced Fe2O3-ZnO/
graphene nanocomposites, in which the Fe2O3 nanoparticles were chemically bonded to the
graphene sheets. The 50 nm sized Fe2O3 nanoparticles were covered with ZnO nanoparticles
that are less than 10 nm in size [55].

If the solutions are not aqueous based, the method is known as the solvothermal process, for
instance absolute ethanol was used as a medium for the synthesis of SnSb/graphene [57]. For
the synthesis of CdS/graphene, dimethyl sulfoxide (DMSO) not only acted as a reaction
medium but also the source of sulphide and a reducing agent [67]. SnO2/graphene was
prepared via a gas–liquid interfacial reaction, in a process similar to hydrothermal method.
During the reaction, a two-phase liquid was vaporized, which allowed the Sn4+ to react with
the ammonia at gas/liquid interface to produce Sn(OH)4 along with in situ deposited onto the
graphene sheets. The Sn(OH)4 subsequently decomposed to SnO2 on the graphene sheets [41].
Fe3O4/graphene has also been prepared using the same process [35].

5.3. Microwave heating

Microwave heating is believed to be more depending on the molecular properties and the
reaction conditions than conventional heating [68]. Microwave syntheses have been increas‐
ingly used in the preparation of high monodispersity nanoparticles of oxides such as SnO2,
CeO2 and ZrO2 [69]. Utilizing microwave energy for the thermal treatment generally leads to
very fine particles in the nanocrystalline regime mainly caused by the shorter synthesis time
and a highly focused localised heating. The particle size often falls in the range of 15 nm – 35
nm [70]. Microwave heating also has been widely used for the fabrication of inorganic
nanostructure/graphene where the particles were less than 10 nm with a narrow size distri‐
bution. In this synthesis, the graphene sheets obviously played an important role in constrain‐
ing the growth of nanostructures [32, 71]. Hydrothermal method has also been combined with
microwave heating to ensure a complete reduction of GO [40].

5.4. Electrodeposition

Electrodeposition provides a facile procedure and offers precise control of the thickness of the
resulting film [72]. In addition to the speed of polymerization, which can be controlled by the
current density [73], this method also enables mild processing conditions at room temperature
[74], without toxic or excess chemicals [75]. GO is coated on the surface of a glassy carbon
electrode (GCE) before being immersed into a salt solution. By cycling the potential, the metal
salt is oxidized to metal oxide and the GO is reduced to graphene. This synthesis methodology
has been used in the preparation of PbO/graphene [38] and ZrO2/graphene [48].

Although it is known to be hydrophilic, GO does not peel off from the GCE surface when it is
placed in aqueous electrolytes because of the interaction of hydrophobic regions of GCE and
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the unoxidized portions of GO [38]. It does, however, swell in an aqueous solution as water
molecules bond to the GO.

The formation of the actual graphene based GCE is problematic because it is difficult to obtain
a uniform dispersion of graphene in a solvent. The graphene sheets when in solution tend to
form irreversible agglomerates or even restack to graphite through strong π-π stacking and
van der Waals interaction. If graphene is to be used for the modification of GCE, it must first
be dispersed in a stabilizer to form a homogenous dispersion before being dropped cast on the
GCE surface. The inorganic nanostructures on graphene are formed by cyclic voltammetry in
the appropriate salt solution. An example of this method is the synthesis Ag/graphene [28].

Electrochemical co-deposition is another route to prepare inorganic nanostructure/graphene.
Pd/graphene is an example, where a solution containing GO and a metal salt underwent
voltammetry cycling simultaneously [30].

5.5. Other unusual strategic routes

There have been several novel processing routes that have been reported. A Ag precursor was
physically grounded with dry GO before the product was heated at 1000oC for 20s to produce
Ag/graphene [25]. This method produced high purity nanocomposite because the process did
not require any reducing or stabilizing agents. The extreme condition spontaneously reduced
the Ag ion to Ag metal, and GO to rGO. Inorganic nanostructure/graphene has also been
prepared using irradiation (lasers [31], [26], and exposure to UV [50]). Layer-by-layer inorganic
structure/graphene can be prepared by dipping-lifting in sol-gel solution [52]. Finally,
ultrasonication of the starting solution was able to generate of Mn3O4/graphene nanocompo‐
sites [36].

6. Recent advances in the applications of inorganic nanostructure decorated
graphene

6.1. Anode for lithium-ion batteries

Graphite-based lithium-ion batteries suffer from poor charge–discharge performance and
consequently have poor power performance. In many applications like electric or hybrid cars,
there will be periods of high power demand, for example accelerating to overtake a car, and
this leads to increased heat dissipation in the cell and accelerated aging of the battery. The use
of graphene electrodes significantly improves the power performance of the battery and has
resulted in a significant number of papers. The versatility of graphene to accommodate lithium
ions on both sides of its single atomic sheet provides high energy storage capacity above 600
mAhg–1, which is higher than the theoretical capacity of graphite (372 mAhg–1). Recently, the
use of metal oxides and metal alloys graphene nanocomposite has improved the energy storage
of graphene based electrodes even more (700–4000 mAhg–1) [37]. The extra capacity has been
attributed to the synergistic effect between the nanoparticles and graphene sheets in the
nanocomposite, providing extra sites for the storage of lithium ions [35].
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In any battery application, the degradation of the storage capacity with repeated charge-
discharge cycles is extremely important. The cycling performance of graphene inorganic
nanostructures far exceeds that of their individual counterparts [21, 35]. Moreover, graphene
inorganic nanostructures also displayed excellent reversible specific capacities at a broad range
of current densities [40-42]. The good lithium cycling performance is ascribed to the structural
integrity of the composite electrodes. The nanocystals located on the surface of graphene
prevented the agglomeration of graphene sheets. Likewise, the graphene sheets hindered the
direct contact among the adjacent nanocrystals. Minimizing the aggregation of nanocrystals
and graphene sheets during discharge/charge cycling gives rise to high surface area, excellent
electronic conductivity of the electrodes by forming an efficient electrically conductive
network, and high carrier mobility. This heterogeneous construction also provides buffering
spaces against the volume changes of nanocrystals during the lithium insertion/extraction
processes.

Regardless of the type of inorganic nanocrystal, the graphene nanocomposites have generally
displayed a large irreversible capacity in the first cycle [51, 57]. It is widely reported that this
phenomenon may be attributed to electrolyte decomposition and formation of solid electrolyte
interface (SEI) film [76-78]. Irreversible capacity is the occurrence of naturally non-recoverable
charge capacity, in which the kinetics will vary depending on the battery chemistry, electrode
composition and design, electrolyte formulation and impurities, and on the storage tempera‐
ture [79].

6.2. Supercapacitors

With the increase in affluence in developing countries, the energy needs are increasing and
energy sustainability is of significant concern especially when the depletion of fossil fuels is
also factored in [61]. Supercapacitors, also known as ultracapacitors or electrochemical
supercapacitors, have several important characteristics, including prolonged life cycle [80,
81], higher power density than batteries [82] and higher energy density [83] than conventional
capacitors which have driven their use in pulse power and power backup applications [84].
According to the mechanism of charge storage, supercapacitors can be classified as i) electric
double layer capacitors (EDLCs) where charge is stored at the electrode/electrolyte interface,
and ii) pseudocapacitors where the charge is stored mainly by Faradaic reactions on the surface
of the electrode materials [85, 86].

Carbon-based materials are commonly used in EDLCs as electrodes because of its high
electrical conductivity and outstanding long-term electrochemical stability as a result of the
extraordinary chemical stability of carbon [87]. Carbon-based materials such as activated
carbon [88], xerogels [89], carbon nanotubes [90], mesoporous carbon [91] and carbide-derived
carbons [92] have all been investigated for use as electrodes in EDLC. However, the limited
charge accumulation in electrical double layer restricts the specific capacitance of EDLCs to a
relatively small range of values between 90 and 250 F/g [93]. Meanwhile, pseudocapacitors
like metal oxides such as RuO2 [94-96], NiO [96, 97], Co3O4 [98], MnO2 [99], or conducting
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polymers including polypyrole [100] and polyaniline [101, 102] usually show poor capacitance
behavior.

Recently, graphene has been used as a supercapacitor electrode material due to its high surface
area, excellent stability and good conductivity [103-106]. To effectively overcome the shortage
of low specific capacitance, the 2-D structured graphene has been hybridized with pseudoca‐
pacitors for the preparation of supercapacitors [32, 107-109]. The specific capacitance and
electrochemical stability of graphene inorganic structures is enhanced tremendously in
comparison to their individual counterparts [33, 36]. The improvement of the supercapacitive
behaviour is attributable to the different double-layer and pseudocapacitive contributions.

6.3. Photocatalysts

Organic effluents from industries, agricultural activities and the rapid increase in human waste
as a result of the rapid population increase represents some of the most serious environmental
pollutants. It is estimated that around four billion people worldwide have no or little access
to clean and sanitized water supply, resulting in death, by severe waterborne diseases, of
millions of people annually [110]. Photodegradation of organic pollutants has attracted
increasing attention during the past decade as it appears to be a viable decontamination process
with widespread application, regardless of the state (gas or liquid) or chemical nature of the
process target [45, 111]. Photocatalytic oxidation is an economical process owing to the fact
that it involves only a photocatalyst and light source [112]. This process does not yield toxic
intermediate product, making it suitable for cleaning water environment that contains low to
medium contaminants concentration [113].

When a photocatalyst is illuminated with the light of sufficient energy, electrons in the valence
band of the photocatalyst are excited into the conduction band, therefore, creating the negative
electron-positive hole pairs (e −−h +). When the photocatalyst is in contact with water, the
e −−h + pairs will initiate a series of reactions and produce hydroxyl radicals, H O • and
superoxide radical anions, O •+, on the photocatalyst surface. Any organic contaminants at or
near to the photocatalyst surface are oxidized by the generated radicals [114, 115]. The most
commonly used photocatalysts are titanium dioxide and zinc oxide, which are semiconduc‐
tors. The drawback of these photocatalysts is the quick electron-hole recombination on the
surface of semiconductors, which hampers the hydrogen evolution efficiency.

To manipulate the rate of electron-hole recombination, the presence of non-metal species like
carbon, nitrogen, boron and fluorine are targeted to minimize photogenerated electron-hole
recombination rate, thus improving quantum efficiency and expanding their useful range of
operation into visible light wavelengths [116, 117]. Graphene, a uniform and thin transparent
conducting material, is a potential carbon source.

Nanocrystals are not stable and prone to aggregate, which results in a reduced surface area
and so limits the likelihood of the photoinduced electron–hole pairs interacting with water
molecules to produce the radicals thereby decreasing the application efficiency. This can be
overcome by using graphene as a supporting matrix for the photocatalyst particles, as well
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as an electron acceptor, to improve the efficiency of the degradation of organic pollutants
[67] and durability for consecutive photodegradation cycling [45, 49]. In addition, the giant
π-conjugation of graphene and two-dimensional planar structure are the driving forces for
the  non-covalent  adsorption  between  aromatic  molecules  and  aromatic  regions  of  the
graphene [45].

Many photocatalysts have a wide band gap and so require UV light for operation. Since
ultraviolet (UV) light accounts for only a small fraction (5%) of the Sun’s energy as compared
to visible light (45%); any shift in the optical response of a photocatalyst from the UV to the
visible spectral range will have a profound positive effect on the photodegradation efficiency
of a photocatalyst [118]. Incorporation of carbon is known to be able to reduce the band gap
energy of a photocatalyst [116]. Photocatalysis using graphene inorganic structure could take
place under the irradiation of visible light due to zero band semiconductor with symmetric K
and K’ [49].

On the other hand, the photoelectrocatalytic process takes advantage of the photocatalytic
process  by  applying a  biased voltage  across  a  photo-electrode  on which  the  photocata‐
lysts are supported. An enhancement of the photocurrents using graphene nanocomposite
electrodes  is  attributed  to  the  enhanced  migration  efficiency  of  the  photo-induced elec‐
trons and enhanced adsorption activity of the aromatic molecules [46]. Photoelectrocatalyt‐
ic activity is dependent on the optimal value of graphene content, as superfluous graphene
will reduce the absorption efficiency of light by a photocatalyst. Experiments have shown
an increase in the degradation of the aromatic molecules by the graphene nanocomposite
as the applied potential was increased relative to a reference electrode [119-124]. This was
explained by the potential causing band bending close to the electrode surface reducing the
potential barriers and improving the mobility of the carrier across the electrode, and hence
minimizing  the  probability  of  recombination  of  electrons  and  holes  and  elevating  the
photoelectrocatalysis efficiency [124].

The overall excellent photocatalytic performance of graphene inorganic nanostructures is
reportedly attributed to enhanced adsorptivity, extended light absorption range, efficient
charge separation and transportation [45].

6.4. Sensing platform

Many analytical methods with high sensitivity and low detection limit have been established
for determination of organic and inorganic matters [125]. However, they are time consuming,
expensive, require complicated instruments and a skilled operator, which are unsuitable for
on-line or in-field monitoring [126]. In contrast, electrochemical analysis, which has the
advantages of quick response, cheap instrumentation, low power consumption, simplified
operation, time-saving, high sensitivity and selectivity, is widely applied in applications such
as gas sensing, chemical sensing and biosensing [27, 127-129].

Direct detection using bare electrode yields poor sensitivity to the target material [128].
Inorganic nanoparticles are versatile and sensitive tracers because of their high surface area,
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high mechanical strength but ultra-light weight, rich electronic properties, and excellent
chemical and thermal stability [130] and when coupled with graphene, they provided an
attractive nanocomposite for the fabrication of electrochemical sensors [33, 131]. In this regard,
inorganic nanostructure decorated graphene has been proven to be an effective tool to detect
low amounts of biomarker [27], pesticide [48], heavy metals [28, 38, 39], and glucose [34], with
high sensitivity, selectivity, stability and reproducibility.

6.5. Other interesting applications

Besides the four major applications stated above, graphene inorganic nanostructures have also
been investigated for other purposes. These include direct formic acid fuel cells, which are
widely considered to be one of the most attractive power sources [30]; providing a favourable
catalytic pathway for the formation of CO2 [31] to form CO [132]; and producing electrocata‐
lytic activity for methanol oxidation [32]. Other uses of the structures is to produce a photo‐
current under UV light or visible light illumination to meet the demand of renewable and clean
energy source [52], assisting the conversion of solar energy into hydrogen via the water
splitting process [133], and removing chromium(IV) in water through adsorption [54].

7. What does the future hold for inorganic nanostructure decorated
graphene?

The significant potential of graphene-based inorganic nanostructure in solving many of
today’s problems is evident from the amount of effort that has been devoted to exploring the
synthesis of the materials and the investigation of the materials in real-life applications. The
cutting-edge research on graphene-based nanoinorganic materials has yet to mature. Drawing
comparisons to silicone research, the interest will continue to grow until commercial products
using graphene are realized. The simple and scalable production of GO, a derivative of
graphene, that is rich in oxygenous functional groups, is encouragement for researchers to
modify the surface of the one-atom thick carbon layers with a variety of inorganic nanostruc‐
tures to cater for the commercial demands and needs. The quality of inorganic nanostructure
decorated graphene at atomic level is assured by systematic characterization using state-of-
the-art instruments. The graphene research offers novel and exciting opportunities for the
scientific community and industrialists who seek new partnerships and advances.
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Crystal Engineering and Properties
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1. Introduction

In recent years, the development of crystalline porous materials based on metal chalcoge‐
nides attracts scientific attention for their adjustable porous structures and potential applica‐
tions in technology. In contrast to oxygen, for which only the di- and tri-nuclear
homopolyatomic anions, i. e. O2

2-, O2
‧-and O3

2-, are known in zeolite frameworks, the charac‐
teristic strong tendency of sulfur and the other elements of Group 16 is reflected in the wide
range of polychalcogenide ions Xn

2- (X = S, Se, Te). The polychalcogenideXn
2-are easily isolat‐

ed as salts from polar solvents in the presence of suitable counter cations. [1]The choice of
sulfides has many obvious advantages in the crystallization chemistry:[2] (a) In comparison
with oxide and fluoride ions, the S2-ion has a much largerionic radius, which favors the tet‐
rahedral coordination withcationsand allows the discovery of sulfide homologues of zeo‐
lites. (b) The higher polar ability of the S2-ion shows more flexibility for the structure of
tetrahedra angles. For example, the tetrahedraT-S-T angle ranges from109°–161°. But the
range of angle for tetrahedra T-O-T is 140°–145°. (T = tetrahedra metal atom, such as In). Ob‐
viously, the frameworks with higher flexibility will have better ability to accommodate vari‐
ous shapes of the templates, and the arrangement of tetrahedralunits in the dense matter can
remain their original architectures.

Nowadays, chemists use inorganic clusters as molecular building blocks to create open
framework with cavities and channels, including porous semiconductor, fast ion exchanger,
shape- and size-selective catalysis, and optoelectronic applications. Among these clusters,
only the metal chalcogenides tetrahedral molecular clusters can serve as artificial tetrahedral
atoms, and assemble the tetrahedral clusters into porous open-framework through inorganic
chalcogenides ligands.

© 2013 Ou and Yang; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



The study of metal chalcogenides tetrahedral molecular clusters provides a valuable opportuni‐
ty to explore the synthetic and structural chemistry at the interface of chalcogenide molecular
chemistry and solid-state chemistry. [3,4]A general introduction and overview of metal chalco‐
genides tetrahedral molecular clusters is intended in this chapter. In the following sections, a de‐
scription of four basic types of metal chalcogenides tetrahedral molecular clusters will be
provided. Design, synthesis strategy, and crystal engineering of building open-framework chal‐
cogenides materials will be discussed. In addition, the interrelated properties of metal chalcoge‐
nides tetrahedral molecular clusters will be emphasized as the highlight of this paper.

2. Classification of structure and mathematical extrapolation

2.1. Supertetrahedral clusters

The simplest tetrahedral clusters of metal chalcogenides tetrahedral molecular clusters is su‐
pertetrahedral clusters, i. e. Tn clusters, with tetrahedral shaped fragments similar to the cubic
ZnS-type lattice. [3-5] The supertetrahedral clusters were first denoted as 2{n}by Dance et al. [6]
Recently, these compounds are denoted as Tn by Yaghi’sgroup. [4] In the formula, n is the
number of metal layers. The mathematical of supertetrahedral clusters can be regarded as the
analog of the ideal artificial tetrahedral atoms. The number of tetrahedra (T atoms) in a Tnsu‐
pertetrahedron is the nth tetrahedral number:tn = n(n + 1)(n + 2)/6. The number of distinct ver‐
texes (X atoms) in one supertetrahedron is tn+1. The formulas for discrete Tn clusters are given as
follows: T1 (MX4), T2 (M4X10), T3 (M10X20), T4 (M20X35) and T5 (M35X56),where M is a metal cation
and X is a chalcogen anion. [5]The illustration figures for Tn clusters are shown in Figure 1.

In an open-continuous framework, each of the four outermost vertexes of a supertetrahe‐
dron is shared with another supertetrahedron. Therefore, the overall composition is TxXy

with x = tnand y = tn+1-2. In Tn clusters, all the T atoms are 4-coordinated. Nevertheless, the X
atoms possess 2-coordination sites (on the supertetrahedron edges and the outermost ver‐
texes), 3-coordination sites (in the supertetrahedron faces), and 4-coordination sites (inside
the cluster). In each corner linkedTn cluster (TxXy), the number of 2-coordinated X atoms is
6n-4, and the number of 3-coordinated X atoms is 2(n - 1)(n - 2). The 4-coordinated sites will
not appear, until the n value reaches 4or higher. When n = 4 or higher, the number of 4-coor‐
dinated X atoms is tn-3. For example, a T2 cluster consists of only 2-coordinated anions (e. g.,
S2-), and a T3 cluster has both 2- and 3-coordinated anions. Starting from the T4 cluster, tet‐
rahedral coordination begins to adopt anions inside the cluster to create 4-coordinated
anions, beside the existed 2- and 3-coordinated anions. [5]

In Table 1, the known T2 clusters, [Ga4S10]8-,[7] [In4Q10]8-,[8] [Ge4Q10]4- (Q=S, Se),[9] [Sn4Q10]4-

(Q=S, Te),[10]and examples of T3 clusters, [In10S20]10-,[11] [Ga10S16(NC7H9)4]2-,[12] and
In10S18(HPP)6(H2O)15. [4](HPP=1,3,4,6,7,8-hexahydro-2H-pyrimido[1,2-a]pyrimidine) are pro‐
vided. On the other hand, the reported T4 clusters, [M4In16S33]10- (M=Mn2+,Co2+,Zn2+,Cd2+)[13]
and [Cd4In16S35]14-[5]are provided in Table 1, simultaneously. Up to date, the largest Tn clus‐
ters that has been prepared is T5 cluster. The examples are Cu5In30S54,[14] (In34S54)6- [15] and
(In28Cd6S56)12-. [16]
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Figure 1. Illustration forTn series clusters, from T2 to T5. [3]

Stoichiometry of Tn examples Ref.

T2 (MX4) [Ga4S10]8- [7]

[In4Q10]8-(Q=S, Se) [8]

[Ge4Q10]4- (Q=S, Se) 9

[Sn4Q10]4- (Q=S, Te) [10]

T3 (M4X10) [In10S20]10- [11]

[Ga10S16(NC7H9)4]2- [12]

In10S18(HPP)6(H2O)15 [4]

T4 (M10X20) [M4In16S33]10- (M=Mn2+,Co2+,Zn2+,Cd2+), [13]

[Cd4In16S35]14- [5]

T5 (M35X56) Cu5In30S54, [14]

(In34S54)6- [15]

(In28Cd6S56)12- [16]

Table 1. Supertetrahedral clusters base on metal chalcogenides tetrahedral molecular clusters
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2.2. Pentasupertetrahedral clusters (Pn)

The second series of tetrahedral clusters is known as pentasupertetrahedral clusters, shown
in Figure 2. This series cluster was denoted as 5 {n} by Dance et al. [6] and was named as Pn
by Feng’sgroup. [17] The Pn cluster is composed of four same order Tn clusters at the corner
and one anti-Tn cluster at the core. In comparison, a pentasupertetrahedral cluster is consid‐
erably larger than a supertetrahedral cluster of the same order. For example: the P1 cluster
consists four T1 clusters (MX4) and one anti-T1 (XM4) cluster at the center, resulting in the
composition ((MX4)4(XM4) (i. e., M8X17). The supertetrahedral clusters as large as T5 are
known, but the largest known cluster of the Pn series is the P2 cluster. [17]

Figure 2. Illustration for Pn series clusters, from P1 to P2. A polyhedral representation is used for the central antisuper‐
tetrahedral cluster. [30]

Some examples of P1 clusters, [SCd8(SBu)12](CN)4/2,[18](SBu= n-butanethiolate ) [M4Sn4S17]10-

(M=Mn2+, Fe2+, Co2+, Zn2+),[19] and [M4Sn4Se17]10- (M=Mn2+, Co2+, Zn2+),[20,21]and P2 clusters,
[Li4In22S44]18- in ICF-26[22](ICF= Inorganic ChalcogenideFramework) and
[Cu11In15Se16(SePh)24(PPh3)4]. [23] (Ph= phenyl group, PPh3=triphenylphosphine group) are
given in Table 2.

Stoichiometry of Pn examples Ref.

P1 (M8X17) [SCd8(SBu)12](CN)4/2 [18]

[M4Sn4S17]10- (M=Mn2+, Fe2+, Co2+, Zn2+) [19]

[M4Sn4Se17]10- (M=Mn2+, Co2+, Zn2+) [20, 21]

P2 (M26X44) [Li4In22S44]18- [22]

[Cu11In15Se16(SePh)24(PPh3)4]. [23]

Table 2. Pentasupertetrahedral clusters base on metal chalcogenides tetrahedral molecular clusters
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2.3. Capped supertetrahedral clusters (Cn)

The third series of tetrahedral clusters is capped-supertetrahedral clusters, as shown in Fig‐
ure 3. This series clusterwas denoted as 7{n}by Dance et al. [6] Recently, the series clusterwas
named as Cn by Feng’s group. [3] The capped supertetrahedral clusters are defined as a reg‐
ular supertetrahedral cluster (Tn) at the core covered with a shell of atoms, which is also re‐
lated to the Tn cluster. Accurately, each face of the Tn core unit is covered with a single
sheet of atoms called the T(n + 1) sheet and each corner of this cluster is covered with a MX
group. The T(n + 1) sheet is defined as the bottom atomic sheet of a T(n + 1) cluster. [3]

Figure 3. Illustration for Cn series clusters, from C1 to C2. (adopted from Ref 30)[30]

As shown in Table 3, the first metal chalcogenides tetrahedral molecular clusters of C1 clus‐
ters is [S4Cd17(SPh)28]2- [18], (SPh=benzenethiol ligand), by Dance group in 1988. In later
days, two new C1 clusters were reported. They are Cd17S4(SCH2CH2OH)26[24]and
[S4Cd17(SPh)24(CH3OCS2)4/2]n nCH3OH. [25]As for the C2 clusters, three clusters,
Cd32S14(SCH2CH(OH)CH3)36. 4H2O,[26] Cd32S14(SC6H5)36. (DMF)4,[27] and
Cd32Se14(SePh)36(PPh3)4[28] have been successfully synthesized, so far.

Stoichiometry of Cn examples Ref.

C1 (M17X32) [S4Cd17(SPh)28]2- [18]
Cd17S4(SCH2CH2OH)26 [24]
[S4Cd17(SPh)24(CH3OCS2)4/2]nnCH3OH [25]

C2 (M32X54) Cd32S14(SCH2CH(OH)CH3)36. 4H2O [26]
Cd32Se14(SePh)36(PPh3)4 [27]
Cd32S14(SC6H5)36. (DMF)4 [28]

Table 3. Capped-supertetrahedral clusters base on metal chalcogenides tetrahedral molecular clusters
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2.4. Super-supertetrahedral clusters (Tp,q)

Besides theseries of tetrahedral molecular clusters, a special multi-series metal chalcoge‐
nides hollow cluster has been reported, simultaneously. These metal chalcogenides hollow
clusters are known as super-supertetrahedral clusters, denoted as Tp,q. [29]This series of
cluster is built in a Tq supertetrahedron of Tp supertetrahedra. The number of tetrahedra (T
atoms) in a Tp supertetrahedron is the pth tetrahedral number, tp=p(p+1)(p+2)/6, and the
number of X atoms is tp+1. In a Tp, q super-supertetrahedron the number of T atoms is
tqtp,and the number of X atoms is tq(tp+1-2)+2. The first metal chalcogenides tetrahedral mo‐
lecular clusters of Tp,q clusters is CdInS-420, i. e. T4,2 ( given in Figure 4), prepared by Yaghi
group. [29]

Figure 4. a) The CdInS-420 cluster as a ball and stick model. In (blue); Cd (orange); S (green). The large yellow sphere
indicates the central cavity. (b) The same view as (a) shown as metal-centered tetrahedra. [29]

3. Design and synthesis: Crystal engineering

The explosive growth in the number of microporous and open framework materials is main‐
ly contributed by the numerous variable synthetic and structural parameters. It is known
that each Tn cluster behaves as an artificial tetrahedral atom (T atom). These T atoms link
with others by four vertex chalcogenides (ex: sulfur) atoms into the nanoclusters to produce
extended open frameworks. Among these clusters, the use of structure-directing agents with
different charge, size, and shape is particularly effective to assist the formation of oxide
frameworks. [3-5]Furthermore, the conventional synthetic methods to prepare the metal
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chalcogenides tetrahedral molecular clusters include the crystallization from solution[6,
30-31] and the hydrothermal synthetic route. [2-5, 13]

Figure 5. [M4(SPh)10]2-, M=Fe, Co, Zn (1) and probably Cd react with sulphur and different metal cation (i. e., Fe, Zn, Cd)
in acetonitrile to yield the [Fe4S4(SPh)4]2-(2) and [S4M10(SPh)16]4-, M=Zn, Cd (3). [31]

Prior to the development of open framework chalcogenides, tetrahedral clusters were not
commonly encountered among open framework solids. In 1982, Dance group reported the
extension reaction of T2 cluster, [M4(SPh)10]2- (M=Zn2+, Cd2+) with sulphur, including the met‐
als zinc and cadmium in acetonitrile, to yield a different and unprecedented product
(Me4N)4[S4M10(SPh)16] (M = Zn2+, Cd2+), shown in Figure 5. [31]A similar crystallization from
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solution reactions with elemental selenium yields analogous complexes (Me4N4)
[Se4M10(SPh)16] (M = Zn2+, Cd2+). Therefore, a set of four homologous complexes, (Me4N4)
[X4M10(SPh)16] (M = Zn2+, Cd2+; X = S2-, Se2-) have been prepared by this method. The four
anions have the same molecular aggregation structure, i. e. a supertetrahedral 10-metal sec‐
tion of the cubic (sphalerite) metal chalcogenide structure. Nowadays, the unprecedented
product (Me4N)4[S4M10(SPh)16] (M = Zn2+, Cd2+) is known as the T3 series clusters. The hydro‐
thermal synthesis of open framework chalcogenidesis started with simple elemental forms
(e. g., sulfur) and inorganic salts. The initial process usually involves redox chemistry in the
formation of clusters. Clusters of various types and sizes could coexist in a solution. Equili‐
bria between various clusters in solution would shift to the direction that favors the creation
of one or more clusters, when crystallization involving these clusters occurs. [3]

3.1. Chalcogenides with different valence state of metal cations

Metal chalcogenides tetrahedral molecular clusters in the self-assembly process is critical for
the synthesis of microporous and mesoporous oxides. [32]The known example is alumino‐
phosphates open-frameworks with divalent metal cations (M2+). The existence of M2+ can
provide a rather flexible adjustment of the framework charge density and therefore makes it
easier to achieve the charge matching of whole compound. In metal chalcogenides tetrahe‐
dral molecular clusters, the ratio between metal cations of different valences subjects to the
limitation of the local charge balance within each cluster and may not be as flexible as that in
the oxides analogue. [3, 29]

The classes of open framework materials are dominated by typical zeolites, such as ZSM-5,
(named after Zeolite Socony Mobil by mobiloil company). The sodalite structure can be
made in the neutral SiO2 form. Neutral porous frameworks are also found in AlPO4 and
GeO2 forms. Therefore, it is reasonable to expect the existence of open framework sulfides
with framework composition of GeS2 or SnS2. The early development of metal chalcogenides
tetrahedral molecular clusters is the preparation of open framework sulfides by using the
mono- or divalent cations (e. g., Cu+, Mn2+) to join the metal chalcogenides tetrahedral mo‐
lecular clusters together (i. e. Ge4S10

4-). [17] These low-valentcations can generate negative
charges on the framework. Subsequently,the charge is balanced by structure-directing
amine molecules. For example, the compounds prepared with the formula of
[(CH3)4N]2[MGe4S10] (M= Mn2+, Fe2+, Cd2+), by Yaghigroup. [7]In this case, the MnGe4S10‧
2(CH3)4N, has a non-interpenetrating diamond type lattice (the single diamond type) with
alternating T2 and T1 clusters to occupy the tetrahedral nodes. In the Ge-S or Ge-Se system
of metal chalcogenides tetrahedral molecular clusters, the largest metal chalcogenidessuper‐
tetrahedral molecular cluster is T2. As a result, a perspective charge-balance problem of met‐
al chalcogenides tetrahedral molecular clusters system is proposed. [17]In the Ge-S or Ge-Se
system of metal chalcogenides tetrahedral molecular clusters, Feng’s group found that clus‐
ters larger than T2 cannot be prepared in this system. The reason is that the charge at cation
sites is too high to satisfy the coordination environment of 3-coordinated anion sites in clus‐
ters larger than T2. For the same reason, it is not surprise to find that no regular T3 cluster
can besuccessfully prepared in the pure Sn-S (or Sn-Se) system.

Advanced Topics on Crystal Growth410



In In-S system of metal chalcogenides tetrahedral molecular clusters, Yaghi’sgroup used the
In-S composition to build a unique porous sulfide-based frame work materials. [4-5] Its
uniqueness comes from 50% or more framework cation sites in zeolite-like oxides with a va‐
lence ≧4. The linkage in In-O-In or Al-O-Al is not similar to that in zeolite-like oxides be‐
cause of the Loewenstein rule. The Loewenstein rule states that the ratio of M4+/M3+ should
be larger or equal to one. [17] The most common in the In-S system is the occurrence of the
T3 cluster, [In10S20]10-. The lower charge on In3+, compared with Ge4+ and Sn4+, makes it possi‐
ble to form the required 3-coordinated sulfur site for the formation of T3 clusters. Moreover,
the In3+ composition is extended to Ga-S, Ga-Se, and In-Se compositions by Feng’sgroup.
[11,17,33]The use of the nonaqueous synthesis method is responsible for the success in the
syntheses of Ga-S composition. On the other hand, the synthesis of the [Cd4In16S35]14in T4
cluster shows that the access of regular clusters larger than T3 is possible by the help of di‐
valent cations, in addition to the In-S composition. [5]Moreover, the combination of mono‐
valent (eg., Cu+) and trivalent cations (eg., In3+) could provide the required local charge
matching around the tetrahedral S2- site. [14, 17]

In terms of chemical compositions, metal chalcogenides tetrahedral molecular clusters with
tetravalent (M4+) and trivalent (M3+) metal cations closely resembles the structure of alumi‐
nosilicate zeolites. The M4+/M3+ was not expected to be simple because eitherM4+ or M3+ could
independently form amine-directed crystals with sulfur and thus the probability of phase
separation was high. [7, 17]Nevertheless, the use of the nonaqueous synthesis method could
lead to the integration of M4+ and M3+ ions into the same framework. [11, 17, 33]A series of
open framework sulfides and selenides were made by the combination of tetravalent (i. e.,
Ge4+, Sn4+) and trivalent metal (i. e., Ga3+, In3+) ions. [34] The M4+/M3+ ratio in these chalcoge‐
nides can be much smaller than that in zeolites. So far, the M4+/M3+ ratio falls within the
range from 1. 3 to 0. 21. Besides the low M4+/M3+ ratio in this series, some sulfides possess
adequate stability toward ion exchange and thermal treatment. [17,34]

As mentioned in the above paragraph, the type of metal cations existed in the metal chalco‐
genides tetrahedral molecular clusters growth system shows a limitation on the formation of
individual clusters. It is worth nothing to mention that cluster larger than T3 can be formed,
if only trivalent cation isused in solvothermal system. However, if the synthesis is employ‐
edwith trivalent and divalent cations, the system has the flexibility to create a variety of
clusters, such as T3, T4, and T5. [17]

3.2. Structure-directing agent: Organic amines

In oxides compounds, the oxygen sites of the anionic framework can form strong hydrogen
bonding with N-H groups of protonated amine molecules. [3] Such O…H-N bonding is an
important factor in the directed assembly of oxide frameworks. The hydrogen bonding be‐
tween chalcogenides frameworks and guest molecules (e. g., S…H-N) is very weak. [3]Based
on the host–guest charge-density matching principle, proposed by Stucky et al., the content
and distribution of heteroatoms in the framework can be adjusted by the guest species. [35]
Thus, the co-assembly of metal chalcogenides tetrahedral molecular clusters with structure-
directing agent (guest), such as amine molecules, depends to a large extent on the host-guest
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electrostatic interaction. This principle can explain that open framework metal chalcoge‐
nides tetrahedral molecular generally have a rather negative framework and few neutral or
nearly neutral open framework metal chalcogenides tetrahedral molecular are known today.

Interestingly, Yang et al. employ 4,4-trimethylene dipiperidine (TMDP), and histidine as the
structure-directing agents for the synthesis of compound with mixed supertetrahedralchalco‐
genide clusters T2, and pentasupertetrahedralchalcogenide clusters P1, denoted as NCYU-5,
(NCYUis named after National Chia Yi University), shown in Figure 6. [36]The TMDP is
widely used as a structure construction template in the synthesis of Tn series chalcogenide
clusters. [37] However, the use of amino acid in the hydrothermal synthesis for an inorganic
tetrahedral cluster has not been reported. In this case, the porosity of the mixed chalcogenide
clusters with a TMDP only template is about 55%, smaller than the one with TMDP and histi‐
dine as templates. On the basis of experimental data, the role of histidine in the formation of
mixed chalcogenide clusters is to improve the pore size of the 2-D framework, and the porosi‐
ty of the crystal. The potential cavity occupied 67. 1% of crystal cell volume can be calculated
by the PLATON program. (a collection tool for single crystal structure analysis). The high per‐
centage of cavity derived from NCYU-5 suggests that large amount of guest molecules, i. e.
TMDP, and histidine, present in the structure of open frame work to make this material with
high porosity. In each layer of the two dimensional open frame work of NCYU-5, alternating
P1 and T2 clusters are linked together by bridging selenium atoms, Fig. 7(a). A triangle-shap‐
ed pore window is created by three T2 clusters, three P1 clusters, and six bridging Se atoms.
The distance between the two corner Se atoms of the triangle-shaped window is 18. 467(3) Å2,
and the theoretical area of a triangle-shaped pore window is 147. 6 Å2, Fig. 7(b). The T2 clus‐
ters in one layer are located above or below the center of the 15-ring-window of its adjacent
layers. The orientation of these T2 clusters is consistent. Although, these two-dimensional lay‐
ers are stacked along the c-axis, the P1 clusters are located above or below P1 clusters of the
adjacent layers with skewed orientation, Fig. 7(c). [36]

Figure 6. An illustrated unit cell structure for NCYU-5. The calculated occupancy possibility of the Se(1) site for Se to S
is ~90%. The occupancy possibility of the S3 site in the T2 cluster for Se to S is ~10%. [36]
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Figure 7. a) The 2-D open frame work of NCYU-5, alternating P1 and T2 clusters are linked together by bridging Se
atoms. (b) The distance between the two corner Se atoms of the triangle-shaped window is 18. 467 Å2. The theoretical
area of a triangle-shaped pore window is 147. 6 Å2. (c) Two adjacent layers stacked along c-axis. [36]

3.3. Selected properties of metal chalcogenides tetrahedral molecular clusters

3.3.1. Thermal characteristics

In  the  past  decades,  numerous  metal  chalcogenides  tetrahedral  molecular  clusters  have
been  successfully  prepared.  Although,  these  metal  chalcogenides  solids  posses  a  wide
range of compositions and topological features, the application potential is limited by the
low thermal stability of these compounds. Up to present, not many metal chalcogenides
tetrahedral molecular clusters can maintain the thermal stability in500℃ or higher, which is
a  required  temperature  to  completely  remove  organic  guest  molecules  through  calcina‐
tions. [3]One example that can achieve the requirement is NCYU-5 that can maintain the
crystal structure from room temperature (RT) to 505 °C.. The thermogravimetric analysis
(TGA) data of NCYU-5 is given in Figure 8. [36]The total weight loss is 26. 72% from RT to
505 °C. The initial weight loss of 3. 09% from RT to 110 °C is because of the water desorp‐
tion of surface. A sharp weight loss of 10. 46% starting from 305 °C to 405 °C is attributed
by the decomposition of two histidine molecules (calcd. 11. 5%). The second sharp weight
loss of 13. 17% observed from 405 °C to 505 °C is possibly contributed by the decomposi‐
tion of two TMDP molecules and the removal of H2S (calcd. 15. 6%). No further weight loss
is observed after 505 °C. The total recorded weight loss of 26. 72% from 105 °C to 505 °C is
in good agreement with the calculated weight loss (27. 1%) for the guest molecules, i. e. one
TMDP and one histidine in each unit cell of NCYU-5. As for the direct calcination of as-
synthesized samples by suitable temperature to remove a sizable fraction of extra-frame
work organic components is shown in another example. In Feng et al. ’s reported, ~77% of
nitrogen and ~81% of hydrogen were removed from UCR-20GaGeS-TAEA, (TAEA = tris(2-
aminoethyl)amine, UCR= initials of University of California Riverside),  by direct calcina‐
tion at 350 °C with nitrogen gas. [34] However, the coke formation made the removal of
carbon difficult, only ~39% of carbon was removed from UCR-20GaGeS-TAEA in the same
experiment. [34]
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Figure 8. TGA data of NCYU-5. The total weight loss is 26. 72% from RT to 800 °C. [36]

3.3.2. Ion exchange

Ion exchange is the most common properties of open framework solids. [38] This proper‐
ty has been shown for a number of metal chalcogenides tetrahedral molecular clusters, in
which the protonated guests can be exchanged in solution by inorganic monocations (i. e.,
Li+, Na+, K+, Rb+, Cs+) and dications (i. e., Mg2+, Ca2+, Sr2+, Ba2+). After ion-exchange, micro‐
porosity of compound can be created by the removal of large organic cations. [34,39] For
example, the ion-exchange with Cs+ ions led to an almost complete removal of amine mol‐
ecules  from  UCR-20GaGeS-TAEA.  The  Cs+-exchanged  UCR-20GaGeS-TAEA  exhibits  the
type I  isotherm characteristic  of  a  microporous solid (Figure 9).  This sample has a high
BET surface area (807 m2/g) and a micropore volume (0. 23 cm3/g) despite the presence of
much heavier elements (i. e., Cs, Ga, Ge, and S), compared with the analogues of alumino‐
silicate zeolites. [34]

3.3.3. Conductivity

An open-framework material has an inherent advantage for the applications in low-temper‐
ature fast-ion conductors. The existed open channels in these compounds provide the neces‐
sary paths for ions migration. Unfortunately, the sizeable open channels and cages
contained in zeolites are not good fast-ion conductors because of the strong interaction be‐
tween the oxygen framework and extra-framework charge carriers, such as Li+ and Na+. [38]
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Open-framework metal chalcogenides tetrahedral molecular clusters are anticipated as bet‐
ter ion conductors than zeolites. The chalcogenides have higher anionic framework polariza‐
bility created by the large size of S2- or Se2-, as compared with O2-. [1]The high polarizable
anionic framework will facilitate the migration of mobile cations quick. Since the concentra‐
tion of mobile cations is high in the open-framework metal chalcogenides tetrahedral molec‐
ular clusters. The chalcogenides clusters will have more negative frameworks for charge-
balane than that of zeolites. The experimental data show that the framework M4+/M3+ (where
M is a tetrahedral atom) ratio in chalcogenides is smaller than one, whereas the ratio value is
always larger or equal to one in zeolites or related oxides. [3]For example, the synthesis of
hydrated sulphides and selenides with highly mobile alkali or alkaline earth metal cations
as extra framework cations, such as ICF-26. [3,22] The ionic conductivity of ICF-26 (Figure
10) is comparable to or exceeds previously known crystalline sodium or lithium conductors
at RT and under relative humidity of 30% or higher. The highest specific conductivity ach‐
ieved among open framework chalcogenides is 0. 15 Ω-1 cm-1 at 27 °C and under 100% rela‐
tive humidity. [3,40]

Figure 9. Nitrogen adsorption and desorption isotherms measured at 77 K for the Cs+ exchanged UCR-20GaGeSTAEA.
[34]
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Figure 10. The ionic conductivity of ICF-26 under different relative humidity. Ionic conductivities were measured on a
single crystal (cross section 0. 37 x 0. 43 mm2, length 0. 63 mm). [3]

3.3.4. Optical properties

Most open framework chalcogenides without the incorporation with organic dyes or met‐
al activators still can display photoluminescence with tunable emission wavelengths rang‐
ing  almost  continuously  from  450  to  600nm.  [41]The  luminescence  of  open  framework
chalcogenidesis known to be related with the highly negatively charged inorganic frame‐
work and the presence of protonated guest amine molecules. [41, 42]On the top of this re‐
view  point,  Se  exhibits  a  better  induced  optoelectronic  property  than  S  because  the
ionization energy barrier of Se is much lower than that of S. [36, 43, 44] Based on this un‐
derstanding, Yang et al. prepared the Se doped metal chalcogenides tetrahedral molecular
clusters, i.  e.  NCYU family, to study the optoelectronic luminescent phenomena induced
by  the  quantum  confinement  of  Se  in  these  clusters.  The  clusters  prepared  by  Yang’s
group include NCYU-1 (T4/Se), NCYU-3 (T3/Se), and NCYU-5 (mixed P1+T2/Se). [36, 43,
44]Two PL emission peaks, centered at about 457 nm and 538 nm, were revealed from the
NCYU-3(T3/Se). But only the 457 nm peak is observed in the spectra of NCYU-InS-AEAE
(T3)(AEAE=  2-(2-aminoethylamino)ethanol)  and  NCYU-4  (T3).  The  peak  at  457  nm  has
been reported for the luminescence of open framework chalcogenides. Thus, the trace Se
atoms  confined  in  the  NCYU-3  (T3/Se)  supertetrahedral  clusters  is  responsible  for  the
newly discovered 538 nm emission peak (Figure 11). [44]
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Figure 11. The RT PL spectra for NCYU-T3 family. Two emission peaks, centered at about 457 nm and 538 nm, were
revealed from the NCYU-3. [44]

On the other hand, a family of discrete chalcogenide T4 clusters [MxGa18-xSn2Q35]12-[45] (x = 2
or 4; M = Mn, Cu, Zn; Q = S, Se), prepared by Feng’s group, show an unusual phase transfor‐
mation from a T4 covalent framework (3-D) into T4 molecular clusters (0-D), denoted as
OCF-5s or OCF-40s (OCF stands for organically directed chalcogenide frameworks). In the
case of OCF-40s, these iso-structural compounds show a remarkable effect of different d10

metal ions (Cu+ and Zn2+) and chalcogen anions(Se2- and S2-) on the sample colors and band
gap of semiconductor materials. The UV–vis diffuse reflectance spectrum reveals that the
dark red selenide sample of OCF-40-CuGaSnSe-PR (formula:[Cu2Ga16Sn2Se35] 12(C5NH12),
PR = piperidine) has a wider UV-vis adsorption peak thanthe yellow sample of OCF-40-
ZnGaSnSe-PR. (formula:[Zn4Ga14Sn2Se35] 12(C5NH12)). A similar difference is also found in
sulfides analogues between OCF-40-CuGaSnS-PR (formula:[Cu2Ga16Sn2S35] 12(C5NH12)) and
OCF-40-ZnGaSnS-PR. (formula:[Zn4Ga14Sn2S35] 12(C5NH12)). The solid-state diffuse reflec‐
tance spectra, shown in Figure 12,show that OCF-40s are semiconductors with different
band gaps(bg): OCF-40-CuGaSnSe-PR, bg = 1. 91 eV; OCF-40-ZnGaSnSe-PR, bg = 2. 71 eV;
OCF-40-CuGaSnS-PR, bg = 2. 11 eV; and OCF-40-ZnGaSnS-PR, bg = 3. 59 eV. The experi‐
mental data show that metal chalcogenides tetrahedral molecular clusters with Cu+and Se2-

in the framework will have much lower band gaps. [45]
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Figure 12. Effects of Cu+vs Zn2+ and Se2-vs S2- on band structures in solid state: normalized solid-state UV-vis absorp‐
tion spectra of OCF-40s. Insets are photos of the as-synthesized crystalline materials. [45]

3.3.5. Photocatalytic applications

Over the past few decades, a large family of crystalline porous materials based on metal
chalcogenides were developed. [3-7,36,43,44]These materials integrate tunable band gaps
with an open-framework architecture and are potential candidates for efficient photocata‐
lysts due to their optical properties. By controlling framework architecture, it is possible to
tune the band structure (both band positions and gap) of an open-framework solid within a
given compositional domain. The open-framework construction can increase the number of
active reaction sites by the high surface area. [46] In order to evaluate catalytic efficiency for
hydrogen generation by metal chalcogenides tetrahedral molecular clusters, a series of po‐
rous crystalline open-framework sulfides, such as ICF-17MnInS-Na (formula: Na16-
Mn13In22S54 xH2O) or ICF-5CdInS-Na (formula: Na10-Cd4In16S33 xH2O), are prepared by Feng’s
group. [46]Under the irradiation of visible light, ICF-5CdInS-Nais photocatalytically active
without the use of a co-catalyst, such as Pt. As shown in Figure 13,about 18 mmolh-1g-1 of H2

gas was produced over the ICF-5CuInS-Na catalyst under irradiation with the visible light.
This activity was maintained for over 96 h and more than890 mmol of H2 gas evolved dur‐
ing this period. The quantum efficiency for ICF-5CuInS-Na was about 3. 7% at 420 nm. Even
though the number is lower than the quantum yield(~35%) of the well-known Pt/CdS photo‐
catalyst, the efficiency is a considerable improvement on two anhydrous dense phases with
similar compositions: CuInS2 with the cubic ZnS structure, and CuIn5S8 with the spinel
structure.
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Figure 13. Photocatalytic H2 evolution from an aqueous solution ofNa2S (0. 5M) over ICF-5 CuInS-Na (0. 5 g); t: irradia‐
tion time, n:amount of H2. [46]
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