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Materials’ Characterization refers to the use of external techniques aiming to better understand the structure, composition and properties of materials. In order to characterize a material what is usually needed is to determine its chemical, structural (mineralogical) and technological characteristics (determine the properties connected to the use). Characterization can take the form of actual materials testing, or analysis. Many techniques are applied today among which are: scanning and transmission electron microscopy (SEM, TEM, STEM); focused ion beam (FIB); secondary ion mass spectrometry (SIMS), and Rutherford backscattering (RBS), X-ray diffraction, reflectivity and fluorescence (XRD, XRR, XRF) including high-temperature analysis; Auger electron spectroscopy (AES), and X-ray photoelectron spectroscopy (XPS), atomic force microscopy, (AFM), Optical spectroscopy (Raman, Photoluminescence, FTIR, ellipsometry, etc.), thermal analysis (TG-DTA, DSC, etc); In addition, a great number of technological tests has been standardised to determine properties relevant to the application of each material. Furthermore, specific techniques have been developed to determine special characteristics pertinent to each material.

Some of today’s most interesting research topics in materials’ characterization and evaluation, included in this volume, are: the use of the non-destructive laser-induced photothermal techniques that are based on the detection of periodic thermal waves generated due to a non-radiative de-excitation, to characterize ceramic-metal materials; the use of Raman and infrared spectroscopy and near-field microwave microscopy and dielectric measurements to characterize and evaluate plasma sprayed titanates; the measurement of positron annihilation lifetime on heavily neutron irradiated ceramics to clarify changes due to neutron irradiation in thermal diffusivity one of the most important factors for a nuclear plant efficiency; the use of photoluminescence, thermoluminescence and optically stimulated luminescence methods to study of Aluminum nitride and its potential application for solid state dosimetry; the use of a newly developed non-contact method based on ultrasonic wave propagation within the material in order to measure and control the green density (which affect the shrinkage, the sintering and the mechanical properties of green and fired ceramic product) of ceramics with complex shape; the use of a newly developed method based on the application of an ion-sputtered film on a surface in order to detect fatigue crack initiation and evaluate crack growth characteristics in ceramics.
and glasses; the investigation of the existence of a polytypic multi-structured boron carbide with varying B/C ratio, chemically formed through a single step solid step process using XRD, XRF and SEM techniques in order to establish the products; the investigation of oxygen isotope exchange between oxygen-containing gases $^{18}\text{O}_2$ and $^{16}\text{O}_2$ and oxides examining the isotope exchange not in bulk samples but in nanoscale oxides by employing secondary ion mass spectrometry and nuclear microanalysis; the evaluation of the perovskite structure lead free BNBT type ceramics for sensors and ultrasonic applications by applying SEM and XRD techniques as well as dielectric, pyroelectric, thermal and ultrasonic measuring techniques.

The evaluation and use of local raw materials through development of new compositions for ceramics with conventional applications is of vast importance since it enforces local economies and reduces local unemployment. Raw materials and ceramic production processes, through the modification of the microstructure characteristics, directly affect all the properties of ceramics and hence the mechanical properties as compressive, tensile and shear strength, fracture toughness and ductility, hardness and abrasion resistance and elasticity/plasticity. Mechanical properties are important in structural and building ceramics, and are under consideration in development in almost all the categories of ceramic products.

Some of today's highly interesting research topics in raw materials, processes and mechanical and other properties of conventional and advanced ceramic materials, included in this volume, are: The evaluation of local raw materials for the production of MgO-CaZrO$_3$ refractories for the cement industry by investigating the firing steps and the phases formed during firing by employing XRF, particle size analysis, BET, FTIR, XRD, SEM and EDAX techniques; the utilization of wastes and residues from steel and sanitary ware industry, as raw materials for clay based ceramics and the determination of chemical and mineralogical characteristics as well as their thermal properties using phothermal techniques and the gas emissions during firing; the study of modulus of rupture and Young's modulus of kaolin based ceramics in connection to their firing schedule; the mechanical properties of new ceramic materials obtained from granular solid residuals coming from mines and diatomaceous earth; the comparative study of the effect of special dental ceramic materials and margin design on the occlusal fracture resistance; the mechanical and other properties of advanced fiber reinforces ceramic matrix composites and the affection of the preparation techniques.

Materials in general, can be categorized as Metals, Organics (Plastics), Ceramics and Composites. Materials might be degraded by chemicals, heat, moisture, radiation, enzymatic action, mechanical wear, fatigue, creep, age etc. The environmental action, which is a combination of several of the aforementioned parameters, degrades, however to a different extent, all types of materials. Ceramics are generally considered more stable materials than others. The changes on the properties of materials with time due to interaction with air, moisture, environmental hazards etc., are often lumped together under the label "aging". The mechanisms of degradation and aging,
the effects of material’s characteristics as well as the nature of the environment-material interface, the effects of degradation and aging on the material, all need to be investigated in order for degradation preventing techniques and protective ones to be developed.

A few of today’s very interesting research topics on degradation, aging and healing usage of ceramic materials, included in this volume, are: the effect on artificial and natural degradation of ceramic bricks when granite waste is incorporated in the raw materials; the behavior of aging, micro-void, and self-healing of glass/ceramic materials and its effect on mechanical properties; the crack-healing ability of structural ceramics and methodology to guarantee the reliability of ceramic components.

The current book consists of eighteen chapters divided into three sections.

Section I includes nine topics in characterization techniques and evaluation of advanced ceramics dealing with newly developed photothermal, ultrasonic and ion spattering techniques, the neutron irradiation and the properties of ceramics, the existence of a polytypic multi-structured boron carbide, the oxygen isotope exchange between gases and nanoscale oxides and the evaluation of perovskite structures ceramics for sensors and ultrasonic applications.

Section II includes six topics in raw materials, processes and mechanical and other properties of conventional and advanced ceramic materials, dealing with the evaluation of local raw materials and various types and forms of wastes for ceramics production, the effect of production parameters on ceramic properties, the evaluation of dental ceramics through application parameters and the reinforcement of ceramics by fibers.

Section III, includes three topics in degradation, aging and healing of ceramic materials, dealing with the effect of granite waste addition on artificial and natural degradation bricks, the effect of aging, micro-voids, and self-healing on mechanical properties of glass ceramics and the crack-healing ability of structural ceramics.
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1. Introduction

Since the discovery of the photoacoustic effect by Bell in 1881 (Bell, 1880), the so-called photoacoustic techniques have experienced great expansion. Since 1980, approximately, they have been used in a wide range of scientific areas. The photoacoustic and related photothermal techniques have proved to be a valuable tool to thermal characterization of solids, liquids and gases (Vargas & Miranda, 2003). This is one of the non-destructive laser-induced photothermal techniques that are based on the detection of periodic thermal waves generated due to a non-radiative de-excitation in the sample, which is illuminated by a chopped or pulsed optical excitation. In this chapter, thermal and structural characteristics of hardmetal (WC-10%wt Co) alloys were examined.

Hardmetal is a composite material (ceramic-metal) comprised by hard tungsten carbide – WC grains or particles, embedded into a tough binder – normally cobalt - Co (Allibert, 2001). Co percolates the WC particles, forming the WC-Co structure – the most common hardmetal alloy.

The hardmetal’s formation occurs through the liquid phase sintering of the as compacted WC and Co powders, at temperatures roughly about 1400ºC, in which Co spreads around WC grains and particles, enabling homogeneity, density, hardness and other desired properties.

Both phases can be modified, aiming at achieving the final desired properties (Upadhyaya, 2001). As an example, the binder phase amount is linked to the hardmetal properties, that is, as large is the Co amount, as lower is the hardness, but the fracture toughness is substantially improved.

Hardmetals present high hardness, good wear resistance, and considerable fracture toughness, allied with interesting thermal properties. These materials have been widely used in industry, due to the excellent combination among wear, impact, compressive resistance, high elastic modulus, corrosion and thermal shock resistance (Allibert, 2001; Fang *et al.*, 2009). Therefore, due to the high stability and excellent mechanical properties, their main applications includes the cutting tools in general, oil and gas well drills, forming parts – such as wire drawings tools, high energy milling components, among others (Gille *et al.*, 2002). Thermal characterization plays an important role to qualify hardmetals, rare are the literatures with the purpose of analyzing these properties (Faria Jr. *et al.*, 2005, Kny & Neumann, 1985). This study intends to discuss the thermal behavior in six diversified WC-
10%wtCo samples (table 1), which are sintered in a not-conventional route metallurgic powder named high pressure-high temperature (HPHT), normally used to produce synthetic diamonds. For more details of HPHT see references (Faria Jr. et al., 2005, Osipov, et al., 2003).

2. Experimental

2.1 Samples

Figure 1 shows the route employed to process the hardmetal WC-10%wtCo. Commercial powders of WC and Co, mean both particle size of 5μm, were purchased from Derivata Ind.Com. These powder were manually mixed to perform the desired stoichiometry. The theoretical density of this hardmetal is 14.7g/cm³. Mixture was divided in samples of 1g each, approximately. Samples were put into a graphite cylinder that acts as a heater (current flow during pressing) and then assembled into a calcite capsule – responsible for the gasket formation, that ensures a good high pressure distribution into the material. Sintering treatments were carried out using a special hot press (by Ryazantyashpressmash - O138B type – 2500tons) – industrial scale, commonly used for diamonds’ synthesis.

![Experimental flowchart for the HPHT hardmetal sintering](Rodrigues et. al, 2005)

Fig. 1. Experimental flowchart for the HPHT hardmetal sintering (Rodrigues et. al, 2005)

2.2 Hardmetal processing

Hardmetals’ processing is carried out by the conventional powder metallurgy – PM techniques, where the starting powders are blended, compacted in a determined part dimensions and geometry, and then sintered, whose objective is to acquire a product with controlled chemical composition, near net shape and mechanical properties (Borges et al., 2008). Therefore, sintering is the most important processing step.

2.2.1 Sintering

In this step, the compacted powders are submitted to high temperature, into a furnace. During sintering several hardmetal structural changes occurs, such as densification and grain growth.

Sintering parameters like time, temperature and environment are designed for controlling the porosity level, grain size, hardness or any other desired property.

During the sintering, the Co is the binder for the WC particles, that is, the liquid phase agent. The industrial sintering temperature ranges from 1350 to 1550°C, so that Co forms an
eutectic at about 1275°C, along with W and C – this is the so called liquid phase sintering - LPS (Allibert, 2001; Wang et al., 2008). The LPS process is divided in 3 densification stages: rearrangement, solution-precipitation and solid state sintering. During the first stage, the compacted body behaves as a viscous solid, because the densification depends upon the liquid amount, particles’ size, and solubility of the WC particles in the eutectic liquid. It forms the necks among the particles’ contact points. The solution-precipitation stage is characterized by the smaller WC particles dissolution in the liquid, which precipitates on the solid surfaces of the bigger ones. This stage enables a large densification, grains’ accommodation, pores’ elimination and necks’ growth. The last stage occurs when the liquid saturates. Grain growth there occurs, along with slight pore closure. It favours densification, but it is important to control the grain growth, to ensure good properties. LPS is usually performed in furnaces with vacuum system (10⁻¹ to 10⁻² mbar), or under low pressure of gas – 0.1 MPa – for example, argon. In the last case, the goal is to reduce the porosity, and to ensure an oxygen free environment (North et al., 1991). It is common the use of a post-sintering process. In some cases, the use of hot isostatic pressing, at 200MPa, with the use of the same temperature and time of the previous LPS is necessary for full density.

2.2.2 High Pressure – High Temperature technology - HPHT

High pressure are those superior to 2 GPa, where some interesting changes in the materials’ properties begin to occur, like phases transformations, electrical conductivity and others (Rodrigues, 2006). That’s why this technology is widely used in the production of superhard materials. Superhard materials (SHM) synthesis such as diamond and cubic boron nitride, for example, takes place mainly in the high pressure device (HPD), using pressures ranging from 4 to 10 GPa, and temperatures of 1200 to 2000°C. The HPD are mounted inside the working space of special hydraulic presses, employing loads of 500 to 30,000 tons. The high pressure generation is directly linked to the presses capacity and HPD construction type. The most common types of HPD are Belt, Anvil and the Multipistons. These devices are made in hardmetal – high hardness and compression resistance, with good fracture toughness, and can be processed in relatively large parts (Rodrigues, 2006). The amount of Co in this hardmetal is 4 to 6 % in weight (Bolsaitis, 1980). Table 1 shows the sintering parameters of WC-10%wtCo samples produced by HPHT.

<table>
<thead>
<tr>
<th>Number of Samples</th>
<th>Pressure/Temperature/Time</th>
<th>Number of Samples</th>
<th>Pressure/Temperature/Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5GPa/1200°C/1min.</td>
<td>1</td>
<td>5GPa/1200°C/2min.</td>
</tr>
<tr>
<td>1</td>
<td>5GPa/1300°C/1min.</td>
<td>1</td>
<td>5Gpa/1300°C/2min.</td>
</tr>
<tr>
<td>1</td>
<td>5GPa/1400°C/1min.</td>
<td>1</td>
<td>5GPa/1400°C/2min.</td>
</tr>
</tbody>
</table>

Table 1. Parameters sintering of samples WC-10%wtCo sintered by HPHT
Figure 2 shows a photograph of an Anvil type HPD, already installed into the press aperture. This is the HPD used to sinter the hardmetal WC-10%wtCo of this work, and it is commonly used to produce powders of diamonds and cubic boron nitride, as well as to sinter them. The HPHT sintering process may be summarized as follows: the mixture of WC and Co powders is poured into the calcite gasket – see figure 3. Alumina and graphite discs are used for thermal insulation and direct current flux, respectively. The outer polymeric ring ensures some deformation stability for the gasket. The gasket is then mounted into the HPD. This assembly is installed into the press structure fig. 2. The press hydraulic system generates a primary pressure P1, which raises to P2 inside the HPD – see in fig. 4 the scheme of the assembly before and after pressure application. When the working pressure is reached, the electrical current system is switched on to the desired temperature inside the gasket. After the sintering time, the current is turned off, and the pressure is slowly reduced to room conditions. The HPD is removed from the press, and the sintered hardmetal sample is taken from the gasket.

Fig. 2. Anvil type HPD

Fig. 3. Gasket with the PVC ring

Figure 4 shows, schematically, the gasket inside the HPD.
In this research, the HPHT technique was used to sinter hardmetal, aiming at the processing time reduction, and avoiding the undesirable phases formation – such as neta phases.

### 2.3 Photothermal science

Photothermal spectroscopy can be applied to a large number of high-sensitivity methods which measure optical and thermal properties of a sample. The basis of photothermal spectroscopy is a photo-induced change in the thermal state of the sample. The nonradiative part of light energy absorbed causes the heating of the sample. This heating is responsible for the variation of temperature and thermodynamic changes in the sample. Thus, photothermal spectroscopy is based upon measurements of temperature, pressure, or density changes that occur due to optical absorption.

Generally, photothermal spectroscopy is a more direct measurement of optical absorption than are optical transmission-based spectroscopies. Sample heating is a direct consequence of optical absorption; therefore photothermal spectroscopy signals are directly dependent on light absorption. Scattering and reflection losses do not produce photothermal signals. Consequently, photothermal spectroscopy more accurately measures optical absorption in scattering solutions, in solids and at interfaces. This characteristic makes it mostly attractive for application to surface and solid absorption analysis and studies in scattering media (Bialkowski, 1996).

The indirect nature of the measurement also results in photothermal spectroscopy being more sensitive than optical absorption measured by transmission methods. For example, photothermal effects can amplify the optical signal measured. One of the factors for this amplification is the possibility to increase the power of the light source and on the optical geometry used to excite the sample. Another feature that photothermal spectroscopy is more sensitive than transmission is that the precision of the measurements is fundamentally better than that of the direct transmission method. The high sensitivity of photothermal spectroscopy methods has led to applications for analysis of low-absorbance samples (Bialkowski, 1996).
Photothermal spectroscopy is usually performed using laser light sources. Lasers can deliver high powers or pulses energies over very narrow optical bandwidths, thereby enhancing the photothermal signals. Here, an open photoacoustic cell (OPC) in the transmission configuration (Vargas & Miranda, 1988, 2003, Bribiesca et al., 1999) is employed to evaluate thermal diffusivity and the photothermal technique of continuous investigation illumination on the sample in a vacuum (Contreras et al., 1997) is used to measure thermal capacity density.

### 2.3.1 Photoacoustical investigation – measurement of thermal diffusivity

The quantity that measures the rate of heat diffusion into a material is the thermal diffusivity ($\alpha$). This property depends closely on the microstructural variations, composition and the processing conditions of the sample (Raveendranath, 2006). The OPC technique is widely used for several applications aiming at the thermal characterization of great variety of samples such as biological liquids and colloids, plant leaves, wood (López, 1996), two layer systems (Mansanares, 1990), semiconductors (Calderon et al., 1997), polymers (Cella et al., 1989), clays (Alexandre et al., 1999, Mota et al., 2008, 2009), coating materials and so on. Figure 5 shows the schematic thermal diffusivity measurement set-up.

![Schematic measurement system of the thermal diffusivity](image)

Fig. 5. Schematic measurement system of the thermal diffusivity (Yunus, 2002)

Normally, we have used a He-Ne laser (25 mW) as the excitation source. The disc sample WC-10% wt Co is mounted on the top of air chamber using vacuum grease and is illuminated on the external surface. The laser beam modulation is produced by a mechanical chopper (Stanford Research Systems SR540). The resulting PA signal is then subsequently fed into a field-effect-transistor (FET) pre-amplifier and leads directly to a “Lock-in” amplifier (Perkin Elmer Instruments mod. 5210), where it is possible to obtain the photoacoustic amplitude and the phase signal, which are recorded as a function of the
modulation frequency in an appropriate software program. The schematic cross-section of the OPC configuration is shown in figure 6.

\[
\delta P = \frac{\gamma P_0 I_0 (\alpha_s \alpha_g)^{1/2}}{2\pi l_s T_0 k_s f} e^{-\frac{j(\omega - \xi_s)}{2}} \frac{1}{\text{snh}(\sigma_s l_s)}
\]

where \( \gamma \) is the air specific heat ratio, \( P_0 \) the ambient pressure, \( T_0 \) ambient temperature, \( I_0 \) is the absorbed light intensity, \( f \) is the modulation frequency, and \( l_s, k_s \) and \( \alpha_s \) are the length, thermal conductivity and the thermal diffusivity of the sample respectively. Here \( i=s \) subscript denotes sample and \( g \) denotes gas medium. Also \( \sigma_s=(1+j)a_s \) where \( a_s=(\omega/2\alpha_s)^{1/2} \) is the complex thermal diffusion coefficient of the material.

If the sample is thermally thin (i.e., \( l_{ds} << 1 \)), equation (2) reduces to

\[
\delta P = \frac{\gamma P_0 I_0 (\alpha_s \alpha_g)^{1/2}}{(2\pi)^{1/2} l_s T_0 k_s} e^{-\frac{j(\omega - \xi_s)}{2}} \frac{1}{f^{1/2}}
\]

That is, the amplitude of the PA signal decreases as \( f^{-1.5} \) as one increases the modulation frequency. In contrast, at high modulation frequencies, such that the sample is thermally thick (i.e. \( l_{ds} >> 1 \)), then

\[
\delta P = \frac{\gamma P_0 I_0 (\alpha_s \alpha_g)^{1/2}}{\pi l_s T_0 k_s} e^{-\frac{j(\omega - \xi_s)}{2}} \frac{1}{f} \sqrt{\frac{\pi f}{\alpha_s}}
\]
For thermally thick samples, the amplitude of the PA signal decreases exponentially with the modulation frequency as \( (1/f) \exp (-a_s \sqrt{f}) \), where \( a_s = \sqrt{\pi \alpha} \). In this case, \( \alpha \) is obtained from the experimental data fitting from the coefficient \( a_s \) in the argument of the exponential \( -a_s \sqrt{f} \).

When values of thermal diffusivity are determined from the amplitude data of the photoacoustical signal, we should pay attention to the microphone non-linear frequency response in relation to acoustical vibrations. Practically, all microphones present this irregularity. In our case, our microphone had a good linear frequency response above 20 Hz. In order to certify our set-up, a calibration measurement was performed. Figure 7 shows the dependence of the photoacoustical (PA) signal on the modulation frequency for the aluminium (Al) sample.

![Graph showing the dependence of the photoacoustical signal on frequency](image)

Fig. 7. Microphone output voltage as a function of the chopping frequency for the 25 µm thick Al sample. The signal behaves roughly as \( f^{-1.5} \).

For frequencies used to calibrate the thermal diffusivity measurement set, the signal exhibited a frequency dependency close to \( f^{-1.5} \). This is the typical behaviour we would expect from the thermal diffusion model for a thermally thin sample. In fact, for a 25 µm thick Al sample and a thermal diffusivity of 93.28 x 10-6 m2/s (Almond & Patel, 1996) the characteristic frequency \( f_c \) for the transition between the thermally thin and thick regime is about 47.5 KHz.

2.4 Measurement of specific heat capacity

The product of density and specific heat, \( \rho c \), was measured using, the photothermal technique of temperature evolution induced by continuous illumination of the sample in vacuum. The surface sample is painted black and placed inside a Dewar that is subsequently vacuum-sealed. The front surface of the sample is illuminated with the He-Ne laser focused
on the sample through an optical glass window on the Dewar (figure 8). The back surface of the sample has a thin-wire T-type thermocouple. The thermocouple output is measured as in function of time by using a thermocouple monitor (model SR630 Stanford Research Systems) connected to a computer.

![Fig. 8. Schematic measurement system of the specific thermal capacity](image)

The temperature evolution is monitored up to reach a stationary state. Subsequently, we turn off the laser and the temperature decrease is monitored, as well. Equations 4 and 5 represent the temperature increase and temperature decrease, respectively.

\[
\Delta T \uparrow = \frac{I_0}{H} (1 - e^{-t/\tau}) 
\]

\[
\Delta T \downarrow = \frac{I_0}{H} e^{-t/\tau} 
\]

Finally, equations 6 and 7 present the relationship among the thermal properties. In this case, thermal diffusivity and thermal effusivity \(\varepsilon\) are defined as in function of thermal conductivity \(k\) and specific thermal capacity \(C\), \(C=\rho c\), where \(c\) is the specific heat and \(\rho\) is the mass density.

\[
k = \alpha \rho c 
\]

\[
\varepsilon = \sqrt{k \rho c} 
\]

Experiments concerning with thermal diffusivity, samples thickness and specific heat capacity measurements were performed five, ten and three times to produce the deviations, respectively.

### 3. Results and discussion

We show in figure 9 the XRD spectra recorded for samples HPHT sintered hardmetal samples. One can observe that there is practically no difference among the samples, only WC/Co peaks are observed and the Co3W phase in presented in all the samples. The Rietveld analysis confirmed the Co3W phase in low intensity for the whole samples. Figure
10 shows the Rietveld analysis for 5 GPa/1200°C/1min sample. This sample has 83.7% WC and 6.3% Co3W.

Fig. 9. X-ray diffractogram for the HPHT sintered hardmetals

Fig. 10. Rietveld Analysis for the 5 GPa/1200°C/1min sample
Table 2 shows the whole thermal properties reached, using our alternative method. One can see in figure 11 a typical curve for thermal diffusivity measurements for the sample subjected to 5GPa/1400°C/2min sintering conditions. It was observed that thermal diffusivity values are; in close agreement with previous works (Miranzo et al. 2002, Lauwers et al. 2001). However, the values obtained for thermal conductivity are lower when compared with other papers (Kny & Neumann, 1985, Miranzo et al., 2002).

<table>
<thead>
<tr>
<th>Samples</th>
<th>α (cm²/s)</th>
<th>C (J/cm³ K)</th>
<th>k (W/ m K)</th>
<th>e (Ws¹/²cm⁻²K⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 GPa/1200°C/1 min</td>
<td>0.340 ±0.005</td>
<td>1.0 ± 0.039</td>
<td>34.0 ± 0.040</td>
<td>0.58 ± 0.050</td>
</tr>
<tr>
<td>5 GPa/1200°C/2 min</td>
<td>0.380 ±0.023</td>
<td>1.0 ± 0.042</td>
<td>38.0 ± 0.050</td>
<td>0.62 ± 0.061</td>
</tr>
<tr>
<td>5 GPa/1300°C/1 min</td>
<td>0.270 ±0.046</td>
<td>1.0 ± 0.082</td>
<td>27.0 ± 0.094</td>
<td>0.52 ± 0.107</td>
</tr>
<tr>
<td>5 GPa/1300°C/2 min</td>
<td>0.250 ±0.023</td>
<td>0.83 ± 0.020</td>
<td>20.7 ± 0.020</td>
<td>0.41 ± 0.020</td>
</tr>
<tr>
<td>5 GPa/1400°C/1 min</td>
<td>0.370 ±0.030</td>
<td>1.30 ± 0.080</td>
<td>48.1 ± 0.115</td>
<td>0.79 ± 0.156</td>
</tr>
<tr>
<td>5 GPa/1400°C/2 min</td>
<td>0.400 ±0.006</td>
<td>1.0 ± 0.041</td>
<td>40.0 ± 0.043</td>
<td>0.63 ± 0.058</td>
</tr>
</tbody>
</table>

Table 2. Thermal properties of WC-10%wtCo sintered by HPHT

In this case, it is desirable that, within the thermal diffusivity (α), the thermal conductivity (k) also could have higher values, because the hard metal works in extreme stress situations, moreover, it is really important that the material reaches in a faster way its thermal balance, so increasing the useful life.

A possible justification for lower values is that in the conventional sintering route, due to the long time that is necessary firing process, metallic phases appear (W₃Co₃C, Co₆W₆C), which do not occur for sintering at the HPHT method. Another important factor for the low values of thermal properties is due to the not good homogeneity of the Co mixture. Although our samples present Co addition, there is phonons contribution from the phase WC heat transport. It is necessary a good crystal homogeneity for a good thermal flow, because phonons transport heat along the crystalline structure. As our HPHT samples present coalescence, porosity, phase transitions, etc, therefore phonons are easily spread out.

Fig. 11. Thermal diffusivity of the 5 GPa/1400°C/2 min HPHT sintered hardmetal
The samples 5GPa/1300°C/1min and 5GPa/1300°C/2min presented lower values of thermal properties due to their microstructure, which do not present a good homogeneity of the WC/Co mixture, during the whole production process. Figure 9 shows the microstructure of the sintered body 5GPa/1300°C/2min, where great cobalt lakes and a not homogeneous distribution of the Co binder are shown. The samples sintered in 1200°C and 1400°C presented greater thermal property values. In figure 12 and figure 13 we can note the microstructure of 5GPa/1200°C/1min and 5GPa/1400°C/2min samples.

![Microstructure of 5GPa/1300°C/2min sintered body](image1)

Fig. 12. Microstructure of 5GPa/1300°C/2min sintered body

The typical hardmetal microstructure can be observed, with the grain growth of some particles of WC (white), porosity (black), and cobalt distribution (dark gray). A more homogeneous microstructure in figure 14 is observed, which presents a better cobalt distribution and presents Co lakes of the order of 5 to 15 μm, while figure 13 shows Co lakes of the order of 10 to 25 μm. The presence of a slight gray phase is observed in figure 12 (with form of spots), which are uniformly distributed. We attribute to the Co3W phase, identified in figure 9.

![Microstructure of 5GPa/1200/1 min sintered body](image2)

Fig. 13. Microstructure of 5 GPa/1200/1 min sintered body
Fig. 14. Microstructure of 5 GPa/1400°C/2 min sintered body

Fig. 15. Specific Heat Capacity of the 5 GPa/1400°C/2 min HPHT sintered hardmetal

The thermal energy absorption (specific heat capacity) is lower among the samples due to a not good distribution of the metal binder. Figure 15 shows a typical curve of specific heat capacity measurements in this case 5GPa/1400°C/2min sample. The thermal effusivity was determined by \( \epsilon = \sqrt{\frac{1}{kC}} \), which is directly influenced by the thermal conductivity and specific heat capacity. Probably, commercial hardmetals present very higher effusivity in relation to our samples. But, unfortunately, nothing can be stated, because no references were found for comparisons. We intend that these data can play an important role for this kind of material.

4. Conclusions

The goal of this exploratory work was reached. The open photoacoustic cell method is very satisfactory and readily provides thermal properties measurements for hardmetals. The metallic phases (W8Co3C, Co6W6C) occur, normally to the conventional route, while in the HPHT process there is not enough time to produce these phases. The specific heat capacity presented lower values due to the components distribution characteristics. The cobalt binder
did not disperse homogeneously in the samples, originating large Co lakes. On the other hand the thermal diffusivity values are quite realistic to the commercial hardmetals. We can conclude that is necessary more attention to the preparation sample process, mainly in the components mixture phase. The time of the WC-Co mixture should not have been sufficient for a good cobalt distribution in the sample, which harmed the results of some thermal properties. For the first time, effusivity values were determined in relation to these materials.

Essentially, for cutting and drilling tools, thermal properties play an important role in the production process. Manipulating the powders and the sintering process, it is possible to change the thermal parameters. For instance a hardmetal under study should present low thermal effusivity, that is, the outer heat flow should be blocked. Large amount of heat into the material should be avoided. However, it should present high diffusivity, high conductivity, and high thermal capacity. This way, they should expand the time-life of the tool.
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1. Introduction

Synthetic perovskite CaTiO₃ (CT), geikielite MgTiO₃ (MT) and their mixture MgTiO₃-CaTiO₃ (MCT) are materials well known and widely used as dielectrics in a sintered state. CT is a high-permittivity linear dielectric material whose structure is not influenced by plasma spraying - neither chemical nor phase composition, as demonstrated earlier [Ctibor, 2003]. MT belongs to the family of low-loss microwave dielectrics and MT-CT solution is known by its temperature stability of permittivity. Namely the composition (Mg₀.₉₅Ca₀.₀₅)TiO₃ is used in connection with this feature.

In recent decades plasma spraying has become a well accepted technology as the coating method for metallic and ceramic materials and has been used in a variety of fields including electrical engineering. The coatings have lamellar character of a body formed with porosity aligned with respect to the lamellas. Spraying does not require heating of the substrate to the melting point of the deposited material.

Often the research is focused on the microstructure of plasma sprayed coatings and features like porosity, unmelted particles, cracks and residual stress. Above listed characteristics are responsible for the behavior of coatings. However in the case of titanates phenomena taking place on atomic level and single crystal cell level are also important. Raman spectroscopy, infrared spectroscopy and near-field microwave microscopy are suitable techniques for this characterization.

Ca and Mg have the same charge but different ionic radii (rCa²⁺ = 0.134 nm and rMg²⁺ = 0.103 nm) [Hirata, 1996]. A mixture of CT and MT melts and forms an eutectic liquid at 1462°C, which, under proper solidification conditions, can be used to achieve a highly dense product. During processing presence of intermediate phases of MgTi₂O₅ and Mg₂TiO₄ was noted, and they were difficult to eliminate completely from the reaction products [Zhang, 2006; Zheng, 2003; Huang, 2002].

MCT exhibits differences from MT in the metal-oxygen bond lengths which are relevant to the stability of the compounds. While the infrared and Raman spectra of CT and MT have been measured [Jiang, 1998; Cavalcante, 2008], other cations at the A and/or B sites alters the vibrational properties of ABO₃ studied by these spectroscopic techniques. This encourages the author to measure the Raman and infrared spectra. In the plasma sprayed MCT we have earlier recognized also MgTi₂O₅ and Mg₂TiO₄ phases [Ctibor, 2003].
Besides the mentioned dielectric titanate materials we have sprayed also one representative of ferroelectrics - barium titanate. BaTiO$_3$ (BT) is an interesting multifunctional oxide that exhibits complex phase appearance. Between 120°C (393K) and 1457°C (1730K) BaTiO$_3$ has a cubic perovskite structure that consists of corner linked oxygen octahedra containing Ti$^{4+}$, with Ba$^{2+}$. Cooling below 120°C results in small displacements in the positions of the cations in the unit cell resulting in polar ferroelectric phase existing in the temperature interval between 5°C (278K) and 120°C [Boutinaud, 2006]. BaTiO$_3$, due to its high dielectric constant, is used frequently as multilayer capacitor components and sensors. However, it has been found that with respect to the electrical properties BaTiO$_3$ in the form of thin-films does not reach the qualities of bulk material. This difference was explained by a combination of the intrinsic dead layer effect, a stress effect, an effect of the microstructure within the thin film, and an effect of the stoichiometry [Zhao, 2008]. In particular, the relative permittivity of films decreases when the film thickness is reduced [Setter, 2000]. The optimal dielectric characteristics are obtained for sintered BaTiO$_3$-based sample with bulk density of about 5300 kg.m$^{-3}$ [Jin, 2003]. Any deviation from the stoichiometric Ba/Ti ratio leads to suppression of the high relative permittivity of the ferroelectric barium titanate [Mitic, 2001]. To detect the tetragonal BaTiO$_3$ phase by X-ray diffraction, the split of peaks of (002) and (200) reflection is a well-established indication [Waser, 1999; Yu, 2009; Simon-Seveyrat, 2007].

In general there are differences of the behavior of barium titanate in the form of a single-crystal, sintered bulk material and thin film [Boutinaud, 2006; Mitic, 2001]. Plasma spraying enables to create layers with ‘bulk-like’ thickness but adhering on a metallic substrate of various shapes. Free-standing parts of titanate ceramics can be fabricated as well by plasma spraying [Wu, 2009]. BaTiO$_3$ itself was up to now very seldom plasma sprayed and the understanding of its behavior in the form of sprayed coating is not satisfactory. For coatings with the thickness of about 100 μm the values of relative permittivity 50 and loss factor 0.08 were reported [Dent, 2001]. The dielectric properties of the plasma sprayed BaTiO$_3$ were related to the degree of crystallinity [Dent, 2001]. The coatings containing more crystalline material have higher relative permittivity. The relative permittivity was affected also by cracks and splat interfaces within the coating [Dent, 2001]. The reported value of relative permittivity is however surprisingly low, because one and more orders higher values are typical for bulk BaTiO$_3$ [Buchanan, 2004].

In frame of the presented chapter we are focused on selected aspects of the dielectric characteristics of the as-sprayed barium titanate coatings and we provide comparison of them with other plasma sprayed titanates.

### 2. Experimental

#### 2.1 Feedstock materials

All materials were obtained in the form of tablets of industrial purity, produced by the sintering of micropowders. The sintering was carried out by companies Epsilon (Librice, Czech Republic), Ceramic Capacitors (Hradec Kralove, Czech Rep.) and Teceram (Hradec Kralove, Czech Rep.).

The synthetic form of perovskite CaTiO$_3$ was produced by reactive sintering of CaO and TiO$_2$. CaTiO$_3$ powder used for experiments was sintered without any additives (like ZnO), normally used for decreasing the sintering temperature. Tablets were crushed and sieved into a powder of the correct size for spraying. MgTiO$_3$ and MCT were sintered using MgO, CaCO$_3$ and TiO$_2$. After sieving the size distribution of the feedstocks was 63–125 microns for all three materials.
BaTiO₃ feedstock powder was obtained by crushing and sieving of sintered coarse agglomerates. Those agglomerates were prepared by a reactive sintering of micrometer-sized powders of BaCO₃ and TiO₂ used as starting materials. After sieving the size distribution of the BT feedstock for spraying was between 20 and 63 μm with an average at 40 μm, whereas the bulk density measured by helium pycnometry was 5721 kg.m⁻³.

2.2 Plasma spraying
The CT, MT and MCT samples were manufactured using a high throughput Water-Stabilized Plasma (WSP) spray system WSP500® at Institute of Plasma Physics (Prague, Czech Republic) at ambient atmosphere. The WSP system operates at about 160 kW arc power and can process high amounts of material. This system can be used to fabricate deposits similar but not identical to those prepared by means of conventional atmospheric plasma-spray systems based on gas-stabilized torches. As substrates flat carbon steel coupons (Euronorm S355) were used whereas the powder was fed in by compressed air through two injectors. Just before spraying, the steel was grit blasted with Al₂O₃ with a mean diameter of 650 μm. The deposited thickness was about 1.5 mm for self-supporting deposits. Thick deposits were stripped from the substrate by a releasing agent or by thermal cycling between +200 and -70°C. For manufacturing of BT samples a Gas-Stabilized Plasma gun (GPS) was used to perform Atmospheric Plasma Spraying (APS) process. The conventional d.c. GPS gun F4 consisted of a thoriated tungsten cathode of 10 mm in diameter with a conical tip and a copper anode/nozzle. The plasma gas mixture used was argon/hydrogen with the total flow rate 60 slm. The powder was injected perpendicularly to the plasma jet axis with argon as a carrier gas (at constant flow rate 5 slm at pressure 0.3 MPa for all spray experiments) through an injector located 3 mm downstream (called external injection) of the torch nozzle exit. The system can process 1 to 5 kg/hour of a ceramic powder. Barium titanate was sprayed at arc power around 30 kW. Spray distance was 100 mm and plasma spraying deposition time about five minutes to reach the thickness 0.9 to 1 mm. Substrates, rectangular shaped (120x20 mm²) 3 mm thick, were made of carbon steel (Euronorm S355). Just before spraying, they were grit blasted with Al₂O₃ with a mean diameter of 400 μm. The substrates were disposed on a rotating sample holder which diameter was 90 mm. This substrate holder was rotated (tangential speed of 1 m/s) with a horizontal axis and simultaneously translated back and forth orthogonally to the plasma jet axis at a velocity of 24 mm/sec, with an excursion of 160 mm, the plasma torch being stationary.

2.3 Characterization techniques
X-ray diffraction (XRD) was performed as a phase identification with SIEMENS D5000™ equipment allowed identifying phases present within powders and coatings. For estimation of the crystallinity of the plasma sprayed BT coating relative peak areas have been used. These have been calculated from relative ratios of the areas of the three main peaks (101, 111 and 200) from the tetragonal titanate phase.
Raman spectra were collected by the FORAM 685 apparatus which is equipped by a 685 nm laser with output power up to 40 mW. Spectral resolution 8 cm⁻¹ and various integration times from 10 to 60 seconds were used. Raman spectroscopy of BT was performed using a Lambda Solutions P1 apparatus – laser wavelength 785 nm, objective 50 x, integration time 25 s. The surface of the coating was polished before the test.
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Infrared reflective spectra of CT samples were measured by Bruker IFS 113v Fourier transform spectrometer. Microwave microscope Agilent AFM 5400 was used for simultaneous monitoring of the surface profile by AFM and dielectric response on external field applied at resonant frequency (approx. 2.6 MHz). This relatively new technique - near-field scanning microwave microscopy (SMM) permits characterization of the effects of inhomogeneities and defects in crystals, films, and compacts on the local dielectric behavior. By moving the tip/cavity assembly over a surface, one can map the microwave cavity resonant frequency \( f_r \) and quality factor \( Q \) as a function of position and generate images of the sample. In addition to qualitative images, the microscope can provide quantitative characterization of local dielectric properties [Cheng, 2003]. The complex dielectric permittivity of CT was studied in the 440 Hz – 1 MHz frequency range and 10–270K temperature interval using HP 4192A impedance analyzer with a Leybold He-flow cryostat (operating range 5–300 K). The impedance of the cylindrical sample with Au electrodes sputtered on the cylinder ends was recorded on cooling rate of 2 K/min.

All other electric measurements were performed at room temperature. The deposits were stripped of from the substrates. The surfaces were ground after spraying to eliminate surface roughness. A thin layer of aluminum as the electrode was sputtered in a reduced pressure on the ground surface [Ctibor, 2003]. A three-electrode system was used with a guarded electrode, whereas an unguarded electrode was sputtered on the entire surface of the sample opposite side. The electric field was applied parallel with the spraying direction (i.e., perpendicular to the substrate surface). Capacity was measured in the frequency range from 120 Hz to 1 MHz using the impedance analyzer 4284A (Agilent, CA, USA). Applied voltage was 1V AC whereas the stabilized electric source was equipped with a micrometric capacitor type 16451A (Agilent, CA, USA). Relative permittivity \( \varepsilon_r \) was calculated from measured capacities \( C_P \) and specimen dimensions (Eq. 1)

\[
C_P = \varepsilon_0 \times \varepsilon_r \times 1/k
\]

where \( \varepsilon_0 = 8.854 \times 10^{-14} \) F cm\(^{-1}\); \( 1/k \) [cm] is defined as the ratio between the guarded surface and the thickness of the sample [Morey, 2003].

This same arrangement and equipment was used for the loss factor measurement at the same frequencies as capacity.

Electric resistance was measured with a special resistivity adapter – Keithley model 6105. The electric field was applied from a regulated high-voltage source and the values read by a multi-purpose electrometer (617C, Keithley Instruments, USA). The magnitude of the applied voltage was 100±2V DC. Volume resistivity was calculated from the measured resistance and specimen dimensions. Typically 4 - 5 specimens were measured and the average calculated.

3. Results

3.1 Spectroscopic measurements

Figure 1 shows the Raman spectra of plasma sprayed CT in comparison with the sintered sample. SD means stand-off distance, in millimeters, of the as-sprayed samples and “an” denotes annealed samples. Annealing details are given elsewhere [Ctibor, 2003].
Fig. 1. Raman spectrum of CaTiO$_3$

Fig. 2. Raman spectrum of MgTiO$_3$

The absolute values of the intensity of the reflection are associated with surface roughness and could be omitted. From the graph we see that the positions of all peaks are identical for all samples. Wavenumbers of all three main peaks observed at 471, 495, and 640 cm$^{-1}$ are in
agreement with [Cavalcante, 2008]. The bands at 471 and 495 cm\(^{-1}\) are assigned to Ti–O torsional (bending or internal vibration of oxygen cage) modes [Hirata, 1996; Zheng, 2003]. The Ti–O stretching mode is centered at 640 cm\(^{-1}\) [Boutinaud, 2006]. Two small peaks at about 650 cm\(^{-1}\), suggesting the simultaneous presence of [TiO\(_6\)] and [TiO\(_5\)] clusters, however in our case they are even less pronounced compare to [Cavalcante, 2008]. Also in our plasma sprayed samples incomplete organization of the CaTiO\(_3\) lattice can be attributed to the defects in the covalent bond due to the oxygen vacancies (V\(\text{O}\)) between the clusters [TiO\(_6\)-TiO\(_5\)-V\(\text{O}\)] as in [Cavalcante, 2008]. This is associated with slightly reducing atmosphere in the plasma stream based on H and O atoms (water stabilization).

The Raman spectrum of MT is displayed on the Fig. 2 in which the active modes at 478 cm\(^{-1}\) and 501 cm\(^{-1}\) [Hirata, 1996] are observed only on the coating. Next active modes are at 641 and 712 cm\(^{-1}\) [Hirata, 1996] and also were detected only on the coating, whereas in the sintered sample a shoulder centered at about 530 cm\(^{-1}\) is present.

Fig. 3. Raman spectrum of MCT

The Raman spectrum of plasma sprayed MCT is displayed on the Fig. 3 in comparison with MT measured at exactly the same conditions. We can see for MCT a red shift of the peak centered at 712 cm\(^{-1}\) in the case of MT. Other pronounced maximum is at 565 cm\(^{-1}\). The Raman pattern of MCT is different compare to MT and CT and moreover it is not a simple combination of both of them. This is because of MgTi\(_2\)O\(_5\) and Mg\(_2\)TiO\(_4\) origin during the spraying, as confirmed by XRD [Čtibor, 2003]. However only two phases with different relative permittivity were detected by scanning microwave microscopy, see Fig. 4, similarly as in [Zhang, 2006]. Permittivities of MgTi\(_2\)O\(_5\), Mg\(_2\)TiO\(_4\) and MT are very similar together and very different from CT. Figure 4 is a superposition of the AFM contact mode image (roughness) and scanning microwave microscopy capacitance mode image (colors). The image is artificially colored – blue and red zones represent different relative permittivity.
Fig. 4. Scanning microwave microscopy image of MCT as-sprayed surface (artificially colored – blue and red zones represent different relative permittivity)

CT (perovskite) is a high permittivity material $\varepsilon_r' = 170$ [Ferreira, 1997], MgTiO$_3$ (giekielite) has a low $\varepsilon_r' = 17$ [Zeng, 1997] and Mg$_2$TiO$_4$ (qandilite) also has even lower $\varepsilon_r' = 12$ [Haefie, 1992]. However SMM setup is not able to distinguish well the two last phases [Wing, 2006], also in our Fig. 4 the blue lamellas correspond to CT, c.f. Fig. 5, and the red background to all other phases.

Raman spectrum of BT coating is displayed on Fig. 6. The spectrum with peaks at 311 and 507 cm$^{-1}$ corresponds to tetragonal phase of BaTiO$_3$ [Souza, 2006]. At low oxygen pressure which is the condition relevant for plasma spraying, the density of oxygen vacancies is higher, and then the expansion of the lattice volume is greater [Souza, 2006]. This is why the Raman modes shift to lower frequencies: 507 cm$^{-1}$ in our case instead of 518 cm$^{-1}$ [26] or 532 cm$^{-1}$ in [Souza, 2006] for the A$_1$ torsion mode. Raman spectrum of the long-SD coating is practically identical.

The modes further split into longitudinal (LO) and transverse (TO) components. The spectrum in Fig. 6 shows the stretching mode of A1(TO$_1$), A1(TO$_2$) and A1(TO$_3$) at around 163, 259 and 507 cm$^{-1}$, respectively [Mattsson, 2010; Guo, 2005]. The stretching mode of E (TO$_3$) appeared at 311 cm$^{-1}$, while A1(LO$_1$) stretching modes at 188 cm$^{-1}$ and A1(LO$_2$) at about 470 cm$^{-1}$ [Mattsson, 2010], however the last one was not very pronounced in our case. By the Raman spectroscopy presence of TiO$_2$ in anatase form was mentioned - the peak at about 645 cm$^{-1}$ was observed in TiO$_2$ film [Giolli, 2007] or coating [Buralcov, 2007]. Elsewhere [Ostapchuk, 2005] such a peak was shown without comments. In our case also week peak at 631 cm$^{-1}$ was detected, which can correspond to anatase-TiO$_2$ individual phase in the BaTiO$_3$ coating.
Fig. 5. SEM-BE image showing the lamellar microstructure

Fig. 6. Raman spectrum of plasma sprayed BaTiO$_3$
Figure 7 shows the infrared spectra of plasma sprayed CT in comparison with the sintered sample. The infrared-active mode at 575 cm⁻¹, assigned to the Ti–O stretch, and also the mode at 455 cm⁻¹, assigned to the Ti–O₃ torsion, are present in both samples with the same intensity. The slightly more pronounced local valley in the case of plasma sprayed sample—localized at about 680 cm⁻¹—is the only subtle distinction.

Fig. 7. Infrared spectrum of CaTiO₃

According X-ray diffraction measurement of CT coating, the phase composition is the same as in the feedstock powder—pure CaTiO₃ (PDF2 card No. 00-022-0153). The XRD pattern of MT, Fig. 8, shows that the original metatitanate partly decomposed during the spray process on Mg₂TiO₄ and MgTi₂O₅. All these components are present also in MCT coating, Fig. 9, whereas also CaTiO₃ is present as an individual phase.

Fig. 8. XRD pattern of plasma sprayed MgTiO₃
Fig. 9. XRD pattern of plasma sprayed MCT

Fig. 10. XRD pattern of plasma sprayed BT coating
The XRD pattern of BT, Fig. 10, corresponds strictly to the tetragonal phase (PDF2 card No. 01-081-2204), which was confirmed to be the constituent of the feedstock powder as well as of the coatings. Intensity ratio of individual peaks of the feedstock as well as of the coatings is very similar to patterns reported in the literature [Wang, 2008]. In the coating, certain quantity of amorphous phase is present, manifested itself by a halo centered on 28° 2θ in the pattern, and quantified as 10%.

3.2 Dielectric measurements
Dielectric properties of plasma sprayed CaTiO₃ between 10 K and room temperature are displayed on the Figures 11 to 13. The incipient ferroelectricity of CT [Lemanov, 1999; Sudheendran, 2008] is suppressed in the case of plasma sprayed coatings, see Fig. 11. Rather relaxor type of behavior takes place. Relaxor features are believed to be connected with a situation when more than one type of ions occupies equivalent crystallographic position. One of the most important features of relaxors is their low frequency dispersion at maximum dielectric permittivity. The other features of this include dependence of phase transition temperature on the method of its determination. The origin of such properties is probably connected with a presence of microscopic polar regions (nano-domains) in these materials [Bak, 2009]. With temperature falling down also the ε” values decrease to minimum (for a given frequency), cf. Fig. 12.

![Fig. 11. Real part of permittivity of plasma sprayed CaTiO₃ between 10 K and room temperature](image-url)
Fig. 12. Imaginary part of permittivity of plasma sprayed CaTiO$_3$ between 10 K and room temperature

Fig. 13. Loss tangent of plasma sprayed CaTiO$_3$ between 10 K and room temperature
In the studied frequency range, the relative permittivity of all specimens exhibits significant ionic relaxation process [Dervos, 2004]. Strong relaxation effects is shown by the $\varepsilon'_r$ reduction with the operating frequency, see Fig. 14. In Ti-based materials, the concentrations of intrinsic defects are determined by oxygen partial pressure and, additionally, variations in defect concentrations can be detected by conductivity measurements. At low oxygen partial pressures the materials show n-type conduction with oxygen vacancy as the dominant defect while at high oxygen partial pressures the materials show p-type conduction with the cation vacancy as the dominant defect. For the different materials the transition from n-type conduction to p-type conduction occurs at different oxygen partial pressures [Hu, 2011]. The partial pressure of oxygen required to reduce for example TiO$_2$ to Ti$_2$O$_3$, Ti$_3$O$_5$ or Ti$_4$O$_7$ is of the order of $10^{-5}$ Pa at around 2000°C, while during plasma spraying in the air, oxygen partial pressure does not go below 1 Pa [Ctibor, 2010]. Dielectric losses of our titanate samples, namely BT and CT are however high, see Fig. 15. Electric conductivity is responsible for it with dominating contribution of dc-conductivity component. The $\varepsilon''$ dependence can be treated as typical for materials with dc-conductivity which dominates over relaxation processes [Bak, 2008].

![Fig. 14. Frequency dependence of the relative permittivity of plasma sprayed BaTiO$_3$, CaTiO$_3$, and MgTiO$_3$ at room temperature](image-url)
Table 1 shows the volume resistivity and Fig. 16 corresponding conductivity of plasma sprayed and sintered BT, CT, MT and MCT materials. We see the different values with typically several orders of magnitude lower resistivity values for plasma sprayed specimen compare to sintered materials.

<table>
<thead>
<tr>
<th>Sample</th>
<th>BT (P)</th>
<th>BT (S)</th>
<th>CT (P)</th>
<th>CT (S)</th>
<th>MT (P)</th>
<th>MT (S)</th>
<th>MCT (P)</th>
<th>MCT (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho \ [\Omega \text{m}]$</td>
<td>$6.08 \times 10^4$</td>
<td>$2.42 \times 10^9$</td>
<td>$7.51 \times 10^9$</td>
<td>$1.41 \times 10^{12}$</td>
<td>$1.15 \times 10^8$</td>
<td>$6.90 \times 10^{11}$</td>
<td>$1.17 \times 10^7$</td>
<td>$7.54 \times 10^{11}$</td>
</tr>
</tbody>
</table>

Table 1. Volume resistivity of studied materials (P – plasma sprayed, S – sintered)

Fig. 15. Frequency dependence of the loss tangent of plasma sprayed BaTiO$_3$, CaTiO$_3$, and MgTiO$_3$ at room temperature
Fig. 16. Conductivity of plasma sprayed and sintered BT, CT, MT and MCT

Fig. 17. AFM contact mode image of BaTiO$_3$ (in plane orientation). Roughness representation: peaks are lighter and valleys darker (black color represents pores)
3.3 Scanning microwave microscopy

Scanning microwave microscopy images of BT are given on Figs. 17 and 18. AFM images represent surface roughness. Since the surface was materialographically polished, the subtle differences in the roughness are associated with hardness of various phases. These phases are concentrated predominantly in individual lamellas, cf. MCT SEM micrograph in the Fig. 5. In the case of BT, the difference between lamellas is mainly in terms of Ba/Ti ratio [Ctibor 2, 2010]. Such a feature is, as expectable, more easily visible on cross sections, Fig. 19, then on in-plane (i.e. spray direction) sections Fig. 18. The lamellas, red and yellow on capacitance mode images, are more Ti-rich (higher permittivity) whereas blue areas are Ba-rich (lower permittivity). The Ba-rich phase has slightly lower hardness (hardness measured by us: BaTiO$_3$ is about 6.5 GPa versus TiO$_2$ about 11.0 GPa; BaO not reported as a layer). The Ba-rich phase is darker on AFM contact mode image, since it is more easily worn-out by polishing process. These “steps” on border of lamellas are about 80 nm high, see also Fig. 20, which height is consistent with observations made by SEM.
Fig. 19. AFM contact mode image of BaTiO$_3$ (cross sectional orientation). Left: Roughness representation: peaks are lighter and valleys darker (black color represents pores). Right: Scanning microwave microscopy image of BaTiO$_3$ (cross sectional orientation) - artificially colored: blue and red zones represent different relative permittivity.

4. Conclusions

BaTiO$_3$, CaTiO$_3$, MgTiO$_3$ and a mixture of the last two materials with 5 wt.% of CaTiO$_3$ in MgTiO$_3$ were plasma sprayed by two complementary spray techniques. Raman and infrared
spectroscopic measurements were carried out on plasma sprayed titanates. Coating samples were tested as mono-block capacitors. Volume dc-resistivities of the materials were summarized. Microwave microscopy was used for mapping of the dielectric response of selected samples.

CaTiO$_3$ exhibits anomalous dielectric losses because of intrinsic conductivity. Relaxor type of behavior takes place at dielectric measurements, whereas dc-conductivity is responsible for the high dielectric losses. All coatings are slightly oxygen deficient - however under detection limits of XRD materials - the color of all of them is darker compare to sintered samples.

Polarization of grain boundaries combined with n-type conduction with oxygen vacancy as the dominant defect contributes to the observed pseudo-relaxor response of BaTiO$_3$ and CaTiO$_3$ to AC electric field. MgTiO$_3$ as a low-loss material has the above mentioned effects slightly suppressed and is more similar to sintered bulk. The existence of irregularities in the crystal lattice was confirmed by spectroscopic measurements. Plasma spraying of applicable ceramic dielectrics able to substitute bulk parts will need further research. In the other hand, plasma spraying, with its possibility to cover wide range of substrate materials with thick coatings having very versatile thicknesses and areas, offers promising way to future development.
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1. Introduction

Several structural ceramic materials possess many superior properties for nuclear applications, such as blanket of future fusion reactor or core material of high-temperature gas cooling fission reactor for hydrogen generation, where they would be exposed to high fluence of neutrons at temperatures up to 1400 K [1–3]. High fluence of neutron irradiation introduces various changes in physical properties of the materials, especially in thermal diffusivity. Thermal diffusivity is one of the most important factors for the plant efficiency. Thermal conductivity $K$ (W/K·m) is obtained as $K = \alpha C_p \rho$, where $C_p$ (J/K·kg) is specific heat at constant pressure and $\rho$ (kg/m³) is density. Change in density after an irradiation is measured by linear or volume swelling, but the amount is not so large ($< 2\%$), and the specific heat keep almost same after an irradiation [4]. So a change in thermal diffusivity almost represents a change in thermal conductivity.

In ceramic materials, unlike metals, heat is mainly carried by phonon. Phonon transportation is obstructed by two factors. Even in unirradiated ceramics, phonons are scattered among each other, and this phonon-phonon scattering increases with measurement temperature arise. In addition, phonon is scattered by lattice defects. This phonon-lattice scattering is decided by grain size or concentration of impurity in the case of unirradiated ceramics, but neutron irradiated material contains many lattice defects, especially vacancy scatters phonon severely. Hence, it has also been reported that neutron-irradiated specimens show severe degradation in the thermal diffusivity [5–12].

These post irradiation measurements were performed at room temperature to specimens after the irradiation. Nevertheless, it is very important to estimate the thermal diffusivity during the irradiation. But it is very difficult to measure thermal diffusivity during neutron irradiation directly. So it is required to estimate that from the post irradiation measurement, with consideration of both phonon-phonon scattering and phonon-lattice scattering.

Thermal diffusivity $\alpha$ (m²/s) of neutron-irradiated ceramics depend on measured temperature $T$ (K) as $\alpha = k/T^n$, where $k$ is the constant that is related to the absolute value, and $n$ is the constant that represents the state of induced defects. The $n$ constant is usually 1 for unirradiated ceramics, but it decreased with the irradiation, so it is not easy to
estimate the thermal diffusivity at elevated temperature from the measurement at room temperature [13; 14]. In addition, to estimate the thermal diffusivity during the irradiation from the post-irradiation measurement, it must be assumed that specimens after an irradiation would retain the same amount of defects as during the irradiation. It requires quick quench of the specimens after the irradiation and that defects are stable below the irradiation temperature. In addition, the specimen during an irradiation, interstitial atoms and vacancies are created by neutron and knock-on atoms. Most of them recombine in very short time, but in bulk specimen, several numbers of defects exist along with the stable defects. This defects that exist in very short time during an irradiation are called transient defects. Neutron irradiation flux and temperature may change the number of these transient defects. To estimate the thermal diffusivity during an irradiation from the post-irradiation measurements, amount of these transient defects must enough small. To confirm these assumption, many experiments were performed explained in three sections.

At first, degradation of thermal diffusivity with neutron irradiation dose was measured at room temperature [6; 8–10]. Around 30 dpa, the degradation was almost saturated with neutron dose, and that indicates thermal diffusivity would almost stable for very high-fluence applications.

And the next, annealing behavior showed that defects in post-irradiation specimens are stable under the irradiation temperature[5]. So, quenched defects in an irradiated specimen would keep the same amount during post-irradiation measurements operated under the irradiation temperature.

At last, transient defects are considered. Dynamic effect by transient defects during irradiation is an important issue to resolve the defect-production processes, but experimental study was very few [15–17]. Ion-beam irradiation is conventional method to investigate irradiation effects, but ion-beam induces defects in very shallow range near the surface, so the change in thermal diffusivity after an ion-beam irradiation may not be detectable. Nowadays, positron annihilation lifetime (PAL) has been measured to investigate the irradiation defects. This PAL is sensitive to distribution of vacancy-like defects, and thermal diffusivity in ceramics is also primarily controlled by the same defect. In addition, positron can probe local defects induced in small area by themselves, so defects induced by ion-beam irradiation expected to be observed with this method.

In this study, positron annihilation lifetime was measured on heavily neutron irradiated ceramics to clarify the correlation between PAL and thermal diffusivity. Several specimens showed significant change after the irradiation in PAL, but the difference in PAL and also thermal diffusivity were too small to estimate the correlation because the irradiation was to heavy and the amount of defects were almost saturated. So, electron irradiation was used to induce defect to lower dpa than the neutron irradiated specimens. From these measurements, the correlation between PAL and thermal diffusivity was suggested. And then, in-situ PAL measurements during ion-beam measurements were performed. The results were considered to deny the contribution of transient defects to thermal diffusivity.

Finally, thermal diffusivity of ceramics during the irradiation was estimated and showed almost flat profile with the irradiation temperature [13; 14].

2. Saturation in degradation of thermal diffusivity

In this section, degradation of thermal diffusivity measured at room temperature that depends on neutron irradiation dose and irradiation temperature is discussed.
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Table 1. Neutron irradiation conditions

<table>
<thead>
<tr>
<th>ID</th>
<th>T51</th>
<th>T52</th>
<th>T53</th>
<th>T54</th>
<th>T55</th>
<th>T56</th>
<th>T57</th>
<th>T58</th>
<th>T71</th>
<th>T72</th>
<th>T73</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutron fluence ((10^{26} \text{ n/m}^2))</td>
<td>2.8</td>
<td>5.3</td>
<td>3.9</td>
<td>7.3</td>
<td>4.2</td>
<td>8.0</td>
<td>3.7</td>
<td>6.9</td>
<td>0.5</td>
<td>1.4</td>
<td>0.4</td>
</tr>
<tr>
<td>irradiation temperature ((\text{K}))</td>
<td>775</td>
<td>775</td>
<td>864</td>
<td>835</td>
<td>1004</td>
<td>950</td>
<td>1011</td>
<td>1039</td>
<td>646</td>
<td>668</td>
<td>853</td>
</tr>
</tbody>
</table>

Specimens were heavily neutron-irradiated in the experimental fast reactor JOYO using CMIR-4 rig, and several specimens (T52, T54, T56 and T58) were irradiated also in CMIR-5 rig. Four kinds of materials, \(\alpha\)-Al\(_2\)O\(_3\), AlN, \(\beta\)-Si\(_3\)N\(_4\) and \(\beta\)-SiC were enclosed in the same capsule. Irradiation conditions for each specimen are listed in Table 1, and additional details for several specimen are listed in Table 2. The dimensions of the specimens were 3 mm diameter and 0.5 mm height for T5x specimens and 10 mm diameter and 2 mm height for T7x specimens.

Thermal diffusivity was measured by the laser flash method with the \(t_{1/2}\) analysis \([18]\) using a specially ordered ULVAC TC-7000 that can measure \(\phi 3 \text{ mm} \times 0.5 \text{ mm} \) (T5x) specimens. The measurements were performed at room temperature. Specimens were coated by a carbon spray and baked on a hot plate at about 373 K before the measurement to reduce translucence of AlN and \(\alpha\)-Al\(_2\)O\(_3\) and to equalize the temperature on the surface of specimen.

Figs. 1a to 1d show the thermal diffusivity measured at room temperature for each material depend on neutron-irradiation dose. These results showed that \(\beta\)-Si\(_3\)N\(_4\) specimens maintained the highest thermal diffusivity after neutron irradiation, compared to \(\alpha\)-Al\(_2\)O\(_3\), AlN and even \(\beta\)-SiC. In Figs. 1, number in parentheses under a specimen ID shows the irradiation temperature (K). Specimens were separated into two groups by irradiated temperature, and specimens irradiated at relatively high temperature (950-1039 K) are shown with open symbols, while solid symbols represent lower temperatures (646-864 K). With this grouping, the data shows that the dose dependence of thermal diffusivity saturated near \(3 \times 10^{26} \text{ n/m}^2\) for all materials here.

After the saturation with neutron dose, thermal diffusivity was simply determined by the irradiation temperature. That is, thermal diffusivity measured at room temperature after an irradiation increased slightly with the irradiation temperature rose.

Figs. 2a to 2d show the relationship of thermal diffusivity measured at room temperature after an irradiation and the irradiation temperature for each material. In this figure, a number in parentheses under a specimen ID gives the neutron fluence \((10^{26} \text{n/m}^2)\). It is easy to see that T7x specimens with solid symbols showed higher thermal diffusivity than the other specimens irradiated more than \(3 \times 10^{26} \text{n/m}^2\) presented with open symbols. This verifies that T7x specimens were not saturated with the neutron fluence, while T5x specimens irradiated more than \(3 \times 10^{26} \text{n/m}^2\) reached saturation and the thermal diffusivity was determined only by the irradiation temperature.

In Figs. 1c and 1d, the T71 specimens showed relatively low thermal diffusivity at that neutron dose. T71 specimens were irradiated at 646 K and the microstructure of a \(\beta\)-Si\(_3\)N\(_4\) specimen was observed by HREM \([19]\). It showed that the T71 \(\beta\)-Si\(_3\)N\(_4\) specimen contained no obvious interstitial dislocation loops but poorly defined clusters or small rudiment of loops, while the T72 specimen irradiated at 668 K contained clear dislocation loops. In addition, the annealing behavior of swelling and thermal diffusivity in T71 \(\beta\)-Si\(_3\)N\(_4\) specimens was obviously different from that in T72 or T73 specimens \([8; 19]\). The behavior showed that at 646 K interstitial atoms were not enough mobile to create interstitial dislocation loops or to annihilate with non-neighboring vacancies, therefore many isolated interstitial atoms and vacancies remain. This difference in microstructure of irradiation induced defects caused lower thermal diffusivity of T71 specimen than the other specimens. This also caused
Table 2. Properties of specimens for neutron irradiation

<table>
<thead>
<tr>
<th>material</th>
<th>α-Al₂O₃</th>
<th>AlN</th>
<th>β-Si₃N₄</th>
<th>β-SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td>manufacturer</td>
<td>Nippon Steel</td>
<td>Tokuyama</td>
<td>Nippon Steel</td>
<td>Nippon Steel</td>
</tr>
<tr>
<td>raw material</td>
<td>α-Al₂O₃ 100wt% AlN (unknown)</td>
<td>β-Si₃N₄ &gt; 88wt%</td>
<td>β-SiC &gt; 99wt%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Y₂O₃ &lt; 10wt%</td>
<td>Al₂O₃ &lt; 1wt%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZrSi₂ &lt; 2wt%</td>
<td></td>
</tr>
<tr>
<td>sintering method</td>
<td>pressureless</td>
<td>pressureless</td>
<td>hot-press</td>
<td>hot-press</td>
</tr>
<tr>
<td>thermal diffusivity</td>
<td>(10⁻⁴ m²/s)</td>
<td>0.118</td>
<td>0.991</td>
<td>0.250</td>
</tr>
<tr>
<td>density</td>
<td>(10³ kg/m³)</td>
<td>3.96</td>
<td>3.25</td>
<td>3.33</td>
</tr>
<tr>
<td>specific heat</td>
<td>(10³ J/kg·K)</td>
<td>0.789</td>
<td>0.738</td>
<td>0.636</td>
</tr>
<tr>
<td>thermal conductivity</td>
<td>(W/m·K)</td>
<td>36.9</td>
<td>238</td>
<td>53.0</td>
</tr>
</tbody>
</table>

Fig. 1. The dose dependence of thermal diffusivity for each material. A number in parentheses under a specimen ID gives the irradiation temperature (K). Specimens they were irradiated at relatively high temperatures are shown by open symbols, and irradiated at lower temperatures shown by solid symbols.
significant difference in swelling behavior, and the T71 α-Al₂O₃ specimen was hardly cracked and thermal diffusivity could not be measured.

In ceramic materials, the thermal diffusivity is proportional to the mean free path of phonons. This mean free path can be heavily affected by irradiation induced defects, especially vacancies. The mean free path of phonons after irradiation ($\lambda_I$) is given as $1/\lambda_I = 1/\lambda_0 + 1/\lambda_d$ where $\lambda_0$ is for non-irradiated material and $\lambda_d$ is related to the irradiation induced defect. Experimentally, $\lambda_0$ and $\lambda_I$ were obtained from measured thermal diffusivity before and after irradiation, with the expression $\alpha = \frac{1}{3} \mu \lambda$ [4]. In this expression, $\mu$ (m/s) represent the mean speed of phonon, and it was calculated from $\mu = \sqrt{\frac{E}{\rho}}$ where $E$ (Pa) is the Young’s modulus and $\rho$ (kg/m³) is the density.

The $\lambda_0$, reflect the thermal diffusivity of non-irradiated specimen, is affected by many factors, such as grain shape, grain boundary structure, impurities or sintering agents. However, these effects are insignificant in irradiated materials, because dimensions of these defects are far large compared to that of irradiation defects.

![Graphs of thermal diffusivity vs. irradiation temperature for different materials](image)

**Fig. 2.** Dependence of thermal diffusivity on irradiation temperature for each material. A number in parentheses under a specimen ID gives the neutron fluence ($10^{26}$ n/m²). Specimens they were irradiated to relatively high neutron fluences ($>3 \times 10^{26}$ n/m²) are shown with open symbols, and to lower fluences shown with solid symbols.
3. Annealing behavior after the irradiation

In this section, annealing behavior was studied to make sure that defects in irradiated specimen keeps the same amount during post-irradiation measurements operated under the irradiation temperature.

The neutron-irradiation conditions for ceramic specimens are the same in the previous section (Table 1). Thermal diffusivity was measured by the same method in the previous section, too. Isochronal annealing was conducted every 100 K up to 1773 K in a vacuum of < 1 Pa ( < 1273 K ) or < 10⁻⁴ Pa ( 1373 - 1773 K ). Specimens were annealed for 1 h at an objective temperature. After the annealing, specimens were cooled in the furnace, and each measurement was performed at room temperature.

Figs. 3a to 3h show recovery behavior of thermal diffusivity by isochronal annealing in neutron-irradiated ceramics. From the limitation of space, irradiation condition of T51 (2.8 × 10²⁶ n/m², 775 K) and T57 (3.7 × 10²⁶ n/m², 1011 K) are mentioned here.

Figs. 3a and 3b show recovery behavior in α-Al₂O₃. The recovery started around the irradiation temperature along with parabolic curves, and then it changed to linearly around 1423 K. This moderation at high temperature may cause saturation of recovery. After the annealing of 1773 K, the thermal diffusivity was recovered to about 80% of non-irradiated Al₂O₃. From the microstructure observation of neutron-irradiated α-Al₂O₃ with TEM, both interstitial atom and vacancy have enough mobility to make interstitial dislocation loops or voids at least above 775 K while the recovery started above 1073 K in T57. The temperature on which the recovery started rose with the irradiation temperature, and in Fig. 3a recovery started around 973 K. It is thought that activation energy to recombine of interstitial loops and vacancies changes with size of loops, and the size changed with the irradiation temperature. The linear recovery at higher temperature is usually solved with sintering-like process that dissolve voids and micro cracks.

Figs. 3c and 3d show recovery behavior in AlN. In both Fig. 3c and Fig. 3d, the recovery of thermal diffusivity started around 1173 K. Above the temperature, mobility of vacancy is seemed to be enough to annihilate with interstitial loops. Unlike α-Al₂O₃ formed by ionic bond, AlN, β-Si₃N₄ and β-SiC are formed by covalent bond, and vacancies are not mobile at relatively low temperature (below 1173 K) while interstitial atoms enough mobile to gather interstitial dislocation loops around 573 K.

Figs. 3e and 3f show recovery behavior in β-Si₃N₄. In the β-Si₃N₄ that was irradiated to high dose, nano-partition structure was formed [20], and it restricted growth of loops, so interstitial atoms lost sink and recombined with vacancies. The fast recovery above 1273 K is interpreted that vacancies were enough mobile above 1273 K to recombine with small loops. But obvious length or density change of loops and also formation of voids were not observed by TEM in specimens annealed to 1773 K. In Fig. 3f thermal diffusivity was recovered a little around 773 K, that was lower than the irradiation temperature. This problem was discussed with β-SiC described below. All specimens in this study showed recovery from the same temperature of 673 - 773 K, and it was considered to be the threshold where interstitial atoms get mobile and recombine with vacancies.

Figs. 3g and 3h show recovery behavior in β-SiC. It is well known that β-SiC showed linear recovery in swelling from an irradiation temperature, and with annealing to 1773 K, swelling was recovered completely [21; 22]. Several interstitial atoms on the edge of dislocation loops separate from the edge and growth to larger loops or recombine with vacancies. A stability of an interstitial dislocation loop is decided by the size of the loop, and a distribution of the size was determined by irradiation temperature. It may cause the recovery from the
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irradiation temperature. However, Fig. 3h shows a recovery in thermal diffusivity started below the irradiation temperature. Most possible reason is that the sample was irradiated lower temperature than the nominal irradiation temperature while the reactor was shutting down and suffered remarkable effect. It was reported that the JOYO fast reactor have high neutron flux of $5 \times 10^{19}$ n/m$^2$·s near the core that gives about $2 \times 10^{24}$ n/m$^2$ (0.2 dpa) within 12h. This neutron flux might get smaller during the shut down the reactor, but even neutron flux of $1 \times 10^{23}$ n/m$^2$ (0.01 dpa) gives enough degradation in thermal diffusivity examined with electron irradiation described in the next section. All $\beta$-SiC specimens in this study showed recovery from 673 - 773 K, and it was explained that interstitial atoms get mobile and recombine with vacancies, same as in $\beta$-Si$_3$N$_4$. Further more, Fig. 3h shows change of trend around the nominal irradiation temperature, which signifies the sample was surely irradiated at the temperature for most of the irradiation term.

It is concluded that the number of vacancies induced by neutron irradiation keeps almost same amount below the irradiation temperature. $\alpha$-Al$_2$O$_3$ and AlN showed no recovery below 973 K even irradiated lower temperature. It can be said in other word, the temperature where recovery of thermal diffusivity start did not depend on the irradiation temperature. $\beta$-Si$_3$N$_4$ and $\beta$-SiC showed a little recovery below the irradiation temperature, but it may arose from the shutting down process of the irradiation, and at least, defects were not recovered below 673 K.

4. Estimation amount of transient defects during irradiation

In this section, amount of transient defects during irradiation was estimated from positron annihilation lifetime. Nowadays, positron annihilation lifetime (PAL) has been widely used for many material studies to investigate the distribution of defects. Both PAL and thermal diffusivity are sensitive to distribution of vacancy-like defects, but the correlation was not clarified.

In this section, at first, PAL in neutron irradiated specimen was measured to clarify the correlation with thermal diffusivity. Several specimens showed significant change on PAL after the neutron irradiation, but the difference in PAL and also thermal diffusivity between irradiated specimens was too small to estimate the correlation, because the irradiation was too heavy and the amount of defects were almost saturated. So next, high-energy electron irradiation was performed to induce defect to lower dpa than the neutron irradiated specimens. From these measurements, the correlation between PAL and thermal diffusivity was suggested.

After that, in-situ PAL measurement during ion-beam irradiation was challenged to estimate the amount of transient defects during irradiation.

4.1 Correlation between positron annihilation lifetime and thermal diffusivity

Electron irradiations were performed using 30 MeV electron linac in Kyoto University Research Reactor Institute. The beam current was 110 - 170 $\mu$A in average. The range of 30 MeV electron was about 5 cm in ceramics, and the defects were induced equally all over the $\phi 3 \times 0.5$ mm specimens. The specimens were irradiated at 300 - 310 K in cooling water and the electron irradiation dose was $1.3 - 3.0 \times 10^{24}$ e/m$^2$ that correspond to $0.93 - 2.1 \times 10^{-2}$ dpa. Detail of irradiation conditions were listed in Table 3.

The specimens prepared for the electron irradiations were different from the neutron irradiations. The specimens for neutron-irradiation were quite unique products looking for liquid-metal cooling fast reactor. But the number of non-irradiated specimens was limited
Fig. 3. Recovery behavior of thermal diffusivity by isochronal annealing in neutron-irradiated ceramics
and the detail was not publicized, so in this study, specimens for electron irradiation were supplied from the market. Properties of these specimens were listed in Table 4.

Positron annihilation lifetime was measured by conventional $\gamma - \gamma$ fast coincidence method, and the circuit-diagram is shown in fig. 4. Our facility allows only sealed $^{22}$Na source, and the diameter of irradiated specimens were only 3 mm. So, the PAL measurements were performed with specially ordered $^{22}$Na 1 MBq positron source that have active diameter of 1 mm sealed by 12.7 $\mu$m Ti foil. The positron from $^{22}$Na have an energy 0.55 MeV in maximum that reaches 0.5 mm in ceramics, but the average range was 100 $\mu$m. The measurements were performed at room temperature.

In addition, a positron source is put between two specimens at ordinary setup. However, only one disk was prepared for each irradiation condition in this study, so a non-irradiated

<table>
<thead>
<tr>
<th>ID</th>
<th>KURLO708</th>
<th>KURLO801</th>
<th>KURLO802</th>
</tr>
</thead>
<tbody>
<tr>
<td>electron fluence [e/m²]</td>
<td>$1.5 \times 10^{24}$</td>
<td>$1.3 \times 10^{24}$</td>
<td>$3.0 \times 10^{24}$</td>
</tr>
<tr>
<td>irradiation dose [dpa]</td>
<td>$1.0 \times 10^{-2}$</td>
<td>$0.93 \times 10^{-2}$</td>
<td>$2.1 \times 10^{-2}$</td>
</tr>
<tr>
<td>irradiation temperature [K]</td>
<td>300</td>
<td>310</td>
<td>310</td>
</tr>
</tbody>
</table>

Table 3. Electron irradiation conditions

<table>
<thead>
<tr>
<th>material</th>
<th>$\alpha$-Al$_2$O$_3$</th>
<th>AlN</th>
<th>$\beta$-Si$_3$N$_4$</th>
<th>$\beta$-SiC</th>
</tr>
</thead>
<tbody>
<tr>
<td>manufacturer</td>
<td>Toray</td>
<td>Tokuyama</td>
<td>Toray</td>
<td>Bridgestone</td>
</tr>
<tr>
<td>product name</td>
<td>A-999</td>
<td>SH-30</td>
<td>SN</td>
<td>PB-S</td>
</tr>
<tr>
<td>sintering method</td>
<td>pressureless</td>
<td>pressureless</td>
<td>hot-press</td>
<td>hot-press</td>
</tr>
<tr>
<td>thermal diffusivity [$10^{-4}$ m$^2$/s]</td>
<td>0.122</td>
<td>0.744</td>
<td>0.110</td>
<td>1.07</td>
</tr>
<tr>
<td>density [$10^3$ kg/m$^3$]</td>
<td>3.9</td>
<td>3.34</td>
<td>3.2</td>
<td>3.15</td>
</tr>
<tr>
<td>thermal conductivity [W/m-K]</td>
<td>38</td>
<td>174</td>
<td>25</td>
<td>230</td>
</tr>
<tr>
<td>volume resistivity [$\Omega$·cm]</td>
<td>$&gt;10^{14}$</td>
<td>$8.4 \times 10^{13}$</td>
<td>$&gt;10^{14}$</td>
<td>$2.0 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 4. Properties of specimens for electron irradiation
specimen was located at the other side of an irradiated specimen. This treatment may change intensity of long lifetime component, but not change bulk and long lifetime itself.

The obtained PAL spectrum was analyzed with PALSfit program [23], with resolution FWHM about 300 ps at first and improved gradually to 230 ps at last. The analyzed positron lifetimes are described as $\tau_1$: short lifetime and $\tau_2$: long lifetime, and $I_i$ are the intensities for each components. The average positron lifetime $\langle \tau \rangle$ is obtained as $\tau_1 I_1 + \tau_2 I_2$. In this study, source component that represent annihilation of positron in Ti foil was not resolved since the PAL of Ti was measured as $\tau_1$: 136 ps (97%), $\tau_2$: 447 ps (3%) and $\langle \tau \rangle$: 145 ps that is very close to the PAL in ceramics. So only two components were guessed in the analysis.

Electron irradiated ceramics to doses of 0.01 - 0.02 dpa showed distinct changes in thermal diffusivity. $\alpha$-Al$_2$O$_3$ and $\beta$-Si$_3$N$_4$ showed rather low thermal diffusivity before the irradiation (about $0.11 \times 10^{-4}$ m$^2$/s), and it showed small degradation to $0.08 \times 10^{-4}$ m$^2$/s. On the other hand, thermal diffusivity of non-irradiated AlN and $\beta$-SiC were 0.73 and $0.95 \times 10^{-4}$ m$^2$/s, and they decreased to 0.46 - 0.65 and 0.23 - 0.40 $\times 10^{-4}$ m$^2$/s for each.

PAL measurements were performed on neutron irradiated specimens at first, and then on electron irradiated specimens mentioned above. The correlation between thermal diffusivity and PAL is presented in Fig. 5.

Neutron and also electron irradiated $\alpha$-Al$_2$O$_3$ showed obvious increment in $\langle \tau \rangle$ with degradation of thermal diffusivity as shown in Fig. 5a. In this study, electron irradiated $\alpha$-Al$_2$O$_3$ showed relatively small change in thermal diffusivity, but large change in PAL at the dose of 0.01-0.02 dpa. It is said that PAL detect vacancy-like defects in crystal more sensitive than thermal diffusivity at early stage of irradiation.

AlN in Fig. 5b showed almost the same feature in Al$_2$O$_3$. This result shows $\langle \tau \rangle$ was saturated in early stage of irradiation, too. Heavily neutron irradiated AlN showed almost same thermal diffusivity and PAL, but electron irradiated AlN showed correlation between thermal diffusivity and PAL. Kanechika et al. reported similar correlation even in non-irradiated specimens sintered in different conditions [24].

However in Fig. 5c, $\beta$-Si$_3$N$_4$ specimens showed no increment or rather decrement in $\langle \tau \rangle$ with degradation of thermal diffusivity. In addition, average lifetime of non-irradiated $\beta$-Si$_3$N$_4$ prepared for neutron irradiation was 216±8 ps and for electron irradiation was 226±2 ps, which is larger than any other ceramics in this work (about 150 ps). This result is considered to arise from large barrel structure surrounded by six SiN$_4$ tetrahedron that penetrate the crystal perpendicular to the (0001) plane. Neutron irradiated $\beta$-Si$_3$N$_4$ contained larger ‘peanuts’ like structures [25; 26], but the fraction in the crystal was small. It is considered that most positron annihilated in this large empty structure and showed long lifetime, so small number of vacancies did not affect the PAL in irradiated $\beta$-Si$_3$N$_4$.

$\beta$-SiC showed also almost no change after the neutron irradiation in Fig. 5d, but the electron irradiated specimens prepared from ‘pure-$\beta$’ SiC (Bridgestone) showed a little increment. However, many works reported change of PAL in SiC irradiated by electron or ion beam [27–33]. Kawasuso et al. reported that electron irradiated n-type (nitrogen-doped) 6H-SiC showed obvious change in $\langle \tau \rangle$ (143 ps to 178 ps), while p-type (aluminum-doped) 6H-SiC showed almost no change (136 ps to 138 ps) [33]. The specimen was irradiated with 3 MeV electron to a fluence of $1 \times 10^{17}$ e$^-$/cm$^2$, that correspond to about $4 \times 10^{-\delta}$ dpa. And also Henry et al. reported 6H-SiC that was irradiated by 12 MeV proton up to $4 \times 10^{15}$ showed same tendency [29]. In this work, $\beta$-SiC specimens used for neutron irradiation were sintered with 1% Al$_2$O$_3$, so it was possible that the crystal contains several aluminum that makes the specimens p-type. On the other hand, $\beta$-SiC specimens for electron irradiation were sintered
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Fig. 5. Change of average positron lifetime $\langle \tau \rangle$ in neutron irradiated ceramics compared with thermal diffusivity

without any sintering additive, and electron irradiated specimen showed a little increment in PAL, but the change was very small and the relation between thermal diffusivity and the PAL was not sure. From these result, 30 MeV electron irradiation and PAL measurement is good combination to investigate the distribution of defects in several materials. Using KURRI-Linac, irradiation at elevated temperature (up to 1400 K) is available, and it may give many contributions to clarify the behavior of defect. Anyway, thermal diffusivity has some correlation with positron annihilation lifetime, at least $\alpha$-$\text{Al}_2\text{O}_3$ and AlN.

4.2 In-situ PAL measurement during ion-beam irradiation

It was concluded that $\alpha$-$\text{Al}_2\text{O}_3$ and AlN showed some correlation between thermal diffusivity and PAL measured after the irradiation. And then, in-situ PAL measurement during ion-beam irradiation is examined to clarify the amount of transient defects is enough small.

To execute in-situ measurement during ion-beam irradiation, conventional $\gamma - \gamma$ coincidence system (Fig. 4) can not be applied, because this system requires symmetrical specimen and detector arrangement to create start and stop signal, and they obstructs ion-beam irradiation. In this study, asymmetric $\beta - \gamma$ coincidence system was applied using avalanche photodiode (APD) for a device to detect a positron and give a start pulse (Fig. 6). Usually APD is used to detect photon and the crystal is rather thick, but in this system positron penetrates the crystal
Fig. 6. Circuit-diagram using $\beta$-$\gamma$ coincidence for in-situ PAL measurement during ion-beam irradiation

to reach a specimen, so the thickness of Si in the APD was 110 $\mu$m in the size of 5×5 mm$^2$ (EG & G Optoelectronics, C30626-CD2274). The pulse height from APD is fixed by energy of incident positron, and that enables to select the depth where the positron was injected and annihilate. Ion-beam irradiation induces defects within very shallow range, so the pulse from APD is selected by Constant Fraction Differential Discriminator (CFDD) to match the defect induced area and positron annihilation area. Positron source in this measurement was $^{68}$Ge that irradiate almost no $\gamma$-ray when a positron is projected unlike $^{22}$Na. The positron source was arranged crossly at the same side of the specimen irradiated by ion-beam.

At first, PAL in a specimen before irradiation was measured at room temperature. Then the specimen was irradiated by ion-beam and in-situ PAL measurement was performed during the irradiation. Ion-beam irradiation was conducted by 2.0 MeV H$^+$ with a flux of 1.2×10$^{16}$ ion/m$^2$·s using a Van de Graaff accelerator in Radiation Laboratory, Uji, Kyoto University. The irradiation and measurement was operated for 6×10$^4$ sec, to a fluence of 7×10$^{20}$ ion/m$^2$ that corresponds to 5.8×10$^{-2}$ dpa. After the irradiation, PAL was measured again.

The obtained in-situ PAL spectrums are shown in Figs. 7a to 7d. In Fig. 7a, spectrum illustrated by solid dot represents the specimen before the irradiation, and the spectrum after and during the irradiaiton showed larger intensity around 1 - 1.5 ns. This difference represents that this measurement can detect the static defects remain after the irradiation. On the other hand, because of the limitation of resolution and S/N ratio, certain lifetime was not analyzed, but it is said that difference between after and during the irradiation was not larger than the difference between before and after the irradiation of 5.8×10$^{-2}$ dpa. AlN showed almost same tendency in Fig. 7b.

Fig. 7c and 7d shows the in-situ PAL spectrum in $\beta$-Si$_3$N$_4$ and $\beta$-SiC, respectively. Difference between the spectrum before, during and after the irradiation was not detected, and also $\beta$-Si$_3$N$_4$ showed same tendency. Just as the case of neutron-irradiated specimen, these spectrums showed that even static defects were not detected by positron annihilation measurement. Anyway, to evaluate the transient defects, more fine examination is expected in future work.
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In addition, defect induced rate was discussed to evaluate the transient defect. In the specimen during irradiation, the interstitial atoms and vacancies are created by neutron irradiation, and subsequently, most of them recombine in a very short time. Neutron irradiation flux changes the amount of transient defects before recombination. In this study, the neutron irradiation dose of specimens irradiated in CMIR-4 rig reached 42 dpa (T55), that is said in other word, each atom was displaced 42 times during 176 days, and is calculated as $2.8 \times 10^{-6}$ dpa/s. It indicates that the ratio of the transient defects that scatters phonon between the static defects is very small. During the in-situ PAL measurement above, the displacement ratio was calculated as $9.2 \times 10^{-7}$ dpa/s. This rate is a little smaller than the ratio in the fast reactor JOYO, but enough larger than the ratio in Japan Material Testing Reactor, JMTR, $9.2 \times 10^{-7}$ dpa/s. Dynamic effect by transient defects during irradiation is an important issue to resolve the defect-production processes [34], but the amount of transient defects is supposed too small to produce significant effect on thermal diffusivity.

5. Estimation of thermal diffusivity at the neutron irradiation temperature

In this section, thermal diffusivity during the irradiation was estimated from the post irradiation measurements. Thermal diffusivity $\alpha (m^2/s)$ of neutron-irradiated ceramics depend on measured temperature $T(K)$ as $\alpha = k/T^n$. We assumed three assumptions, that is
1) Degradation of thermal diffusivity with irradiation is almost saturated above 30 dpa
2) Defects are stable until annealed above the irradiation temperature
3) Post-irradiated specimens kept the same amount of defects as during the irradiation.

Each assumption was confirmed in sections above. Then, thermal diffusivity at the irradiation temperature represents the thermal diffusivity during the irradiation. The $n$ parameter in the equation $\alpha = k / T^n$ is 1 for non-irradiated ceramics, but after the irradiation, this $n$ parameter decreased, so it is not easy to estimate the thermal diffusivity at elevated temperature from the measurement at room temperature.

In this section, thermal diffusivity was measured by the laser-flash method using specially ordered measurement system that can measure φ3 mm disk at high (up to 1723 K) and low (100-473 K) temperature (ULVAC-RIKO Inc. TC-7000H/L Special), and was analyzed with the t1/2 method. All the specimens were coated by graphite spray and baked on a hot plate at about 373 K to avoid transmission of laser flash. Measurements at elevated temperatures were performed for T52, T54, and T58 specimens using SiC furnace of TC-7000H system from room temperature to 1073 K, and a rapid increment of temperature after a laser flash was measured by IR sensor. After the measurement at 1073 K, all specimens showed recovery in thermal diffusivity at room temperature. Heavily-neutron irradiated specimen is very precious, and to avoid annealing effect even to the specimen irradiated relatively low temperature, measurements at low temperature were performed. After a laser flash, a rapid increment of temperature on the other surface of a specimen was measured by φ0.05 mm K-type thermocouple, because an intensity of IR from the cold surface is too small to measure with IR sensor. Thermocouple was attached on a surface of specimen using electroconductive epoxy (Circuit works CW2400) below 373 K to avoid annealing. Measurements at low temperature were carried out in He atmosphere (< 10^4 Pa), and a cryostat was cooled by liquid nitrogen. Measurements were taken at every 20 K from 123 K to 413 K.

Figs. 8 show thermal diffusivity of neutron-irradiated ceramics measured at room temperature to 1073 K. Open symbols at 1073 K represent as-measured values that contain annealing recovery. So, the thermal diffusivity at 1073 K plotted with solid symbols was modified via $\alpha_{1073} = \alpha_0 / \alpha_{an}$ where $\alpha_{1073}$ is the thermal diffusivity measured at 1073 K (plotted with open symbols), $\alpha_0$ is measured at room temperature before annealing and $\alpha_{an}$ is measured at room temperature again after annealing to 1073 K. In addition, Figs. 9 show thermal diffusivity of neutron-irradiated ceramics measured at 123-413 K. From these measurements, $n$ parameter was obtained. And then the thermal diffusivity at irradiation temperature, $\alpha_{irr}$, was estimated as $\alpha_{irr} = \alpha_{300} (300 / T_{irr})^n$ where $T_{irr}$ represent the irradiation temperature and $\alpha_{300}$ the thermal diffusivity at 300 K measured by infrared sensor.

Finally, Figs. 10 show the estimated thermal diffusivity during the irradiation, $\alpha_{irr}$, plotted with the irradiation temperature $T_{irr}$. For each material, $\alpha_{irr}$ was distributed in same line except T7x specimens. The T7x specimens were irradiated to 0.4-1.4 × 10^{26} n/m^2 and the degradation of thermal diffusivity was not saturated with neutron dose, on the other hand, the T5x specimens were irradiated to 2.8-8 × 10^{26} n/m^2 and saturated. It is expected that specimens irradiated more than 3 × 10^{26} n/m^2 at the irradiated temperature of T7x, $\alpha_{irr}$ may be distributed in the same line.

Estimated thermal diffusivities during the irradiation were almost independent on the irradiation temperature within the range of 775-1039 K, i.e., 1.5, 1.3, 2.7, 2.3×10^−6 m^2/s for $\alpha$-Al$_2$O$_3$, AlN, $\beta$-Si$_3$N$_4$ and $\beta$-SiC, respectively. $\beta$-Si$_3$N$_4$ kept highest thermal diffusivity during irradiation rather than the SiC. But in range of lower and higher irradiation temperature, behavior of defects basically different, and this flat profile may be changed at that range.
Fig. 8. Thermal diffusivity of neutron-irradiated ceramics measured at room temperature to 1073 K. Open symbols at 1073 K represent as measured values that contain annealing recovery, and the corrected values were plotted with solid symbols.
Fig. 9. Thermal diffusivity of neutron-irradiated ceramics measured at 123-413 K.
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Fig. 10. Estimated thermal diffusivity of neutron-irradiated ceramics during the irradiation.
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1. Introduction

Aluminum nitride (AlN) is a wide band material (Eg = 6.2 eV) with a wurtzite structure. It has already found practical application in microelectronics as substrate, insulator and packaging material due to combination of the uppermost qualities, such as high thermal conductivity, good dielectric properties and thermal expansion coefficient comparable with that of silicon. There are different modifications of the material used for application and investigation purposes: single crystal, powder, nanostructures, thin films and so on. AlN ceramics is one of them, it is easy to produce and to handle, thereat in the form of ceramics AlN maintains the main properties of the material.

The objective of the study is investigation of luminescence properties of AlN ceramics including elucidation of luminescence centers and mechanisms as well as estimation of potential application of the material in the field of solid state dosimetry. This chapter is based on our papers devoted to luminescent and dosimetric properties of AlN ceramics published in 1998-2009 and quite recent measurements performed at low temperatures.

2. Experimental details

2.1 Samples of AlN ceramics

Samples of high-density AlN ceramics were obtained in Institute of Inorganic Chemistry, Riga Technical University, Latvia (Palcevskis et al., 1997; 1999). AlN powder with specific surface area in the range 20-40 m²/g and Y₂O₃ powder (30 m²/g), both produced by plasma synthesis, were used for production of ceramics. Directly after synthesis AlN powders were kept in organic solvent. AlN and Y₂O₃ powders (2-9 wt.%) were mixed in organic media. Then powder mixtures were dried and pressed in cylinders (12 mm in diameter) at 200 MPa. After burning out organic components in vacuum at 500 °C cylinders were embedded into alumina crucibles and placed in a tungsten resistance furnace. The sintering was carried out in nitrogen atmosphere (0.12 MPa) at temperature 1600-1800 °C during 300-900 min. The produced polycrystalline ceramic cylinders were sliced into 1 mm thick tablets, suitable for optical measurements.

Sintered samples were characterized by the producers as follows (Palcevskis et al., 1999). Size of polycrystalline grains is around 4 μm. Depending on sintering conditions
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(temperature and time) density varies from 3.2 to 3.4 g/cm³ and thermal conductivity – from 80 to 260 W/mK. AlN grains constitute more than 90% of the volume of the sintered samples; the rest volume belongs to secondary phases: Y₄Al₂O₉, AlYO₃ and Y₃Al₅O₁₂. Though nominally pure, AlN always contains oxygen impurity as a natural dopant, which substitutes nitrogen in regular lattice sites and forms oxygen-related defects of various types. The total oxygen content in the studied AlN ceramic samples determined by the neutral activation analysis is from 0.1 to 0.7 wt.%. Alongside with oxygen impurity aluminum vacancies are generating for maintenance of charge balance. Besides there are detected other uncontrolled impurities of small concentration (< 1000 ppb) such as Fe, Cr, Ni and Zr. The further spectral measurements have proved the presence of Mn impurity, too. Oxigen and other impurities contribute to luminescence properties of the material.

In some of experiments we used AlN ceramics samples subjected to oxygen ion implantation. This procedure was done in Taiwan National University with doses 10¹⁴ and 10¹⁵ ion/cm².

2.2 Methods of photoluminescence, thermoluminescence and optically stimulated luminescence

Luminescence properties of AlN ceramics were studied using methods of photoluminescence (PL), thermoluminescence (TL) and optically stimulated luminescence (OSL). Photoluminescence is luminescence of material revealed under irradiation with ultraviolet (UV) or visible light. We have used such characteristics of PL as emission spectra obtained under irradiation with a fixed wavelength from UV region and excitation spectra – dependence of luminescence intensity at a fixed emission wavelength upon the varied wavelength of excitation light.

Irradiation of wide band gap materials with UV light and ionizing radiation results not only in immediate response in the form of luminescence but also in ionization – transfer of previously bound charge carriers (electrons and holes) into the conduction band. After relaxation charge carriers can be trapped on trapping centers. Trapping levels remain occupied until supply of additional stimulation energy in the form of heat or light (visible or infrared) releases charge carriers, which can participate in further retrapping or recombination processes with light emission. Such light emission is called TL or OSL depending on type of stimulation energy supplied.

Optically stimulated luminescence is characterized with OSL emission spectra – dependence of emission intensity versus emission wavelength at fixed irradiation wavelength (energy) and dose, OSL excitation spectra – dependence of emission intensity of irradiation wavelength or energy at fixed emission and stimulation wavelength and OSL stimulation spectra – dependence of emission intensity on wavelength of stimulation light at fixed emission and irradiation wavelength. TL is characterized with TL glow curves – dependence of TL emission intensity on heating temperature, TL emission spectra – dependence of emission intensity versus emission wavelength at fixed irradiation wavelength (energy) and dose, TL excitation spectra – dependence of emission intensity of irradiation wavelength or energy at fixed emission wavelength.

2.3 Equipment

Experiments on PL and OSL as well as some TL experiments in the 0-300 °C temperature range were carried out in Institute of Solid State Physics, University of Latvia, Latvia, using an experimental setup for spectroscopic measurements. The setup was equipped with a
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Deuterium lamp LDD-400 as a source of UV light and a grating monochromator MDR-2 (LOMO) in the excitation channel. The luminescence signal was analyzed either with a prism monochromator SPM-2 (Carl Zeiss Jena) and detected with photo multiplier tubes H7468-03, H7468-20 (Hamamatsu) and FEU-100 (earlier experiments), or with a grating monochromator SR-303i-B (Shamrock) equipped with a CCD camera DV420-BU2. For low temperature measurements samples were inserted into a closed cycle helium refrigerator (Janis) providing stable temperatures in the 8-325 K range. TL measurements were done using a small home-made oven with linear heating up to 300 °C, used as a sample holder in the experimental setup for spectral measurements.

Beta, gamma, X-ray and UV light induced TL and partly OSL measurements were fulfilled in Riso National Laboratory, Denmark, using the available equipment: Riso model TL/OSL readers with linear planchet heating and Alnor Dosacus TLD reader, operating with hot nitrogen heating. For most of irradiations a $^{90}$Y/$^{90}$Sr beta source built in the Riso TL reader and a $^{60}$Co standard gamma calibration facility were used. UV irradiation was performed with a metal halide lamp Sol-2 (K.Honley Gmbh), which simulates a solar spectrum at ground level from 300 nm upwards.

Some of TL measurements were done in University of Nice-Sophia Antipolis, LPES-CRESA, France, using a home-made TL reader with linear heating and an optical multichannel analyzer (Princeton Instruments). UV irradiation was carried out with a deuterium lamp (50W) with attached interference filters.

3. Photoluminescence properties of AlN ceramics

Luminescence spectra of AlN were studied using different excitation types; however, excitation with UV light, producing photoluminescence, appeared to be the most informative. PL emission of AlN ceramics was observed in the 300-1100 nm region, which is spectral area of luminescence of defect centers. It contains several emission bands, and for each of them excitation spectrum was measured. Excitation spectra were measured beginning from the fundamental absorption edge (in other words band-to-band transition area) at 200 nm and up to 600 nm. The luminescence region of exciton emission (below 250 nm) is not available with the equipment used and will not be discussed here.

The general view of PL emission spectrum could be illustrated by our recent results on PL measurements of AlN ceramics fulfilled in the 8-300 K temperature range. The following emission bands can be distinguished in the PL spectra at 300 K in Fig.1, a.: a broad UV-blue band in the 300-500 nm region, a narrower band at 600 nm and minor bands at 700 nm and 1000 nm. At low temperature the composition of PL spectrum remains the same, except for emergence of an additional minor band at 500 nm, while relative intensity of emission bands under different excitation wavelengths changes, see Fig.1, b. Contribution of individual bands varies from sample to sample and depends on composition and sintering conditions of ceramics. Let us discuss properties and origin of individual bands.

3.1 Oxygen-related emission

The main attention should be devoted to the broad complex UV-blue band. It is composed of two subbands – those at 400 and 480 nm each of them having its own excitation spectrum. As it is seen from Fig.2, taken from (Berzina et al., 2009), 400 nm emission band has excitation band at 240-250 nm, while 480 nm emission band has excitation band centered at 280-290 nm; both of them are excited also in the fundamental absorption edge at 200-220 nm.
Fig. 1. PL spectra of AlN ceramics at 300 and 8 K, excitation wavelengths shown on the graph.

Fig. 2. Excitation spectra of 400 nm (1) and 480 nm (2) emission bands of AlN ceramics at 300 K.
It was observed in (Berzina et al., 2001) that intensity of the UV-blue emission band depends upon duration of the continuous UV irradiation. As seen from Fig.3, at the beginning of the UV irradiation with 245 nm it is low, and then gradually increases until reaching saturation level after approximately 30 min. After ceasing of UV irradiation the gradually decreasing afterglow emission is observed for several minutes. In the same time position of the maximum of emission band shifts to the longer wavelengths.

Many publications are devoted to elucidating the origin of luminescence centers responsible for the UV-blue band. In (Slack, 1973; Youngman & Harris, 1990 and Harris et al., 1990) it was shown that this band is connected with emission of oxygen–related defects. Later our works (Trinkler et al, 1998, 2001a, 2003, 2005, 2007a, 2007b) have shown that this band is revealed also in TL and OSL emission spectra. Presence of the emission band in PL, TL and OSL as well as afterglow emission and time characteristics of its intensity speak in favor in its recombination character. The nature of the 400 nm subband was determined by the EPR and ENDOR studies (Schweizer et al, 2000) as recombination luminescence of two defect centers: a donor - \((\text{O}_N-\text{V}_{\text{Al}})\) - a complex defect center formed by an oxygen ion substituting for nitrogen ion \(\text{O}_N\) in a regular site and a neighboring aluminum vacancy \(\text{V}_{\text{Al}}\) and an acceptor – another closely situated oxygen ion \(\text{O}_N\).

The luminescence mechanism responsible for the 400 nm emission band in AlN ceramics, was formulated in papers (Berzina et al., 2002, 2009). The corresponding energy band diagram is shown in Fig. 5. According to it the \((\text{V}_{\text{Al}}-\text{O}_N)\) center forms its energy level within the band gap above the valence band (level 5). Irradiation of AlN with 245 nm light from the own absorption band \((h\nu_{\text{def}})\) results in its excitation (level 6). The excited state is situated close to the bottom of the conduction band resulting in ionization of the \((\text{V}_{\text{Al}}-\text{O}_N)\) center and an electron transfer into the conduction band. An electron from the conduction band can be captured by one of numerous electron traps (levels from 7 up to 11). One of them is an \(\text{O}_N\) defect (level 7) – a close neighbour of the ionized \((\text{V}_{\text{Al}}-\text{O}_N)\) center. Recombination of the \((\text{V}_{\text{Al}}-\text{O}_N)^+\) and \((\text{O}_N)^-\) centers with emission of a light quantum \((h\nu_{\text{lum}})\) results in appearance of the 400 nm emission band.
An electron from the conduction band can be repeatedly recaptured and released by trapping centers, before finally being trapped by $O_N$ defect, thus causing delay of emission rise under continuous excitation with 245 nm, shown in Fig. 3.

The similar recombination process can occur under irradiation with light from the fundamental absorption edge region, corresponding to electron-hole pair ($hν_{fund}$) or exciton ($hν_{ex}$) generation. In this case energy is transferred from host lattice to oxygen-related defects resulting in formation of ($v_{Al}$-$O_N$)$^+$ and ($O_N$)$^-$ centers and 400 nm emission.

The 480 nm subband is also connected with oxygen impurity, which most probably is a part of a complex defect. Tentatively 480 nm emission is ascribed to recombination luminescence with participation of ($v_{Al}$-2$O_N$) center (Nappe et al., 2009 and references therein). Such centers are comprised of two close oxygen ions substituting for nitride ion and an aluminum...
vacancy. In the energy band diagram the corresponding level is not shown, though it is clear that it should be located a little higher than that of \((v_{Al-ON})\) center and participate in similar processes. Our studies of nanostructured AlN (Berzina et al., 2009 and references therein) have shown that contribution of the 480 nm into the total UV-blue emission increases when size of AlN grains diminishes, and hence, specific surface area expands. It allows supposing that these oxygen-related defects responsible for the 480 nm emission band are located mainly on surface. Besides, the relative increase of the 480 nm band was observed in the samples of AlN ceramics after implantation of oxygen ions (Trinkler et al. 2007a, 2007b). Ion implantation causes damage of the surface layers of AlN and increases oxygen concentration, thus making generation of \((v_{Al-2ON})\) center more probable compared to untreated samples.

3.2 Manganese-related emission

The 600 nm band was observed in PL, afterglow and TL emission spectra of all studied samples of AlN ceramics. Our high resolution measurements, illustrated by Fig. 6 show the presence of fine structure, which can be distinguished at room temperature (RT) and becomes more clearly seen at low temperature. This fine structure is characterized with equidistant peaks with separation energy around 20 meV. This emission band usually is interpreted as luminescence of tetravalent manganese ion \(Mn^{4+}\) substituting for Al ion, and equidistant peaks are ascribed to phonon replicas. For the first time this band was observed and interpreted in (Karel et al., 1966) and later studied in other works (Benabdesselam et al., 1995). However, some authors (Miyajima et al., 2006) basing on the results of X-ray absorption fine structure measurements, state that this band is caused by Mn ion having charge between +2 and +3. Other interpretations of the band ascribed to intrinsic defects of AlN are also found in literature, for example, defects formed from nitrogen vacancies \((v_N)\) and excess Al (Sarua et al., 2003).

![Fig. 6. 600 nm emission band of AlN ceramics measured under excitation wavelength 243 nm at temperature 300 K (1) and 8 K (2)](image-url)
Excitation spectrum of this emission band is shown in Fig. 7, together with that of 400 nm band. Besides the fundamental absorption edge at 200 nm two excitation bands at 255 and 400 nm are observed. The latter excitation band covers the spectral region of the UV-blue emission band; this results in reabsorption and conversion of UV light into red light. Presence of the 600 nm band in afterglow and TL emission spectra confirms that the corresponding luminescence centre also participates in recombination process.

**Fig. 7.** Excitation spectra of 600 nm band (1) and 400 nm band (2) of AlN ceramics at 300 K

### 3.3 Other minor PL bands
Other PL luminescence bands observed in AlN ceramics are connected with other uncontrolled impurities. They are the following: a minor band at 700 nm, excited at 280 and 400 nm excitation bands and tentatively ascribed to chromium impurity (Nappe et al., 2011 and references therein) and an infrared band around 1000 nm, connected with iron impurity. At low temperatures the 1000 nm emission band reveals fine structure seen at Fig.1, which is explained as 3d-3d transition $^4T_1(G)\rightarrow^6A_1(S)$ of Fe$^{3+}$ ion substituting for Al in a regular site and its phonon replicas (Baur et al., 1994).

Summarising the data on PL of AlN ceramics, a conclusion can be drawn that the observed spectral properties of this material are determined by presence of uncontrolled impurities – oxygen, manganese, iron and probably chromium, which form luminescence centres taking part in inter-center and recombination luminescence.

### 4. AlN ceramics as potential material for solid state dosimetry
There is a number of materials widely used for TL dosimetry as thermoluminescence detectors (TLD) of ionizing radiation, such as LiF:Mg,Ti; LiF:Mg,Cu,P and Al$_2$O$_3$:C. Al$_2$O$_3$:C
is used also as an effective OSL dosimeter of UV light. Nevertheless a search for new prospective dosimetric materials continues. One of such new dosimetric materials could become AlN ceramics due to its properties revealed under exposure to ionizing radiation and UV light.

As it has been already mentioned irradiation of AlN ceramics causes not only the immediate response to irradiation in luminescence form, but also provides the delayed response in the form of optically and thermally stimulated luminescence. Both TL and OSL processes may be applied in dosimetry for recovering the received radiation dose. Processes of stimulated luminescence in AlN have been studied already before our works (Tale et al., 1982; Benabdesselam et al., 1995). Our studies of the processes of storage and release of radiation induced luminescence signal in AlN ceramics began in 90th and continues up to now. We have found that AlN ceramics is sensitive both to ionizing radiation and UV light, producing TL and OSL response in each case. Properties revealed by AlN ceramics after preliminary irradiation with ionizing radiation (X, β, γ rays) and UV light are similar, but they have also some differences. They will be discussed individually according to irradiation type.

4.1 Stimulated luminescence processes induced by ionizing radiation
4.1.1 Thermoluminescence induced by ionizing radiation

There are several important TL characteristics of material, which determine possibility of its practical application in the area of solid state dosimetry: intensity of TL signal (or in other words sensitivity of material to irradiation), characteristics of TL glow curve, TL emission spectrum, need for additional treatment for use and reuse of a sample, linearity of the dose response, stability of the stored signal and others.

TL properties of AlN ceramics induced by ionizing radiation were studied in comparison with other widely known TLD using the same experimental conditions and irradiation doses (Trinkler et al., 1998). Particularly, it was found that AlN ceramics exhibits amazingly high TL sensitivity. Thus, after irradiation with beta rays (90Sr/90Y beta source) for a typical routine read out procedure with the Riso TL reader using a heating rate 10 °C/s the ratio of the TL lightsum (sum of recorded electronic counts) per unit detector mass and radiation dose constitutes 54.27.7.1 for AlN ceramic sample, LiF:Mg,Cu,P, Al2O3:C and LiF:Mg,Ti, respectively, see Fig.8.

The TL glow curve of AlN ceramics is characterized with one intensive broad peak extending up to 500 °C, see Fig.8, curve 1. The thermal position of the peak maximum varies from 200 to 300 °C depending on heating rate. No difference in glow curve was observed whether beta particles, γ-rays or X-rays were used for irradiation. The TL signal is completely erased during a single reading using a heating temperature up to 500 °C. Thus no additional annealing or other procedure is necessary for re-use of the sample. A repeatability test showed that reduction of sensitivity after 10 successive irradiation-TL reading cycles was less than 1 %.

Dose response curve of AlN ceramics was measured in dose range 5 \times 10^{-3} - 5 \times 10^{-2} mGy (irradiation with 60Co source) in comparison with other mentioned TLD. The curves shown in Fig.9 were obtained by Alnor TL reader using a nitrogen temperature of 300 °C for all samples except for LiF:Mg,Cu,P, which was heated up to 260 °C. AlN ceramics sample revealed linear dose response in the range of five orders of magnitude, like other acknowledged TLD materials, which must be confessed as a very good result.
Fig. 8. Glow curves of different types of TL dosimeters irradiated with 28 mGy beta radiation: 1—AlN ceramics; 2 - Al₂O₃:C; 3 - LiF:Mg,Ti, 4 - LiF:Mg,Cu,P (Trinkler et al, 1998)

Fig. 9. Gamma ray (⁶⁰Co) dose response of AlN ceramics (1), LiF:Mg,Cu,P (2), Al₂O₃:C (3) and LiF:Mg,Ti (4) obtained with Alnor hot-nitrogen heated TL reader
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TL emission detection region was limited by spectral region of 300-500 nm, in order to discriminate thermal glow emission of the heater, which is observed at high temperatures in the red region. In the same time it is an optimal spectral region for detection with usual photoelectron tubes and other light detectors. In this spectral range AlN emission was observed with a maximum position around 400 nm, which shifted to longer wavelengths with rise of heating temperature. The observed emission corresponds to UV-blue luminescence band of AlN, which is ascribed to oxygen-related defects. Other luminescence bands of AlN ceramics can not be observed in these experimental conditions.

Influence of heating rate on TL signal for AlN ceramics was measured for heating rates from 0.5 to 20 °C/s in comparison with TLD Al₂O₃:C, whose response is critically sensitive to heating rate, hampering routine reading measurements of this TLD and resulting in uncertainty in the dose measurements if significant fluctuations of heating rate occur. Contrary to Al₂O₃:C, TL response of AlN sample shows only a small influence on heating rate, as it is illustrated in Fig.10.

![Fig. 10. Influence of heating rate on the TL response of AlN ceramics (1) and Al₂O₃:C (2) irradiated with 28 mGy beta radiation](image)

Considerable fading of the TL signal was observed for AlN ceramics sample on storage at RT. Change of TL glow curve on storage at RT during 114 hours is illustrated in Fig.10. The TL signal is decreasing mainly due to disappearance of the low temperature part of the glow curve, but the high temperature part is also decreasing considerably. Different pre-heat procedures were tried varying preheat temperature and duration: as a result the fading rate...
was decreased but not eliminated. However, at the same time the TL yield was essentially reduced by this procedure.

Neither the pre-irradiation with high dose (1 kGy of $^{60}$Co gamma irradiation) with subsequent annealing nor a special procedure of very slow annealing (1 °C/min) resulted in improvement of fading characteristics of AlN ceramics. The pronounced fading of the TL signal in AlN ceramics is a serious obstacle for its application as TLD material.

<table>
<thead>
<tr>
<th>Sample No</th>
<th>Sintering time (min)</th>
<th>Sintering temperature (°C)</th>
<th>TL response after irradiation (counts.mg$^{-1}$)</th>
<th>TL response after 17 h (counts.mg$^{-1}$)</th>
<th>Fading (%)</th>
<th>TL peak position (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>612</td>
<td>210</td>
<td>1645</td>
<td>1334</td>
<td>920</td>
<td>32</td>
<td>380</td>
</tr>
<tr>
<td>592</td>
<td>210</td>
<td>1705</td>
<td>13053</td>
<td>7826</td>
<td>40</td>
<td>310</td>
</tr>
<tr>
<td>572</td>
<td>210</td>
<td>1745</td>
<td>27673</td>
<td>14639</td>
<td>47</td>
<td>260</td>
</tr>
<tr>
<td>552</td>
<td>210</td>
<td>1780</td>
<td>36165</td>
<td>18160</td>
<td>50</td>
<td>250</td>
</tr>
<tr>
<td>541</td>
<td>120</td>
<td>1780</td>
<td>32252</td>
<td>15240</td>
<td>53</td>
<td>250</td>
</tr>
<tr>
<td>511</td>
<td>40</td>
<td>1780</td>
<td>12601</td>
<td>3238</td>
<td>74</td>
<td>210</td>
</tr>
</tbody>
</table>

Table 1. Influence of sintering conditions of AlN ceramics on TL properties. The TL response is measured immediately after and 17 h after irradiation with 1.7 R X-rays.
An attempt was made to study the effect of ceramics sintering conditions on the fading rate (Trinkler et al., 1999). Samples under investigation were produced from the same initial material varying sintering temperature and time. The results of the study are summarized in Table 1. It was found that rise of the sintering temperature leads to the strong increase of the TL yield and also to a shift of the TL peak position to lower temperature with increasing fading rate. An increase of sintering time at constant sintering temperature also causes a rise of the TL yield, but in this case the thermal peak shifts to higher temperature, and hence, the fading rate decreases. The reasons why the TL peak shifts may be explained by generation of oxygen-related defects of different types, whose balance depends on sintering conditions. The optimal sintering conditions are found using the lowest sintering temperature and the longest sintering time, but even this procedure does not eliminate completely fading of the TL signal.

4.1.2 Optically stimulated luminescence induced by ionizing radiation

Optically stimulated luminescence is detected as a pulse of luminescence light decaying in time under continuous exposure of stimulation light. An OSL signal bleaches because stimulation light empties trapping levels. Typical OSL decay curve of AlN contains an intensive fast component and a weak slow component. Each of them has its own specific fading rate, fast component fades faster. Intensity of OSL is characterized with a lightsum – integral of electronic counts detected during a pulse up to its complete depletion. The following characteristics of OSL are important for characterization of material and estimation of its potential application as an OSL dosimeter: OSL emission spectrum, OSL stimulation spectrum; linearity of dose response, fading of the stored signal and others.

OSL induced by ionizing radiation in AlN ceramics (Trinkler et al., 1999) was studied using Riso TL/OSL reader, which is not designed for spectral measurements, but at the same time allows comparison of TL and OSL properties of material under the same conditions. Irradiation was performed with beta source, while stimulation was done by infrared and blue light sources, all sources integrated in the reader. Luminescence was recorded in the 300-500 nm range, corresponding to oxygen-related luminescence of AlN.

It was found that OSL sensitivity to ionizing radiation is approximately 40 times lower than TL sensitivity after the same beta dose. Not all the light yield produced by the irradiation can be released by optical stimulation: after the complete optical bleaching a residual TL signal was observed in the 300-500 °C temperature region. Study of the preheat influence showed that OSL is much more sensitive to preheat treatments than TL: after a preheat up to 150 °C during 300 s only 10% of OSL yield is left compared to 65% of TL yield in the same conditions.

The OSL decay curve induced by ionizing radiation has a dominating fast component, and its fading rate is high. It was found that OSL fading characteristics are worse than those of TL: after 150 hours of storage at room temperature only 10% of the initial OSL response is left compared with 45% of the TL response.

All the above mentioned results show that only a part of the light yield produced by ionizing radiation can be released by optical stimulation. The light-sensitive part of the stored signal can be ascribed to the trapping of the charge carriers in the shallowest trap levels located in the band gap of AlN, while the rest part of the stored signal is more stable due to trapping of charge carriers on deeper levels, which can be emptied only by heating up to sufficiently high temperatures.
It may be concluded that AlN cannot be recommended for use as OSL detector of ionizing radiation because a typical OSL response is much weaker and more unstable than the TL response for the same dose.

4.2 Stimulated processes induced by UV light
Detection of UV radiation doses is an important area of dosimetry. UV radiation usually is divided into three spectral regions namely: UV-C (shorter than 280 nm), UV-B (280-315 nm) and UV-A (315-400 nm). Radiation of UV-C region is used in industry for characterization of materials and products and in disinfection procedures due to its bactericidal effect. UV-B region corresponds to the part of the spectral distribution of the Sun’s rays reaching ground level and which is potentially harmful to human beings and other organisms. Uncontrolled exposure of naked human bodies to Sun rays from UV-A region also can cause some problems. Monitoring of UV light intensity and measuring of UV doses is important in all of these regions.

A number of our works is devoted to UV light induced stimulated processes in AlN ceramics (Trinkler et al., 2000, 2001b, 2002). It was found that this material is extremely sensitive to UV radiation producing high response both in TL and OSL. Some experiments were done in comparison with dosimetric material Al₂O₃:C, commonly used for UV dose measurements (Akselrod et al., 1990). We have measured full spectral characteristics of UV light induced TL and OSL processes: excitation spectra, emission spectra and stimulation spectra (for OSL), as well as TL glow curves, including 8-300 K temperature region.

4.2.1 Properties of UV light induced TL and OSL compared to those induced by ionizing radiation
A study was done when TL and OSL measurements were performed with AlN ceramics and Al₂O₃:C dosimeter in the same conditions after exposition to ionizing radiation and UV light, simultaneously comparing sensitivity of materials to radiation exposure and effects of different type of radiation on both materials (Trinkler et al., 2000). For this study the Sol-2 lamp in combination with interference filters was used as a UV light source, while TL and OSL response was measured with Riso TL/OSL reader.

The most attractive feature of AlN ceramics is the very high sensitivity to UV radiation, which is demonstrated by Fig.12. The TL response from AlN ceramics irradiated by beta particles is about 20 times higher than that of Al₂O₃:C (curves 1 and 3) and about 6000 times higher in the case of UV irradiation with wavelength 350 nm (curves 2 and 4). On this figure for the used TL yield scale the curve 4 is undistinguishable from the temperature axis. TL signal from the UV dosed AlN ceramics is characterized with a very broad and structureless glow curve (curve 2) with a maximum around 320 °C, which is significantly higher than that for beta irradiated AlN, corresponding to 230 °C (curve 1). A lower fading rate of the integrated TL signal was observed for AlN samples exposed to UV light (40 % fading over 24 h storage) than for samples exposed to beta radiation (66 % fading). This is explained by the shift of the TL curve to the higher temperature.

The TL response of AlN ceramics to UV radiant exposure was obtained by varying both the irradiation time and the irradiance, changing the distance between the sample and the excitation lamp and using sieve filters of different density. Figure 13 shows a linear relationship between the TL yield and UV radiant exposure over at least five decades. The
deviation from the linear slope observed at the highest UV doses is explained by fading effects, due to the relatively long irradiation times required.

Fig. 12. TL curves obtained from AlN ceramics and Al2O3:C after irradiation with 100 mGy beta dose (1 and 3) and 1 min exposure to UV light produced by the lamp Sol 2 and using an interference filter with peak transmission at 350 nm

Fig. 13. UV light dose dependence of AlN
The OSL decay curves obtained from AlN and Al\textsubscript{2}O\textsubscript{3}:C after both beta and UV radiation are shown in Fig. 14. In contrast to Al\textsubscript{2}O\textsubscript{3}:C showing the same shape of decay curves for both type of irradiation (curves 3 and 4), AlN ceramics has two different decay curves: an intensive fast component that dominates in beta-induced OSL (curve 1) and a slow component, which dominates in UV-induced OSL (curve 2). Although the initial OSL intensity of the AlN sample is significantly higher than that of Al\textsubscript{2}O\textsubscript{3}:C when exposed to beta radiation, this very fast AlN component yields less signal. Alternatively, when irradiating AlN with UV light of 350 nm, its OSL signal is about 60 times higher than that of Al\textsubscript{2}O\textsubscript{3}:C. Ratio of the UV light induced TL and OSL signals from AlN and Al\textsubscript{2}O\textsubscript{3}:C depends on the wavelength of UV irradiation, because each of the materials has its own spectral sensitivity, revealed by TL and OSL excitation spectrum. Thus at irradiation 200-230 nm corresponding to the highest sensitivity of Al\textsubscript{2}O\textsubscript{3}:C is the OSL response of this material is higher than that from AlN, at other wavelength it is lower.

![Graph showing OSL decay curves](image)

Fig. 14. OSL decay curves obtained from AlN ceramics and Al\textsubscript{2}O\textsubscript{3}:C after irradiation with 100 mGy beta dose (1 and 3) and 1 min exposure to UV light produced by the lamp Sol 2 and using an interference filter with peak transmission at 350 nm. Stimulation was performed with 470 nm light. Curve 4 is multiplied by a factor of 100.

The initial part of the OSL pulse, which consists mainly of the fast component, fades faster during the storage of the dosed sample than the tail of the pulse, consisting of the slow component. That is why the fading effect is higher for the beta induced OSL, which has a dominant fast component of the decay curve: only 10% of the initial response is left after 24 hours of storage. The effect of fading is less pronounced for UV induced OSL having a dominant slow component: 45% of the initial response is left after 24 h.

The properties observed in the UV induced AlN samples such as the peaking of the TL glow curve at a higher temperature, absence of an intensive fast component of the OSL decay curve, lower fading rate of both the TL and OSL signals, assume that the UV radiation
induced stimulated luminescence involves a larger part of deep traps compared to those created by beta radiation. The deeper traps need higher energy for depopulation. The OSL response dose dependence taken as OSL yield versus UV irradiation time up to 60 min deviates from a linear slope. This is explained by fading of the OSL signal during irradiation and insufficient OSL readout time for the higher doses.

### 4.2.2 Spectral characteristics of UV induced TL and OSL

Spectral sensitivity of AlN ceramics was determined from excitation spectrum of TL and OSL, which appeared to be similar and covering almost the whole UV region from 200 to 350 nm, with maximum effect at 240-270 nm, corresponding to absorption of oxygen-related centers. This characteristic for OSL process is shown on Fig. 15, curve 1 (Trinkler et al, 2002).

![Figure 15: Spectral characteristics of UV light induced OSL of AlN ceramics](image)

It is remarkable that spectral sensitivity of AlN is similar with spectral sensitivity of human skin in the 280-340 nm range (see Fig.16), which corresponds to UV-B region of Solar emission potentially dangerous for human beings. This property makes AlN ceramics useful for application as material for personal UV dosimeter.

OSL emission spectrum is presented with the same UV-blue band as PL band ascribed to oxygen-related centers, as it is seen from Fig. 15, curve 2. In order to separate emission and stimulation light the detection region is limited and nothing could be said about presence of long wavelength bands in OSL emission. TL emission spectrum shown on Fig. 17. (Trinkler et al., 2003) also has the same UV-blue band, whose intensity and position of maximum shifts depending on excitation wavelength. Besides, it contains also 600 nm band. TL and OSL emission spectra fall into the 300-600 nm range, which is suitable for detection with common light detectors.
Fig. 16. Comparison of OSL excitation spectrum of AlN ceramics (1) with action spectrum of human erythema (2) (CIE Research Note, 1987)

Fig. 17. 3D image of UV light induced (excitation 284 nm) TL emission from AlN ceramics

OSL is characterized also by stimulation spectrum, determined by energy levels of trapping centres, emptied during optical stimulation. For AlN ceramics it extends from 400 up to 1000 nm with an expressed maximum at 500 nm, see Fig.15, curve 3. Large spectral interval and
complex structure of the OSL emission spectrum means that numerous different trap levels participate in the stimulated luminescence process. Most of halogen and incandescent lamps with continuous distribution of emission in combination with glass filters as well as monochromatic LEDs and lasers are suitable for use as stimulation sources of OSL from AlN ceramics.

4.2.3 Use of 480 nm emission band for UV induced TL and OSL

It has been shown already that the oxygen-related UV-blue PL emission band contains two subbands around 400 and 480 nm, each subband having its own excitation spectrum, as shown in Fig.18, curves 1 and 2. The same emission bands at 400 and 480 nm can be distinguished also in TL and OSL emission spectra. Similarly to PL case, each of these bands is characterised with a distinct shape of TL or OSL excitation spectra. The case of TL excitation spectra recording emission at 400 and 480 nm is shown in Fig. 18 (curves 3 and 4). The results on TL and OSL experiments mentioned in previous sections were obtained selecting either the 400 nm emission band or the whole UV-blue band. However, it appeared that selection of the 480 nm for detection of stimulated emission results in better parameters of the TL and OSL processes (Trinkler et al, 2007a, 2007b).

![Excitation spectrum of PL (1, 2) and TL (3, 4) of AlN ceramics recording emission at 400 nm (1, 3) and 480 nm (2, 4)](image)

Fig. 18. Excitation spectrum of PL (1, 2) and TL (3, 4) of AlN ceramics recording emission at 400 nm (1, 3) and 480 nm (2, 4)

It was found that intensity and shape of TL curves measured in the same conditions depend on the selected excitation and emission wavelength. Two peaks are distinguished in TL curves: those at 80 and 220 °C (see Fig.19). The low temperature peak is better pronounced selecting 400 nm emission under irradiation in its characteristic excitation band (curve 1), while the high temperature peak appears for selection of 480 nm emission after excitation in the long wavelength region (curve 4). Other curves (2 and 3) contain both peaks due to overlapping of the emission bands. The higher temperature of the TL glow peak implies the lower fading rate of the stored signal. Indeed, measurement of TL signal after one hour of storage had shown 50 % of the initial yield of the TL response at 400 nm emission excited at 245 nm contrary to 80 % of that for 480 nm emission excited at 315 nm.
Correlation of emission bands with the definite TL glow peaks speaks in favor of pair distribution of trap centers and recombination centers, as it was approved already for (\text{VAI-O}_\text{N})^+ and (\text{O}_\text{N})^- centers, responsible for the 400 nm band. The trap centers responsible for the 480 nm emission evidently are more stable than those participating in the 400 nm emission, and the corresponding TL and OSL signal fades slower. Similar effect was observed for the OSL process (Trinkler et al., 2007b): after one hour storage selection of the 480 nm band provided 40\% of the initial value of the OSL yield versus 18\% for selection of 400 nm band.

Fig. 19. TL curves of AlN ceramics after UV light irradiation at 245 nm (1, 2) and 315 nm (3, 4) detecting emission at 400 nm (1, 3) and 480 nm (2, 4)

We have done a special study of stimulated processes in AlN ceramics subjected to ion implantation with oxygen ions. It was found that after such treatment relative contribution of the 480 nm band into the total emission spectrum increases. In the same time this procedure provides very little improvement in the intensity and stability of the OSL signal, but gives some improvements of the dosimetric characteristics for TL.

From the results obtained it follows that for UV dosimetry applications it is better to use the 480 nm emission band, since the response signal is more stable than that for the 400 nm band and its excitation spectrum falls in the UV-B region, which is the detection range of practical interest. Comparing different types of dosimetric applications of AlN ceramics it should be recognized that OSL method is less suitable because of a higher rate of decrease of the signal at room temperature.

4.2.4 TL in the low temperature region

Recently we have done experiments on TL measurements of AlN ceramics at low temperature. The sample was irradiated with UV light of different wavelengths at 8 K. TL signal was recorded during heating of the sample up to 300 K. Two glow curves corresponding to the main oxygen-related bands are shown in Fig. 20.

The common feature of all glow peaks is a peak at 60 K, at further rise of temperature behavior of glow curves is different until 270 K, when both curves begin to rise. This rise is the beginning of the main TL peaks, whose maxima were observed at 80 °C (353 K) for 400 nm emission band and 220 °C (493 K) for 480 nm emission band. It means that room
temperature 20 °C (293 K) is sufficiently high to start the spontaneous thermoluminescence process without any external heating. This process will continue until complete depletion of the trapped charge carriers. Storage of the dosed samples at room temperature will lead to the fading of the stored TL and OSL signal. Thermal region of the main peaks is determined by the set of trapping centers present in AlN ceramics. The fading problem could be solved if the dosed AlN samples are stored at reduced temperature (around 250-260 K). Another way to eliminate fading is to introduce impurities providing deep trapping levels in the energy band diagram of AlN, which are stable at room temperatures. Further practical studies of this phenomenon are planned.

Fig. 20. TL glow curves of AlN irradiated at 8K: (1) excitation 243 nm, emission 400 nm, (2) excitation 298 nm, emission 500 nm

5. Conclusions

AlN ceramics is a wide-gap material whose spectral properties are determined by presence of uncontrolled impurities and intrinsic defects, the main role played by oxygen-related defects. The fulfilled investigations show that AlN ceramics is a material, highly sensitive to irradiation with both ionizing radiation and UV light. The dose of the obtained irradiation can be retrieved using TL and OSL method. In many aspects AlN ceramics outperforms other actually used TL and OSL dosimeters. However, this material has an important drawback, hampering its practical application in dosimetry area - it is high fading rate of the signal during storage at room temperature.

Different measures have been tried to diminish the effect of TL or OSL signal fading, such as optimization of ceramics sintering conditions, use of preheat procedure, detection of the definite emission band (480 nm) and oxygen ion implantation. These measures helped to slow down, but not to eliminate the fading process, which is determined by intrinsic properties of AlN ceramics. That is why at present AlN is not offered for practical
application in the area of solid state dosimetry. The further studies of this potentially perspective material are planned.
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1. Introduction

The apparent density (or, as often reported in the technical literature, the bulk density) of green ceramic tiles is a fundamental parameter for the quality of final products. In fact, the apparent density determines the entity of the dimensional shrinkage of the ceramic body during firing and is proportional to the mechanical resistance.

In industrial production an irregular shrinkage can be responsible for example for non-planar tiles or residual strengths. Measuring the apparent density allows to control this parameter to limit the production waste and increase the quality of the final product. The apparent density, in the ceramic industries, can be currently measured off-line [Standard UNI EN 1097 – 3, (1999)], and the most used method is generally the hydrostatic weighting in a mercury bath on a small sample [Pei at al, (1999)]. This technique has a limit on the control sample and a continuous mercury use is dangerous for the human health. This, together with ISO 14000 Standard application, poses severe limitations to the use of mercury in Europe, in the United States and other countries. So new methods have been developed to measure the bulk density of ceramic tiles. Some are based on the gas laws utilizing air pressure to determine test specimen volume in a measuring chamber [Dietrich, (1999)], whilst more recent ones are based on X-ray absorption [Amorós at al, (2010)]. The first is a destructive and discrete method, so it is not suitable for on-line application. The second is accurate and non-destructive, but can be expensive and X-ray devices still have some acceptance problems in industry.

In this chapter an innovative method for non-contact measurement of the apparent density of green ceramics is presented, which is also suitable to be used during production. This method, previously developed by the authors, is based on ultrasonic wave propagation within the material. The waves are generated and received by dedicated air-coupled probes. The time of flight is measured in transmission mode on the tile together with the thickness. The thickness can be derived by the ultrasonic signals or, if higher accuracy is required on complex shapes, by a laser triangulation sensor. The velocity of the ultrasound wave can be calculated by these measurements and it is proportional to the apparent density. The conversion factor between velocity and apparent density is evaluated by a calibration procedure with a reference method of known uncertainty (e.g. mercury bath).

The chapter not only summarizes the research steps performed in this field in the last 10 years for measurements both at the laboratory and industrial level, but also presents a new challenging application to pieces with complex shapes.
2. Bulk density and ultrasonic propagation

The ultrasound propagation is the physical phenomenon on which the theory for measurement of the apparent density in green ceramics is founded. A probe generates a ultrasound wave that propagates in the medium with a characteristic velocity so the time of flight, given a certain length of the propagation path, can be measured.

In a solid material longitudinal and transversal waves can be propagated. In an isotropic material, the relationships between longitudinal (oscillation along the propagation direction) waves velocity \( v \) and transversal (oscillation orthogonal to the propagation direction) waves velocity \( v_t \) with the elasticity properties of the material are given by [Krautkramer et al, (1983)]:

\[
v = \sqrt{\frac{E}{\rho} \frac{(1 - \mu)}{(1 + \mu) \cdot (1 - 2\mu)}}
\]

\[
v_t = \sqrt{\frac{E}{\rho} \frac{1}{2(1 + \mu)}} = \sqrt{\frac{G}{\rho}}
\]

where \( E \) is the Young’s modulus, \( G \) is the elasticity tangential modulus, \( \mu \) is the Poisson coefficient and \( \rho \) is the bulk density of the material. For a porous body, like a green tile (isotropic in first approximation, as obtained by powder compaction), there are many theoretical models linking the elastic properties with porosity and consequently with the apparent density [Wachtman, (1996)]. Commonly for ceramic bodies, the empiric Spriggs model is used [Spriggs, (1961)], which states that Young’s and elasticity tangential modules exponentially decrease with porosity \( p \). Porosity can be defined as:

\[
p = \frac{\rho_s - \rho}{\rho_s} = \frac{V_a - V_s}{V_a}
\]

where \( V_a \) is the apparent (bulk) volume of the body gross open and closed pores, considered as the total volume in the macroscopic external surface of the body, i.e. in its envelope and \( V_s \) is the effective volume of the body net of the closed and open pores; \( \rho_s \) is the average actual density. So the Spriggs model can be written as:

\[
E = E_0 e^{-bp}
\]

\[
G = G_0 e^{-bp}
\]

where \( E_0 \) and \( G_0 \) are the values at null porosity \( (p=0, \rho_0) \), and \( b \) is a parameter to be experimentally determined, which can differ by some percentage between equations (4) and (5), but it is normally \( b = 4.0 - 4.5 \) when \( p = 0 - 40\% \).

In this approach only the longitudinal waves velocity is considered, because the \( v_t \) is not easily measurable in the industrial application. This is supported by the assumption that the Poisson coefficient is invariant with the apparent density [Revel, (2007)]. The longitudinal waves velocity, like those propagated by a non contact ultrasound probe, are measured
orthogonally to the sample surface and the relationship linking the velocity $v$ and the apparent density $\rho$ is obtained by (Eq. 1), (Eq. 3) and (Eq. 4):

$$v = \sqrt{\frac{E_0 e^{-b(1-\frac{\rho}{\rho_s})}}{\rho^2 (1+\mu)(1-2\mu)}}$$

In Fig. 1 (a) the function of (Eq. 6) is plotted for typical values (e.g. [Wachtman, (1996)]) for ceramic green tiles ($E_0 = 6$ GPa, $b = 4$, $\mu = 0.2$, $\rho_s = 2,600$ g/cm$^3$) obtained by traditional mix of raw materials (clays, feldspars, etc.) and with a fixed constant humidity content.

![Fig. 1. (a) Plot of the longitudinal waves velocity $v$ in function of the apparent density ($E_0 = 6$ GPa, $b = 4$, $\mu = 0.2$, $\rho_s = 2,600$ g/cm$^3$); (b) Zoom of the diagram in a typical range of industrial interest with relative interpolating straight line](image)

The graphic shows that, increasing the apparent density up to porosity values lower than 60 % (i.e. about $\rho > 1,000$ g/cm$^3$), the longitudinal waves velocity tends to increase with an almost linear trend. If a typical range of apparent density of industrial interest for green tiles is considered (Fig. 1 (b)), with a good approximation the model can be considered as linear. In fact the discrepancies between the model’s data and their linear interpolation is always lower than 2 m/s (i.e. lower than 0.2 %).

In [Revel, (2007)] the results of a parametric analysis of (Eq. 6) with the variation of $E_0$, $b$ and $\mu$ was presented. This analysis clearly showed that the uncertainty on the model parameters can generate significant uncertainty on the results of the correlation between velocity and apparent density. On the contrary the discrepancies caused by the linearization seem to be always very low.
Ultrasound measurements are usually performed with contact probes using film of gel, oil or water as coupling media. This set-up is capable of guaranteeing high signal-to-noise ratio, thanks to the reduced attenuation at the interfaces.

In the case of non contact inspection (air-coupled probes), the propagation path is more complex and the attenuation significantly higher. The energy of the signal that passes through the material in this case is very limited, due to the high difference between the acoustic impedance of the air and of the solid material. In fact, if an ultrasonic wave is propagating from a medium with acoustic impedance $Z_1$ to another medium with acoustic impedance $Z_2$, the reflected signal energy will be proportional to the difference between $Z_1$ and $Z_2$. This is quantified by the coefficients of reflection $R$ and transmission $T$ of the sound pressure, defined as:

$$R = \frac{P_r}{P_i} = \frac{Z_2 - Z_1}{Z_2 + Z_1}$$  \hspace{1cm} (7)

$$T = \frac{P_t}{P_i} = \frac{2Z_2}{Z_2 + Z_1}$$  \hspace{1cm} (8)

where $P_r$, $P_t$, and $P_i$ are sound pressures of the reflected, transmitted and incident waves respectively (Fig. 2).

In terms of energy, these coefficients become:

$$R = \left(\frac{Z_2 - Z_1}{Z_2 + Z_1}\right)^2$$  \hspace{1cm} (9)
As depicted in Fig. 2, if we consider the energy transmitted at a single interface between air and ceramic, this is in the order of about 0.1%. If multiple reflections are used for time of flight measurement, the wave goes through the interfaces several times, thus creating a dramatic signal attenuation of several order of magnitudes. Therefore air-coupled ultrasonic techniques require proper signal conditioning (filtering, averaging, signal enhancement, etc.) and measurement set-up to reach an acceptable signal-to-noise ratio (> 20 dB).

On the other hand, this technique offers several advantages:
- possibility of measurement on moving objects or with moving probes;
- easy set-up of a scanning system;
- no contamination of the samples with coupling medium;
- the total production can be inspected with reduced testing time.

3. The measurement method - laboratory tests

According to velocity theory the propagation velocity is proportional to the apparent density $\rho$. Once the speed is measured, (Eq. 6) could allow to determine $\rho$, nevertheless it would be also necessary to know $E_0$, $b$, $\mu$ and $\rho_s$. Considering that these parameters change by tile typology (body, raw materials, etc.), that their measure is very complex and uncertain and that this uncertainty can reduce the accuracy in the apparent density determination, it is not here suggested to use (Eq. 6) to measure $\rho$, whilst a more practical approach is proposed.

In the proposed measurement method the time of flight of ultrasound waves is firstly measured with non contact probes in transmission configuration through the tile. The scheme of this measurement method is showed in Fig. 3.

The times of flight are measured with cross-correlation algorithms between the excitation signal of the transmission probe and the received signal.

As shown in Fig. 3 (b), $t_c$ is the time of flight of the wave from probe to probe through the tile, while $t_m$ is the propagation time inside the material. A typical cross-correlation signal measured on a green tile is showed in Fig. 3 (c), $t_c$ is represented by the first peak, while the difference in the time axis between the first and second peak represents $2t_m$.

From the time of flight measured in air $t_a$, if the distance $D$ between probes is known, the propagation velocity can be achieved.

In this first approach the distance among the probes membranes $D$ (= 100 mm in this case) has to be measured using a caliper. It follows that the ultrasound measurement method consists in two steps: (a) measure of the time of flight $t_a$ of the ultrasound wave in air in the environmental condition of use; (b) measure of the time of flight of the ultrasound wave through the tile body $t_c$ (where $t_c < t_a$) where, through the measurement of the arrival time of the second echo, it is possible to know also the time of propagation $t_m$. These steps are repeated every time a tile passes through the probes during the production.

From the measure in air the propagation velocity of sound in air in the application environmental condition can be derived:
It is necessary to often repeat this measure because, as well known, the sound velocity $v_a$ changes in environmental condition mainly in function of temperature and humidity. For example with a temperature of 20 °C and with relative humidity of 50 % there is a speed of 344 m/s.

$$v_a = \frac{D}{t_a}$$  \hspace{1cm} (11)

In literature there are many formulas for the sound velocity estimation, for example one can be approximated from [Cramer, (1993)]:

$$v_a(T, \theta) = (331.5 + 0.59 \times T[^\circ\text{C}]) \left(1 + 0.004 \frac{\theta[\%]}{100}\right)$$  \hspace{1cm} (12)

where $T$ is the air temperature and $\theta$ the relative humidity.

Nevertheless in order to avoid the measurement of temperature and humidity, it is better to compensate this effect by directly measuring $v_a$, especially in the production line where it is not possible to take under control the environmental conditions.

By the measurement of $t_c$ and $t_m$ the average thickness of the tile in the area of the ultrasonic beam (about 1 cm²) can be obtained

$$d_m = D - v_a(t_c - t_m)$$  \hspace{1cm} (13)

and in the end the propagation velocity of longitudinal waves as:

$$v = \frac{d_m}{t_m}$$  \hspace{1cm} (14)

Considering that in the range of interest Eq. 6 can be considered as linear with an error lower than 0.2 %, it is proposed to determine a linear experimental correlation between
velocity and apparent density. This relationship can be obtained by an experimental calibration procedure to be carried out with a reference method of known uncertainty, such as the one based on mercury.

The Fig. 4 provides an example of correlation diagram, which can be later used to determine the apparent density of unknown samples, once measured the propagation velocity.

![Correlation Diagram](image_url)

**Fig. 4.** Correlation diagram (with relative straight fitting line) between longitudinal wave velocity and apparent density measured on green ceramic tiles

In reality also the humidity content has an influence on the propagation velocity, but this effect is considered negligible when measurements are performed on dried tiles or on tiles with constant humidity level. A preliminary attempt to deal with the humidity influence on such ultrasonic measurements has been presented in [Cantavella at al, (2006)]. The problem of moisture influence in on-line measurements has been tackled by the authors in [Revel at al, (2009)] and [Rivola at al, (2007)] and will be discussed in the next chapter.

The experimental apparatus used in the first investigations was based on piezoelectric probes [Bhardwaj, (2002)] with a membrane diameter of 12.5 mm working at around 1 MHz. Air coupled piezoelectric probes have usually a dedicated layer of low impedance material (porous plastic, pressed fibres, polymers, etc. depending on the specific patent) placed between the piezoelectric crystal and the air, in order to reduce the impedance difference between emitting element and air.

Green ceramic tiles having flat faces on both sides, produced in laboratory, have to be used as calibration samples. The planarity of the sides allows to have a higher SNR because the grid in the rear side of the tile represents a modifying input for the ultrasound measurement, caused by the effects of diffraction and thickness variations. In addition, the samples are dried in order to avoid any effect due to moisture. For the calibration of Fig. 4, 20 samples of known density (5 samples for 4 different pressing levels) were used. The propagation velocity was measured in a point of each sample with 200 averages on the signal. It is worth to underline that the determined parameters are valid only for ceramic green tiles with body and raw materials used for the calibration samples. In industrial field, it is necessary to repeat the calibration with every change of body. Examples of correlation diagrams achieved for 3 different kinds of clay and body are reported in Fig. 5, showing the possibility of generalizing the method.

Therefore measurement of the apparent density with the proposed method consists of 3 main steps (once fixed and measured the distance $D$ between the probes):

**Step 1.** times of flight measurement.
Step 2. estimation of the longitudinal waves velocity through.

Step 3. experimental correlation between velocity and apparent density through calibration.

In each step there are uncertainty components which could be generated and propagated up to the final results. In order to optimize the measurement process, it is necessary to determine the weight of each uncertainty source on the final results. This has been addressed in detail in [Revel, (2007)] where it is shown that the method guarantees an uncertainty below ± 0.009 g/cm³.

Fig. 5. Examples of correlation diagrams achieved on green tiles with different raw materials and body

4. Industrial application

After some years of research in the EU funded project SENSOCER techniques based on non-contact ultrasonic probes have been developed to properly measure the bulk density of ceramic tiles directly on the line after pressing. These systems are based on air-coupled electro-capacitive transducers and laser triangulation sensors for the detection of the thickness. They have recently demonstrated enough accuracy for industrial applications (repeatability below 0.01 g/cm³) [Revel at al, (2009)] and are being now exploited in an industrialisation phase, after application of an international patent [Rivola at al, (2007)]. The measurement apparatus is conceived to monitor both the average production value and the spatial distribution of the bulk density and takes into account the effect of moisture content on the measurement accuracy.

The on-line system is a development of the basic one described in the previous Par. 3 for laboratory tests [Revel, (2007)], upgraded for further improvement of accuracy and flexibility. It is constituted by electro-capacitive transducers and a couple of laser triangulation sensors. The electro-capacitive transducers, specifically developed for the application, are driven by a Metalscan ultrasonic board and have an active area diameter of 20 mm and a working frequency of 190 kHz. They have been chosen for this application because of their high sensitivity, in particular in the low frequency range. They are set in a through-transmission configuration for measuring the time of flight of the ultrasonic signal through the tile, while the laser triangulation systems, M7L/10-B24 produced by MEL, measure the tile thickness. Thanks to these devices, it is possible to evaluate the ultrasound velocity \( v \) in the green ceramic tiles, using equation 14.
The main difference with respect to the method in Par. 3 is that the thickness is independently measured (by the laser probes) and it is not derived using the same ultrasonic signals. From one side, this makes the system more expensive and complicated, but on the other hand the accuracy is improved. Therefore, if the basic system was already able to guarantee an uncertainty in the order of $\pm 0.009-0.01$ g/cm$^3$, here the performances are better (uncertainty in the order of $\pm 0.006-0.007$ g/cm$^3$, having an accuracy on the measurement of the thickness of $\pm 0.02$ mm). In addition, since the thickness has not to be measured by ultrasounds, a lower frequency can be used (190 kHz), allowing lower attenuation in air and thus higher signal-to-noise ratio (30 – 34 dB in this work with 200 averages for each acquisition). This solution showed to be the best one also for the application on complex shapes as will be reported in next Par. 5.

In the production line there is very few time for the measurement and for a good calibration it is important to measure the real produced tiles. So the linear correlation between apparent density and velocity, at the production moisture level, has been estimated using samples taken directly from the line at 3 different density levels (achieved with 3 different pressure levels varying about 70 bar above and below the normal press operating conditions, of 444 bar).

Concerning the effect of the moisture on the ultrasound measurements, it is known that moisture decreases the propagation velocity [Cantavella at al, (2006)], so also the influence of this parameter was evaluated to guarantee the required uncertainty (max $\pm 0.009-0.01$ g/cm$^3$).

An extensive sensitivity analysis performed during the SENSOCER project demonstrated that, on average, humidity variations higher than 0.3 % can cause a deviation in apparent density measurements in the order of 0.005 g/cm$^3$. To deal with this problem, two methods have been implemented and tested. In the first one, the results of continuous humidity measurements using an IR probe serve as a correction factor when evaluating the density readings. Long on-line observations showed, however, that in many cases the variations are lower than 0.3 % for many hours. Thus a second method, simpler and cheaper but less accurate, has been introduced. Here, the moisture content is manually measured by an

![Fig. 6. Adjustment of the calibration line to different moisture values](image-url)
operator on the line (e.g. every hour, as standard practice already is in industry) and, when the moisture level varies more than 0.3 %, a new calibration point has to be measured by the mercury reference method and used to rigidly translate the calibration line. In fact, it has been demonstrated that, for moisture variations in the order of 0.5–1 %, the slope of the calibration line does not significantly change (effects in the order of 0.001 g/cm³).

A last important point of the on-line measurement system is that the probes have been mounted on an automatic scanning system. This system is capable of translating together the ultrasonic and the laser probes along the direction perpendicular to the tile motion. This system, coupled with an additional control device suitable to stop the tiles in different positions along the line, allows to scan the apparent density values over different areas of the produced tiles. An average trend of the density spatial distribution can be thus finally achieved and used to predict and correct the differential shrinkage in the different zones.

4.1 Results of on-line test

A schematic presentation of the installation in the on-line ceramic factory (for details see [Revel at al, (2009)]) is shown in Fig. 7 (a). The system is located between the press and the dryer, taking up less than 1 m of the production line. Both the signals coming from the ultrasonic device and the laser triangulation systems are acquired and processed with an industrial PC and visualized in real-time together with the current density value.

Fig. 8 (a) shows the moving head, holding both the non-contact ultrasonic transducers and the laser triangulation sensors. A general view of the scanning system with remote PLC control can be seen in Fig. 8 (b). This positioning system, perfectly integrated with the production line process, has been specially developed as a reference system for the test: the direction of the product flow is labeled as Y axis, while the X axis is the perpendicular one.

Fig. 7. (a) Schematic drawing of the on-line installation; (b) Reference system for the inspected tile zones

The measurement procedure is as follows: one measurement is performed per tile, each time in a different position, until all the defined areas are covered. Then a new scanning cycle is started. In practice, if 9 areas have to be measured, 9 tiles are required to pass along the line. In this way, a large data set is obtained from which it is possible to derive: a) information on
the average density of the products; b) information on the average spatial density distribution.

Fig. 8. (a) Head with the sensor holder; (b) Support for on-line positioning

Averaging (both the mean value and spatial distribution) ensures that corrective action on the press is taken only in the event of systematic problems (e.g. wear of a die, non-uniformity in powder loading, significant variations in powder moisture, etc.) and not due to local or instantaneous deviations of the measured values.

The results obtained from measurements on a 60 cm × 60 cm format with a regular rectangular grid on the back are shown. The tile surface is divided into 9 square areas of 20 cm × 20 cm. For the sake of better clarity, the combinations of the areas along the X or Y axis are defined as zones and marked with the number of the first and last included areas (Fig. 7 (b)). For these tests, only 6 areas have been monitored, neglecting the last zone of the tile (zone X), thus reducing the necessary production controller modifications to a minimum.

In order to simulate a production variation, the pressure was increased by 60 bar. The interval where the pressure has been varied (from tile 24 to tile 40) was detected by the system in its whole duration, with an increase in the average apparent density of about 0.016 g/cm³. Some few samples have been taken from the line and measured with the mercury-based method, which revealed a maximum deviation of about 0.005 g/cm³. In order to confirm the possibility of predicting variations in the tile dimensions (calibre) after firing, i.e. dimensional shrinkage, each single measured tile was marked and its dimensions after firing were measured.

Fig. 9 (b) illustrates the calibre trend measured along Zone 5–6 for the same tiles, whose apparent density measurements on the Area 5 are plotted in Fig. 9 (a). The trend clearly confirms the behaviour expected from the ultrasonic measurements: the increase in pressure generates higher density and, consequently, larger tile dimensions. In addition, it is possible to note that in both the apparent density and the calibre measurements there is a correlated drift: in fact, their average values at the beginning and at the end of the interval considered seem to increase, probably due to a variation in the moisture content.

The Fig. 9 (a) shows also the relative moving average used to highlight the trends on the single investigated area (with a delay of some samples, due to the algorithm itself). This drift is thus well predicted by the proposed method.
5. Advanced application on complex shapes

An additional new goal for the developed non-contact measurement techniques is to inspect also ceramic bodies with complex shape. In tile industry this is becoming of wide interest, due to potential irregular compaction achieved by new production processes. Here therefore a feasibility study of the method applicability on tiles with high thickness variation and irregular superficial profile (see Fig. 10) is approached. The test has been focused on the central part of the tile, which presents relevant thickness variations higher than a normal tile. The monitoring of the central part is an important achievement, as this is the part with lower strength section: a strong density gradient here is reflected in dimensional and angular problems also in the other 3D parts.
This study was performed in laboratory using the low-frequency electro-capacitive ultrasonic probes (working frequency 190 kHz) interfaced with a dedicated acquisition board, plugged into a PCI slot of a personal computer.

Fig. 10. Tile: (a) Bottom view; (b) Lateral view

Fig. 11. Waveform of cross-correlation between signal in air and signal through the material

Following the developed procedure, firstly the time of flight $t_a$ of the ultrasound wave in air in the environmental condition of use is measured by acquisition with no samples between the probes. Then the time of flight in the material $t_m$ is measured with cross-correlation algorithms between the signal in air without sample and the signal with the sample between
the probes (300 averages for each acquisition). An example of cross-correlation signal is shown in Fig. 11, demonstrating the good quality of the measurements. The thickness was independently measured with two laser triangulation sensors (Laser Mel M5L, resolution 6 μm and laser Keyence LC-2100, resolution 0.5 μm). The system was calibrated with four laboratory planar samples at known density (referred to mercury bath measurements performed by the tile manufacturer). The samples had different compaction and were manufactured using the same batch composition of the production tiles. For each calibration sample, time of flight and thickness were measured. Fig. 12 shows the achieved calibration line, i.e. the relationship between velocity and bulk density.

After calibration, the system was applied on the real tiles firstly in laboratory conditions and then in simulated on-line tests.

![Fig. 12. Calibration line](image)

**5.1 Test in laboratory conditions**

To verify the calibration line and the measurement system on the real tile with complex shape, tests were performed on the central portion of the tile using a manual planar scanning system for transducers. The analyzed portion was divided in 3 zones (Fig. 13 (a)), each having dimensions of 24x32 mm, thus comparable with the diameter of the ultrasonic transducer. In each area the propagation velocity was measured using an average thickness for each of them. The average thickness was evaluated by measuring 5 points taken randomly within each area.

Using the calibration line shown in Fig. 12, once velocity is measured, a density value can be estimated for each zone. In order to have a reference for the achieved values, the 3 areas have been cut and for each of them bulk density was measured with hydrostatic buoyancy method with the samples sealed by wax. This method has a lower accuracy (about ± 0.01 g/cm³) with respect to the mercury bath (about ± 0.002 g/cm³), but it was the only one available in our lab. Comparison results are reported in Table 1: it is shown that the growing
density trend is well detected, even if the thickness variations are relevant, with an average discrepancy of about 0.024 g/cm³. This discrepancy is slightly higher than expected, but this can be also due to the lower accuracy of the hydrostatic buoyancy method used as reference.

![Image](image1)

Fig. 13. (a) The 3 investigated areas; (b) Bulk density measured by calibration line (green values)

<table>
<thead>
<tr>
<th>Zone</th>
<th>Average Thickness (mm)</th>
<th>Velocity (m/s)</th>
<th>Apparent density Ultrasonic method/buoyancy method (g/cm³)</th>
<th>Δ (g/cm³)</th>
<th>Δ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.74</td>
<td>1540</td>
<td>1.837/1.807</td>
<td>0.030</td>
<td>1.7</td>
</tr>
<tr>
<td>2</td>
<td>8.52</td>
<td>1600</td>
<td>1.884/1.856</td>
<td>0.028</td>
<td>1.5</td>
</tr>
<tr>
<td>3</td>
<td>7.85</td>
<td>1650</td>
<td>1.923/1.908</td>
<td>0.015</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 1. Measurement results on the 3 considered zones

5.2 Tests in simulated on-line conditions

In order to simulate on-line measurements, an automatic planar scanning system was used to move the ultrasonic and laser triangulation transducers with a 1 mm step while the tile was at rest (Fig. 14). So in this case the probes are moved, but in a real on-line installation it could be possible to use the tile movement to acquire thickness and density profiles.

Whilst the density measurements in Par. 5.1 are related to an area of 24x32 mm, here the density profile is measured along a longitudinal section of the tile using a new approach. Fig. 15 shows the measured thickness profile and morphological reconstruction of the tile.

The tile thickness profile seems to be quite irregular with maximum deviations up to 3 mm. This probably can also lead to expect bulk density and compaction variations along the profile. There construction of the propagation velocity profile was made along the same longitudinal section in the middle of the tile, where the time of flight was measured. The
edges with variable thickness were not considered, as it was assessed that here ultrasound beam propagation is complex and depends on the size of the probes, incidence angle and scattering phenomena.

Fig. 14. The scanning system with ultrasonic and laser triangulation transducers

It is worth noting that, whilst thickness measurements by triangulation laser systems are punctual, the times of flight are measured in an area as large as the beam size (about 20 mm). So, even if also the ultrasonic probes are moved by the scanning system at steps of 1 mm, there is the need to define which thickness value has to be associated to the times of flight measured at each different step. It is clear that it has no sense to associate to the measurements performed at one position the single thickness value measured by the laser on the same ultrasonic probe axis position.

As a consequence, it has been decided that, in order to take into account an average thickness within the beam area, a moving average algorithm was adopted: the idea is that, from one position to the next one, the average thickness value is updated discarding the first value (now outside the beam area) and considering the new last value (just entered in the beam area).

Fig. 16 shows respectively: the raw data of the thickness profile along the longitudinal section indicated in Fig. 15 (a) and the relative moving average; the times of flight along the same section and, finally, the velocity/density along the longitudinal section calculated from the “moving average” thickness. As an example of the adopted procedure the first time of flight value is measured with the ultrasonic probe axis placed in x= 10 mm. At this value, the moving average thickness value computed with the first 20 sample (i.e. x=20 mm in Fig. 16 (a)) is associated to estimate velocity and density. The use of the moving average
allows to achieve a sort of continuous bulk density profile (with 1 mm spatial resolution), which can be useful to evaluate undesired trends. It is clear that, from one point to the other, many information are overlapping. So, it could also be useful to estimate average values for larger areas (e.g. 20 mm as the beam size): this can be easily done from the measured data and results are reported in the same graph of Fig. 16 (c). On these values also error bars with amplitude proportional to the uncertainty estimated in previous Paragraphs are reported.

Measured density distribution seems to be coherent with the sample values measured in Par. 5.1. In addition it can be noted that thickness and density profiles tends to have inversely proportional trends, which is coherent with the compaction process, thus demonstrating the feasibility of the proposed measurements.

Fig. 15. (a) Morphological reconstruction of the tile; (b) Thickness profile along the longitudinal section; (c) Tile thickness distribution
Fig. 16. Diagrams of: (a) Thickness (raw data and moving average); (b) times of flight and (c) velocity/density estimated with “moving average” thickness, with discrete average values computed on 20 mm lengths superimposed.
6. Conclusion

This Chapter has shown the complete development of the non-contact ultrasonic method for the laboratory and on-line measurement of apparent density on green ceramic tiles. The research was developed in several years and the outcomes have been protected by an international patent. Both the basics of the method and experimental set-ups for laboratory and on-line applications are described, showing that the system is capable of tracking average production values and spatial distribution of apparent density with the industrially required accuracy (max ± 0,01 g/cm³).

An original application on green ceramics with complex shape has been also developed and presented. The results showed the feasibility of measuring on parts with irregular thickness variations up to 3 mm. However the method can be further developed to determine the density values even at the edges of the tile where the profile is curve. The main objective will be to implement dedicated post-processing algorithms to identify and isolate the portions of the measurement signals related to the different paths of the ultrasound wave in the tile.
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1. Introduction

A crack length measurement method is very important in the investigation of the fatigue crack growth characteristics of a material and in the evaluation of the fatigue strength of a machine element. Many crack length measurement methods have been proposed. Brown et al. (1966) and Nishitani et al. (1985) measured crack length through the changes in the displacement and compliance of the test piece. Ashida et al. (1996) and Nakai et al. (1989) investigated the changes in electrical properties around a crack during its growth. Lee et al. (1985) and JSME (1986) recommended estimating the crack length from the opening or closing displacement of a crack. In addition, crack length can also be measured by using an optical microscope, an optical grid technology (Bucci et al., 1972, Maustz et al., 1976, James et al., 1981), an acoustic emission method (Masuyama et al., 1994) and an ultrasonic method (Shimada et al., 1983). However, the methods proposed up to now require specific measuring apparatuses and complex calculation processes for crack length, and are applicable to long cracks several millimeters in length, not to small cracks shorter than 1mm in length or cracks with a high growth rate. In addition to the above-mentioned methods, a thin metal film, such as a crack gauge (e.g., KV-25B manufactured by Kyowa Co.), has been used for crack length measurement and fatigue crack initiation detection in some machine elements, such as gears, where cracks are up to several millimeters in length (Deng et al., 1991). Since this metal film is formed on a plastic base film with a thickness of about several tens of micrometers, there is a relatively large error between the actual and measured crack lengths. Increasing the measurement accuracy of the film can only be achieved by decreasing the thicknesses of the metal and plastic base films.

An ion-sputtering device, widely used in a scanning electron microscopy system, is a coating device used to form a nanoscale-thickness metal film on a surface. In this chapter, we introduce methods for crack length measurement using an ion-sputtered film, which are considered as ideal and practical methods applicable to micro-cracks or small cracks in glass.
and ceramics as well as metals. The measurement principle and measuring system are very simple. As an application of the ion-sputtered film to crack length measurement, cracks in soda-lime glass and alumina ceramics were measured and the microcrack growth characteristics of these materials were clarified. In addition, an ion-sputtered film was also applied to the detection of fatigue crack initiation, and a very small crack that initiated from the notch surface of the acrylic test piece during the fatigue test was detected.

2. Crack length measurement using grid pattern ion-sputtered film

2.1 Measurement principle

Conductive films have been used for crack length measurement. Ogawa et al. (1991a, 1991b) and Nakamura et al. (1993) utilized carbon films to measure the crack length on ceramic surfaces, but their methods are not widely used because the presented relationship between crack length and the resistance of the film is applicable only to the film of specific dimensions. A crack gauge is also a sensor for measuring crack length and has been used to measure the crack length of gears (Deng et al., 1991), but the measurement precision is not satisfied owing to the thickness of the gauge.

An ion-sputtering device, as shown in Figure 1, is commonly used to fabricate a conductive with a thickness of several tens of nanometers. The application of an ion-sputtered film to crack length measurement would contribute to increasing the crack length measurement precision.

![Fig. 1. Ion-sputtering device](image)

The electrical resistance $R$ of a conductive film is expressed by

$$R = \rho \frac{l}{wt}$$

where $l$, $w$ and $t$ are the length, width and thickness of the film, respectively. $\rho$ is the specific resistance of the film material. However, expression (1) is applicable only to a film with a simple shape. If there is a crack of length $a$ across the film, attention should be paid on the fact that the electrical resistance cannot be calculated simply by substituting the width $w$ of expression (1) with the residual width $w-a$; the theoretical expression for the electric resistance of a cracked film is nearly impossible. However, if the length of the film is very large compared with the width of the film, indicating that the shape of the film is similar to
that of a grid whose length $l$ is very larger than its width $w$, the electric resistance will not change before the crack entirely cuts off the film; the electric resistance is expressed by the following expression (Ogawa et al., 1991a).

$$R = \begin{cases} \text{constant} & a \neq w \\ \infty & a = w \end{cases}$$

(2)

Thus, at the instant when a crack grows across the film with a grid shape, the electric resistance of the film will increase to infinity and the complex calculation of the electric resistance of the ion-sputtered film with a crack can be avoided; referring to the crack gauge, a grid pattern ion-sputtered film should be available for crack length measurement (Deng et al., 2006). The electric resistance of the grid pattern ion-sputtered film will increase owing to crack growth, crack length can be determined by counting the number of the increasing steps in the electric resistance and measuring the positions of the grids after or before an experiment.

### 2.2 Bending test piece and crack length measurement

To investigate the precision of the crack length measurement method using a grid pattern ion-sputtered film, three-point bending fatigue tests for acrylic test pieces were performed. Figure 2 shows the loading method, the test piece and the grid pattern ion-sputtered film. In the experiment, first, a notch was introduced into the test piece to easily introduce the fatigue crack from the notch under a cyclic load. The crack growth experiment was performed under a cyclic load for a slow crack growth. The thickness of the grid pattern ion-sputtered film was about 10nm, the grid width was 0.2mm, and the interval between two grids was 0.1mm. The supporting span was 80mm, and the width and thickness of the test piece were 20mm and 10mm, respectively. The cyclic load was a sine wave of 10Hz and the load ratio ($P_{min}/P_{max}$) was approximately 0.02. A very simple measurement system used for recording the electrical resistance, which consists of a DC power source, a variable resistor and a voltmeter, is shown in Figure 3. The supply voltage was approximately 1-2V, the supply voltage and variable resistor were adjusted for a current below 100mA. The voltage on the film during the fatigue test was recorded by a data recorder. The sampling speed for the voltage was 80Hz.

![Fig. 2. Test piece and grid pattern ion-sputtered film](image-url)
2.3 Precision of crack length measurement with grid pattern ion-sputtered film

The change in the voltage of the grid pattern film during crack propagation is shown in Figure 4. Although fluctuations in voltage signals due to the deformation of the film and the sampling error were observed, a distinct staircase pattern was recorded for the electric resistance. Considering the characteristic of the electric resistance change for a cracked grid as expressed in expression (2), the increasing step in Figure 4 shows the instant of grid snapping. From the positions of the grids that can be measured with an optical microscope before or after an experiment with a very high precision, the crack length at the instant of the increasing step can be accurately estimated. The precision of this method depends on the film thickness and the speed of the measuring system in response to the crack growth. Since the recorded signal upturns vertically and the film is extremely thin, this method can intermittently measure cracks with a very high precision at the instant of grid snapping.
For the application of the crack length measurement method using a grid pattern film to a rapidly growing crack, a fine-pitch grid pattern ion-sputtered film is desirable. Scribing the film using a sharp scriber tip, as shown in Figure 5, can produce grids of 25μm width and 50μm pitch. A film with 40 grids was fabricated and applied to a fatigue test. The change in the voltage of the film during crack propagation is shown in Figure 6, and 40 steps are identified clearly, indicating that 40 points of crack length can be obtained. Tokunaga et al. (2007) have succeeded in fabricating a grid pattern film using an excimer laser micromachining technology where the grid width is about 13μm and the pitch is 20μm for the measurement of cracks in ceramics.

![Fabrication of fine grid film using scriber tip](image1)

![Change in voltage of fine grid pattern film during crack propagation](image2)

3. Crack length measurement using rectangular ion-sputtered film

Although the grid pattern ion-sputtered film can measure crack length with a high precision, the crack length cannot be determined continuously. In addition, an isolation film is necessary for the application of the grid pattern film to a conductive surface; the
formation of the grid pattern without destroying the isolation film would be very difficult. Thus, for measuring the crack length continuously and applying the ion-sputtered film to a conductive surface, such as a metal surface, a rectangular ion-sputtered film is desirable.

3.1 Calculation of electric resistance of cracked metal film

In the case of a cracked film under electric potential difference, the feature of electron flow around the crack, which is similar to that of stress concentration, is shown in Figure 7, and the electric resistance calculation becomes very complex. Ogawa et al. (1991a, 1991b) calculated the electric resistance of an across-cracked carbon film by FEM analysis and presented an approximating formula for the electric resistance of a regulated film where the crack length is in the range of 0.2-0.8\(w\) (\(w\) is the film width along the crack growth direction). Generally, the film width is several millimeters; thus, it is difficult to calculate the electric resistance of a film with a micro-crack shorter than 1mm using Ogawa’s formula.

![Fig. 7. Electron flows around crack](image)

Electrothermal FEM is a practical method for calculating the electric resistance of the film with a crack (Deng et al., 2007). For example, when the mesh of a rectangular metal film and the boundary condition, shown in Figure 8, are prepared, the current density \(i_x\) of each element can be obtained by FEM analysis. The total current in the \(x\) direction can be calculated by integrating the current of each element, and the electric resistance can be obtained through the total current and electric potential difference on the basis of the law of ohm. The effect of the element size in FEM analysis on the calculation precision was investigated. Figure 9 shows the relationship between the calculated electric resistance and the number of elements for FEM analysis. Under the conditions that the length \(l\) of the film is 20.8mm, the width \(w\) of the film is 10.4mm and the crack length \(a\) is 0.4\(w\), the electric resistance approaches a constant value when the number of elements is more than 5000. It is strongly recommended that the change in the calculated electric resistance with the increase in the number of elements should be investigated, and that an appropriate number of elements should be chosen. Many software programs, such as ANSYS and Marc, are available for electrothermal analysis.

Figure 10 indicates the electric resistance of a cracked ion-sputtered film on an acrylic piece, where crack length was measured using an optical microscope. The difference between the electric resistances obtained by measurement and FEM analysis is only 2-3%; thus, it can be considered that the electric resistance of a cracked film is calculated correctly by FEM analysis.
Despite the many approaches that can be used to find the expression for the relationship between the electric resistance and the crack length from 0 to the film width, a satisfactory expression was not obtained. Finally, considering practicability, the following expression is introduced to show the relationship in the crack length range from 0 to a portion of the film width.

\[ R = R_0 + ca^b \]  

Here, \( R (\Omega) \) is the electric resistance of the cracked film, \( a \) is the crack length (mm), \( R_0 (\Omega) \) is the electric resistance when \( a=0 \), and \( c \) and \( b \) are constants. Many calculations were carried out to determine the values of \( b \) for the various dimensions of the films. The results of the calculations revealed that \( b \) depends on the shape of the film. Figure 11 shows the values of \( b \) at different ratios of the film length \( l \) to the film width \( w \). In the \( l/w \) range from 2.0 to 3.5, constant \( b \) is approximately equal to 2.268 on average.
On the other hands, $c$ can be determined by stopping the experiment before the crack entirely cuts off the film, measuring the crack length $a_c$ using an optical microscope, and substituting the electric resistance $R_c$ and crack length $a_c$ into expression (3). Several ion-sputtered films were used to verify the accuracy of expression (3). On the basis of the good agreement between the crack length estimated with expression (3) and measured using an optical microscope, the following expression is considered practical for estimating the electric resistance of a cracked film.

$$R = R_0 + ca^{2.268} \quad (0 \leq a \leq 0.6w, \; 2.0 \leq \frac{l}{w} \leq 3.5)$$

(4)

However, the physical meaning of expression (4) has not yet been clarified, and such an expression is only a curve-fitting formula and should be applicable to the condition shown in expression (4). Although this approximating expression can calculate the electric
resistance of a cracked film in a specific crack length range, it is better to carry out FEM analysis for a good precision in the electric resistance calculation if a FEM software program is available; the necessary physical and electrical properties for FEM analysis can be obtained by using the initial electric resistance and dimensions of the film.

3.2 Crack length measurement using rectangular ion-sputtered film

Three-point bending tests were performed for acrylic test pieces, whose crack lengths were measured using a microscope and ion-sputtered films. The test piece was 100mm in length, 10mm in depth, and 20mm in height, and the supporting span in the tests was 80mm. A V-notch was introduced into the middle of the supporting span. The load ratio \( P_{\text{min}}/P_{\text{max}} \) was 0.02 and the load frequency was 10Hz. The experimental method and an ion-sputtered film on a test piece are shown in Figure 12. All tests were stopped when the crack grew to about 0.6\( w \) (where \( w \) is the film width) for the determination of the constant \( c \) in expression (4).

Fig. 12. Rectangular ion-sputtered film on acrylic test piece

The comparison of the crack lengths measured using an optical microscope and an ion-sputtered film is shown in Figure 13. The crack lengths are in very good agreement. Their maximum difference is 0.113mm and their average is only 0.051mm. A relatively large crack length difference occurs when the cracks are very short. This difference is considered to be due to the interruption of the experiment and taking off the test pieces form test rig for crack length measurement using an optical microscope that leads to the changes in the electrical environmental conditions around the test pieces. Although the precision of this rectangle is not as high as that of a grid pattern film, it is greatly higher than that of a commercial crack gauge (Deng et al., 1991). Therefore, a rectangular ion-sputtered film can be used to measure crack length continuously; short cracks or cracks with high growth rate, such as those in glass and ceramics, might be measurable by using a high-frequency sampling system.

4. Evaluation of crack growth characteristics of glass and ceramics based on crack length measurement using ion-sputtered film

It is known that fatigue failures also occur in structure components made of glass and ceramics under a constant load or a dynamic load (Hoshide, 1994). Since a small crack will
grow more unstably and crack growth rate may increase more markedly within a small stress intensity factor range in brittle materials than in ductile metals, the understanding of the small crack growth characteristics in brittle materials, such as glass and ceramics, is very important for the prediction of the residual life. Many researches have been performed to clarify the relationship between the crack growth rate and the stress intensity factor for glass and ceramics using fatigue tests (Wakai et al., 1986, Takahashi et al., 1991, Sawaki et al., 1992, Aze et al., 2002, Yoda, 1989, Kimura et al., 1987). However, most of these researches used standard test pieces, such as compact test pieces or double-torsion test pieces, where the crack length is usually over several millimeters; thus, the crack growth characteristics known up to now are considered appropriately restricted to the large cracks that are impractical in the structure components made of glass and ceramics. For investigating the growth characteristics of a small crack with a length shorter than 1mm in glass and ceramics, a high-precision and high-speed crack length measurement method is necessary. Other methods, such as microscopy observation, the compliance method, the opening displacement method and the estimation methods based on the changes in electric properties around the crack are not applicable. However, the presented crack length measurement method using an ion-sputtered film makes it possible to measure the crack growing in glass and ceramics, since the ion-sputtered film is extremely thin that its electric resistance may change owing to a small increase in crack length, and a high-speed sample system is used for recording the electric resistance of the film.

Fig. 13. Comparison of crack length obtained by microscope and ion-sputtered film

In this section, a concrete example of the application of a rectangular ion-sputtered film to clarifying small crack growth characteristics, namely, the relationship between the crack growth rate and the stress intensity factor, in soda-lime glass and alumina ceramics is discussed in detail.

4.1 Four-point bending test piece and fatigue test method

Four-point bending fatigue tests were performed under a constant load. The test pieces were made of soda-lime glass and alumina ceramics. The main chemical components and typical
properties of the materials are shown in Table 1. The dimensions of the test pieces are shown in Figure 14. The test piece of soda-lime glass is 100mm long, 12mm wide \((B)\) and 9.6mm thick \((W)\), and the test piece of alumina ceramics is 100mm long, 12mm wide and 10mm thick. A precrack was introduced at the center of the lower surface of the test piece using a diamond indenter, and the ion-sputtered film was prepared traversing the crack growth directions. The film \(w\) and \(l\), precrack length \(c_0\) and distance \(s\) were measured using an optical microscope before the fatigue tests. The measurement error in the electric resistance of the cracked film was about 2-3% for the film of \(l/w=2.0\) based on the results mentioned in section 3.1.

<table>
<thead>
<tr>
<th>Material</th>
<th>Soda-lime glass</th>
<th>Alumina ceramics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main components (\text{wt%})</td>
<td>SiO(_2) 72.0</td>
<td>Al(_2)O(_3) 99.5</td>
</tr>
<tr>
<td></td>
<td>CaO 10.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Na(_2)O 14.0</td>
<td></td>
</tr>
<tr>
<td>Grain size (\mu\text{m})</td>
<td>Amorphia 10</td>
<td></td>
</tr>
<tr>
<td>Young’s modulus (\text{GPa})</td>
<td>71.6</td>
<td>363</td>
</tr>
<tr>
<td>Bending strength (\text{MPa})</td>
<td>49.0</td>
<td>441</td>
</tr>
</tbody>
</table>

Table 1. Main chemical components and properties of the test materials

Fig. 14. Dimensions of four-point bending test piece

Static fatigue crack growth can be observed in glass and ceramic materials owing to stress corrosion. A constant load was applied to the test piece in this experiment. The loading and supporting methods are shown in Figure 14. The upper loading span \((S)\) and lower supporting span \((L)\) are 30mm and 90mm for the soda-lime glass, and 10mm and 25mm for
the alumina ceramics, respectively. The simple system shown in Figure 3 was used to record the voltage on the ion-sputtered film, and the electric resistance of the film was calculated with the voltage and the set values of the other components in the measurement system. Since the crack grew at a high speed in glass and ceramics under a constant load, the recording frequency was 125kHz; thus, the crack length could be measured nearly continuously.

4.2 Calculation of stress intensity factor for surface crack and crack growth rate

A surface crack from a diamond indenter pit takes the shape of a semi-ellipse as shown in Figure 15. The stress intensity factor varies with the position at the edge of a crack. The maximum stress intensity factor at point $A$, which is used in the following discussion, is expressed as below (Kunio et al., 1984),

$$K_I = \frac{3.3P(L-S)\sqrt{\pi c(a_0/c_0)}}{2BW^2\sqrt{1+1.46(a_0/c_0)^{1.65}}} \tag{5}$$

here, $P$, $S$, $L$, $W$, $B$, $a_0$, and $c_0$ are the load, upper loading span, lower supporting span, test piece thickness, test piece width, initial crack length in the depth direction, and initial surface crack length, respectively. In expression (5), the crack length $a$, as shown in Figure 15, is substituted by $c(a_0/c_0)$ on the basis of the assumption that the aspect ratio $\lambda$, defined as the ratio of the crack length (depth) $a$ to the surface crack length $c$ namely, $\lambda=a/c$, is a constant during crack propagation. The aspect ratio $\lambda$ can be obtained using the initial crack length $a_0$ and $c_0$ measured in the break section after the fatigue test using an optical microscope, and $c$ is the surface crack length measured using the ion-sputtered film.

![Fig. 15. Semi-ellipse surface crack](image)

The surface crack length was derived from the electric resistance of the film based on the relationship between the crack length and the electric resistance of the ion-sputtered film obtained through the above-mentioned FEM analysis. To remove the effects of the sampling errors included in the electric resistance of the ion-sputtered film, as shown in Figure 16, on the surface crack length, the simple moving average method was used to obtain a smooth relationship between the surface crack length and the loading time, as shown in Figure 17. On the basis of the assumption that the aspect ratio $\lambda$ is constant during crack propagation, the crack length $a$ in the depth direction of the test piece was measured as the product of the surface crack length $c$ multiplied by the aspect ratio $\lambda$, namely $a=c\cdot\lambda$, and then, the crack growth rate $da/dt$ was determined by differentiating the relationship between the crack length $a$ and the loading time $t$. 
**4.3 Crack growth characteristics of soda-lime glass**

The growth of a surface crack in the soda-lime glass test piece is shown in Figure 17. Fracture occurred when the crack length reached about 0.8mm; thus, the critical or unstable crack growth is expected to start from a small crack under a constant load. Moreover, crack growth time was about 25sec from the total fatigue time of about 3,040sec; the crack growth stage occupied less than 1% of the entire fatigue process.

Figure 18 shows the relationship between the crack growth rate and the stress intensity factor for the soda-lime glass under the bending stress of 22.8 and 23.6MPa. It has been very difficult up to now to measure the growth rate of a small crack, particularly the low and high (unstable) growth rates in brittle materials. In this experiment, since the ion-sputtered film can measure a small crack with high precision, and the sampling frequency of the
measurement systems is so high that the surface crack can be measured almost continuously, a complete relationship including the three regions of crack growth was obtained successfully. In the stress intensity range from 0.45 to 0.85 MPa m$^{1/2}$, the crack growth rate changed from very low to very high in the soda-lime glass; thus, the unstable crack growth occurs easily in the soda-lime glass under a constant load.

![Fig. 18. Crack growth characteristics in soda-lime glass](image)

On the basis of the Paris law indicating that the crack growth rate is proportional to the $n$th power of the stress intensity factor, that is $\frac{da}{dt} = cK_i^n$, the constant $n$ was determined to range from 74 to 96 in region I, and from 12 to 15 in region II for the soda-lime glass. Yoda (1989) and Wiederhorn (1967) obtained $n$ values ranging from 10 to 16 in the region of the crack growth rate from $1\times10^{-6}$ to $1\times10^{-4}$, which agree with those obtained in region II of this experiment. The results of this experiment consequently clarify the crack growth characteristics of the soda-lime glass not only in region II but also in regions I and III; the crack length measurement method using a rectangular ion-sputtered film might be practical for investigating the crack growth characteristics of brittle materials, such as soda-lime glass.

4.4 Crack growth characteristics of alumina ceramics

The surface crack lengths measured during the test for alumina ceramics are shown in Figure 19. Brittle fracture occurred when the crack length reached about 0.55 mm; thus, the critical or unstable crack growth is expected to start from a small crack under a constant load.
load. Moreover, crack growth time was about 130 sec from the total fatigue time of about 15,760 sec; the crack growth stage occupied less than 1% of the entire fatigue process.

Figure 19. Crack growth during fatigue test for alumina ceramics

Figure 20 shows the relationship between the crack growth rate and the stress intensity factor for the alumina ceramics under the bending stress of 86.3 MPa. The surface crack length was also measured almost continuously, resulting in the successful determination of a complete relationship in the three regions of crack growth. The stress intensity factors range where the crack growth rate changes from low to high (unstable) in the alumina ceramics is very small (about 0.2 to 0.4 MPa•m^{1/2}), which is similar to that of soda-lime glass; thus, the unstable crack growth occurs easily under a constant load. On the basis of the fact that the stress intensity factor for the crack growth in alumina ceramics is much higher than that in the soda-lime glass, alumina ceramics are considered to have a much higher fatigue strength than soda-lime glass.

Considering that the $n$ values range from 530 to 580 in region I, and from 17 to 25 in region II for the alumina ceramics, the crack growth rate increases markedly owing to the small increase in stress intensity factor, particularly in region I. The $n$ values obtained by Wakai et al. (1986) using double-torsion test pieces range from 84 to 130 in the crack growth rate range of $2\times10^{-7}$ to $1\times10^{-3}$, which is different from those obtained in this experiment. Considering that the crack lengths in this experiment are below 1 mm, much shorter than those in the experiments of Wakai et al., the difference in $n$ might be due to the fact that the crack growth characteristics depend on crack length.

The circle in region II in Figure 20 also indicates a decrease in crack growth rate. The shapes of the surface cracks in the soda-lime glass and alumina ceramics are observed using a microscope and shown in Figure 21. The crack grew linearly in the soda-lime glass but meandered in the alumina ceramics. Since the ion-sputtered film can only measure the crack length in the traversing direction of the film, the meandering of the crack would be seen as a decrease in crack growth rate.
Fig. 20. Crack growth characteristics in alumina ceramics

<table>
<thead>
<tr>
<th>Test piece</th>
<th>●</th>
<th>△</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bend stress MPa</td>
<td>86.3</td>
<td>86.3</td>
</tr>
<tr>
<td>Film size</td>
<td>w mm</td>
<td>0.743</td>
</tr>
<tr>
<td></td>
<td>l mm</td>
<td>1.632</td>
</tr>
<tr>
<td>Film thickness nm</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Crack growth rate da/dt m/s

Stress intensity factor $K_1$ MPa $\cdot$ m$^{1/2}$

$n_1=530-580$

$n_2=17-25$

Fig. 21. Appearances of surface cracks in soda-lime glass and alumina ceramics

5. Application of crack length measurement using ion-sputtered film to metal surface

Ion-sputtered films can also be applied to crack length measurement for a metal surface if an insulating film could be fabricated between an ion-sputtered film and a metal surface. The insulating film should be as thin as possible for a high measurement precision. Many methods, such as the vacuum evaporation of silicon and glass, spray pyrolysis using ZnO, painting with quick-drying glue (Krazy Glue) and varnishing using an insulating spray paint, have been used to fabricate a thin insulating film on a steel surface. The method of varnishing using an insulating spray paint was selected finally for the high insulating resistance, thinness and fabrication convenience. The spray paint used in this experiment is the coating agent AY-302 (Sunhayato Co., Tokyo, Japan), which is commonly used in the insulation of printed circuit boards. The main component of the coating agent is polyvinyl
resin. Wiping the steel surface with absorbent cotton wetted with the coating agent produces a good-quality and thin isolating film of about 1-2μm thickness. The insulating electric resistance between the ion-sputtered film and the steel surface was measured; its value was as high as several hundreds of ohm for an ion-sputtered film of about 5mm×10mm.

A sectional view of the insulating film, the ion-sputtered film and the wiring method used for the crack length measurement on a steel test piece are shown in Figure 22. The insulating film should be fabricated after the setting of the terminal and wiring, and the ion-sputtered film should be fabricated immediately before the experiment.

![Free size image drawing](image)

**Fig. 22. Method applying ion-sputtered film to metal surface**

### 6. Fatigue crack initiation detection method using ion-sputtered film

Many studies have been performed on the detection method for fatigue crack initiation that is very important in the evaluation of fatigue strength. Makabe et al. (1992, 1994a, 1994b) used a strain waveform for the detection of a fatigue crack with a length of 0.5 to 1mm on a round test piece with a small hemispherical pit. Katayama et al. (1996) and Lee et al. (2002) detected crack initiation using an AC potential method on a sharply notched test piece. Tohmyoh et al. (2001) detected the fatigue crack initiation of a test piece with a surface slit during rotating bending tests using surface SH (shear-horizontal) waves. Papazian et al. (2007) and Zilberstein et al. (2001, 2003, 2005) performed many studies on the application of a meandering winding magnetometer array sensor, ultrasonic techniques and an electrochemical fatigue sensor for the detection of crack initiation for many different types of fatigue test pieces. In addition to the above-mentioned methods, since the ion-sputtered film is very thin, a very short crack can change the electric resistance of the ion-sputtered film; thus, the ion-sputtered film would be practical for detecting the instant of fatigue crack initiation during a fatigue test.

#### 6.1 Principle of fatigue crack initiation detection method

The ion-sputtered film is as thin as several tens of nanometers; thus, a small surface crack is expected to crack the film and change the electric resistance of the film, as shown in Figure 23. The starting point of the increase in electric resistance corresponds to the instant of crack initiation.
6.2 Test piece for fatigue crack initiation detection
Three-point bending fatigue tests were performed to investigate the effectiveness of the ion-sputtered film in crack initiation detection. Considering that the crack initiates from stress concentration regions in machine elements, such as shafts and gears, and the convenience of fabricating an ion-sputtered film, the notch in the test piece should be round instead of being V- or U-shaped. The notches of the test pieces were in the shape shown in Figure 24, and crowned so that the crack could initiate at their centers. The test pieces were 100mm long, 10mm thick and 20mm high, and the supporting span in the tests was 80mm. The radius of the round notch was 4mm, the depth of the notch top $T$ was about 5mm and the crowning radius $R$ was about 5mm.

The test pieces were made of acrylic. The ion-sputtered film was formed on the notch surface. The length of the film in the direction of the test piece length was about 10mm, and the width and the thickness of the film were about 5mm and 10-50nm, respectively. The initial electric resistance of the film was lower than 20ohm. As shown in Figure 3, the system was used to record the voltage on the ion-sputtered film.
6.3 Durability of ion-sputtered film

Whether the change in electric resistance or physical damage to the film occurs during the fatigue test before crack initiation was investigated to confirm the suitability of the film. The film was subjected to an endurance test under a light load without fatigue breaks. Figure 25 shows the electric resistance of the film during the test. It is obvious that no physical damage occurred in the film during the test, although a slow decrease in the electric resistance of about 0.5ohm was observed under load cycles of $1 \times 10^7$ (about 90hr). Gradual changes in electric resistance also occurred during some of the subsequent experiments; the reasons for these changes have not yet been clarified. However, considering that the film was made of pure gold (Au) without deteriorations of material properties due to chemical reactions under these test conditions, and that the changes were much slower than that due to crack initiation, the gradual changes might be caused by some unknown environmental factors or the electric shifts of the apparatuses in the measurement system. On the basis of the above-mentioned results, the gradual changes are considered not so severe that the judgment of crack initiation is prevented.

6.4 Change in electric resistance due to crack initiation

The electric resistance of the ion-sputtered film on an acrylic test piece during the fatigue test is shown in Figure 26. The maximum load was 400N, the loading frequency was 10Hz and the film thickness was about 30nm. The experiment was stopped manually after recognizing a rapid increase in voltage signal on the monitor of the data recorder. Figure 26 clearly shows an increase in the electric resistance of the film, indicating crack initiation. Despite the fact that gradual changes in the electric resistance of the film sometimes occur, as shown in Figure 25, the increase in electric resistance due to crack initiation is clear compared with the gradual changes shown in Figure 25, and the crack initiation point can be confirmed from Figure 26 by observing the upward tendency of the electric resistance. The point where the electric resistance leaves the extension line of the mean electric resistance is considered to be the start point of crack initiation. The notch after the experiment is shown in Figure 27, and a very small round crack, the crack in the primary stage of fatigue, can be observed clearly.

![Fig. 25. Electric resistance of ion-sputtered film during the test without crack initiation](image-url)
Fig. 26. Change in electric resistance of ion-sputtered film when fatigue crack initiation

Fig. 27. View of micro-crack initiated on notch surface

6.5 Shape of detected crack in primary stage of fatigue
A small sample around the notch was quarried out from the test piece to determine the crack front shape. The sample was cut bit by bit from the side using a milling machine. The depth of the sample \( d \) and the crack length \( a \) on the side surface were measured using a micrometer and an optical microscope, respectively. The shape of the crack front is shown in Figure 28. It can be seen that the shape of the crack front is approximately half an ellipse, the length of the crack on the notch surface is about 0.35mm and the maximum depth is about 0.2mm. The half ellipse shape indicates that the crack is in the primary stage of fatigue. It is slightly difficult to say that the crack shown in Figure 28 is the just-initiated crack since the dimensions of the crack are rather large. The large dimensions are due to the time lag between the judgment of crack initiation from the change in electric resistance and the termination of the test, not due to the sensitivity of the ion-sputtered film because the measurement error of the film is as small as 0.068mm (Deng et al., 2007). From the change in the electric resistance of the ion-sputtered film and the shape of the detected crack shown in
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Figures 26, 27 and 28, it can be concluded that the ion-sputtered film can be used to detect the initiation of a fatigue crack. Considering the convenience to prepare the detecting system, this method is simple and practical for monitoring fatigue crack initiation.

![Fig. 28. Shape of crack initiated in acrylic test piece](image)

7. Conclusions

The methods for crack length measurement and fatigue crack initiation detection using an ion-sputtered film based on the changes in the electric resistance of the film due to crack growth or crack initiation are presented. On the basis of that the experimental results of crack length measurement and crack initiation detection, and considering the convenience to prepare the measurement and monitoring systems, the presented methods are very practical for investigating crack growth characteristics and crack initiation life. One of the crack length measurement methods is the use of a grid pattern ion-sputtered film, which is similar to a crack gauge. Since the electric resistance of the film changes only at the point when a grid is entirely snapped by a crack, the calculation of the electric resistance is not necessary, the crack length can be obtained by counting the number of increasing steps in the recorded electric resistance and measuring the positions of the grids. Because the thickness of the ion-sputtered film is only several tens of nanometers, the change in the electric resistance of the film due to grid snapping is more immediate than that of the commercial crack gauge. Grid pattern ion-sputtered films were applied to the crack length measurement for a three-point bending test piece. Very obvious staircase changes in the electric resistance of the film were recorded.

Another crack length measurement method is the use of a rectangular ion-sputtered film, which can measure crack length continuously. The relationship between the electric resistance of the film and crack length is obtained by electrothermal FEM analysis, and an approximate expression is proposed to calculate the electric resistance of a cracked film using the results of electrothermal FEM analysis. Since the film is extremely thin, it is very sensitive to the increase in the length of a small crack and practical for investigating a small crack with high growth rate. As the application of the crack length measurement method using a rectangular ion-sputtered film, cracks in soda-lime glass and alumina ceramics were
measured and the crack growth characteristics in these materials were clarified continuously from the crack growth region I to the crack growth region III. In addition to crack length measurement, an ion-sputtered film can also be applied to the detection of fatigue crack initiation, which is a very important technique for evaluating the fatigue strength of a material. Since the film is extremely thin and can be fabricated directly on a surface, a very small crack can change its electric resistance. As an attempt to confirm the fatigue crack initiation life, an ion-sputtered film was formed on the round notch surface of a three-point bending acrylic test piece; a very small crack that initiated from the notch surface during the fatigue test was detected. From the change in the electric resistance of the ion-sputtered film during the test and the shape of the detected crack, it can be concluded that the ion-sputtered film can be used to detect the initiation of a fatigue crack.

8. References


Evolution of Crystallographic Structures and Phases in Micropyretically Formed Boron Rich Boron Carbide – a New Material System

R.M. Mohanty, K. Balasubramanian and S.K. Seshadri
NonFerrous Materials Technology development Centre,
Kanchanbagh, Hyderabad
India

1. Introduction

The ‘boron-carbon system’ is a typical representative of hard refractory nonmetallic low Z-ceramic. Among various boron to carbon stoichiometry, the ratio higher than 2, are known as boron carbides. These offer many attractive advantage compared to any commercially available hard materials [1-2]. Beside the powder forms, the sintered shapes find wide spread application in ballistic, biomedical application and component engineering. In principle the binary B-C system exist with a number of stable and metastable configurations [3]. Many classical and non classical processes have been considered [4 -12] for producing boron carbides. Among them the researchers have reported on existence of rhombohedral boron carbide with stoichiometry ratio (B/C) near to 4:1. The widely adopted carbothermal process requires rapid heating of all particle separately and individually up to temperature range 2473K to 2773K to achieve significant conversion of input material in 5 hours to 24 hours. In almost all carbothermal processes it is reported to have agglomerated carbon rich boron carbide with boron value up to 78.8%. As per the literature surveys, hardly any systematic investigation has been reported for existence of multiple phases in a single step solid state processing path. It is possible that selection or tailoring of properties for particular use can be made on basis of different stoichiometric phases of boron carbide [13]. The presence of boron rich boron carbide can compensate the boron loss during boron carbide based solid body formation processes and thus preserves or improves the functional requirement. ‘Vapor deposition’ and ‘boron doping’ processes are the well studied processing methods which have confirmed the ‘non stoichiometric existence of boron carbides’ [3, 14.15]. With reference to above facts the research article discusses the structure and analytical development of many phases of boron carbide formed in a ‘B₂O₃ - Mg - C’ micropyretic process with bulk boron to carbon ratio as 5.042:1[16].

1.1 Crystal structure and stoichiometry

In variety of boron based systems, the structure of low boron containing systems are determined by the metal lattices or semi metallic lattices. For boron-rich compounds, the
structures are determined by their boron atoms which form covalent boron-boron lattices [17]. In these systems the non-stoichiometry phenomenon arises from the existence of a broad free energy minimum in the free energy vs. composition diagram. This is facilitated either by the defects in boron chains or because of vacancies in the covalent lattices with a slight shift in lattice spacing [18-19]. The presence of these non-stoichiometric phases complicates the crystal structure elucidation. Different modifications of elementary boron and numerous compounds of it belonging to boron rich lattices exhibit a close similarity in their structures. The structure consisting of complicated three dimensional network of B12 or B11C (in case of B-C system) icosahedra or related aggregates of atoms as essential common structural elements. The structure of rhombohedral boron carbide is a modification of alpha-B12 structure [20-21]. In general the structure of B-C system is an arrangement of regular do-decahedrons at the nodes of a rhombohedral Bravais lattice (R-3M space group) as shown in Fig.1.

Fig. 1. Rhombohedral crystal structure of a stoichiometric boron carbide, B4C

The boron rich icosahedral structures reside at the vertices of a rhombohedron. Four sites are available for a total of 15 'B and C' atoms in the crystal structure. Thus the B and C atoms can interchange each other within both icosahedral and inter icosahedral atom chains. This constitutes the basis for the large homogeneity range for B-C system. Mostly the C-atoms are
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along the diagonal of the rhombohedron forming the inter-icosahedral chains in chain configuration. The widely studied three carbon atoms as in $\text{B}_{12}\text{C}_3$ along the intericosahedral chain can be substituted all or in parts by vacancies or several types of atoms, thus forming the boron rich and carbon rich end of the stoichiometry [22]. The case of tetragonal structural unit for boron carbides is little different. It consists of four boron icosahedra in a tetragonal arrangement with two carbon atom and the two remaining boron atoms occupying inter-icosahedral sites.

2. Experimental

A thermal explosion process mode was used to form boron carbide using stoichiometric amount of high pure boron oxide with excess carbon and magnesium considering $\text{B}_4\text{C}$ as the expected product [16]. The input material were mixed in a high energy planetary ball mill, cold compacted and heat treated in presence of positive non-oxidizing gas pressure. The chemically purified products were collected and characterized in as formed as well as in crushed condition. The characterization techniques like X-ray diffraction (Cu anode), X-ray fluorescence techniques along with scanning electron microscopy were used to establish the products. The XRD pattern for the multi phases was compared with a high pure boron carbide standard with $\text{B}/\text{C}$ ratio as 4:1. The diffraction patterns were recorded using Bragg - Brentano geometry at the room temperature over the angular range 8° to 90° in the step of 0.002° with 2 second as step time. A number of secondary experiments, graphical simulation and calculations were performed to confirm the presence of poly crystalline phases. These were carried out especially where the percentages of phases were less and when the pattern breaking was critical because of peak over laps, experimental, compositional, structural, machinery and algorithms limitations [23]. Lattice constants were calculated from the peak positions in the XRD profiles using peaks existing up to 50° of two theta values.

3. Result and discussion

The effect of an limited penetrable boundary material such as carbon, on the reaction dynamics of a double species (B-C) reaction process in the low exothermic B-O-Mg-C system with diffusive reactants were studied [24]. The SEM micrographs showing the as formed and as chemically purified powders have been presented in the Fig.2. The purity was more than 99.97% with boron to carbon ratio determined as 5.042 [16]. The observed x-ray diffraction pattern has been shown in Figure-3 with a comparative account with a standard obtained by thermally and chemically purifying a commercially available $\text{B}_4\text{C}$.As observed in the Fig.3 a number of new peaks were found compared to the $\text{B}_4\text{C}$ standard.

Phase detection and quantification: In case of XRD analysis of rhombohedral boron carbides the strong (021) Debye ring is ideally located in between 36.76° to 38.11° and the ring (104) from 34.07° to 35.28° of 2-theta values. The relative peak positions of boron carbides depend on the carbon contents [25].Beside this fact, the data analysis of a multi phase pattern is always a complicated process. It happens specially in presence of factors like peak overlaps, continuous back grounds, variation in fixing of peak parameters, fixed algorithm, absorption, porosity, axial divergence of beam, radiation types, alignment problems, disorders, crystallinity , sample preparation, grain size and its uniformity [22, 25]. Such a problem becomes critical when the structural variation are narrow as found in r-boron carbides. Considering the above discussed factors, during subsequent approaches and
by search-match comparison with JCPDS-ICDD data the determined phases were as $B_3C_2$, $B_6B_2C_2$, $B_{11.11}C_{4.45}$, $B_{12}C_3$, $B(T)$ and $B(Rh)$ with JCPDS cards numbers as 33-0225, 71-1107, 71-0363, 35-0798, 26-0232, 31-0206 and 78-1571 respectively. The phases were quantified in a semi quantitative manner using the combination of normalized RIR method [26], integrated intensities and mass absorption ratios. Through the semi-quantitative analysis give theoretically exact result, there are several source of as-discussed errors which prohibit an accurate result. However in any case the result is at least approximately correct [Philips electronic publication, Nov 2001]. Stepwise standard workouts were carried out to confirm the accuracy of the quantification [27].

Fig. 2. SEM micrograph of (a) as formed product (b) the chemically purified product

Fig. 3. XRD peak comparison of a carbothermal and the micropyretic BC product

In this study, the peak shapes were determined using individual intensity convolution and peak shape functions (mainly a set of Pseudo-Voigot functions). The intensity of boron rich
peaks were found to be weak in compared to carbon rich boron carbides which have also been confirmed by a work of Disbudak and Silvestre et al. [28]. A variation in peak positions as observed for various rhombohedral boron carbides are explained to be the substitution of a carbon atom by a boron atom in the inter or intra icosahedrons [19, 21, 22, 28]. The phase detection has also been confirmed by a multiphase simulation programme and the results have been represented by Fig. 4.

![Graph](image)

**Fig. 4.** Overlapped graph of experimental and simulated stick patterns

### 3.1 Structure estimation

![Graph](image)

**Fig. 5.** Selected range of the multiphase, ab-initio indexed pattern
The classical ways to obtain accurate unit cell parameters are full pattern decomposition and full profile based Rietveld refinement [29]. Since some of the parameter required for a Rietveld refinement are not known for the nonstoichiometric phases, the experimental pattern [8° to 90° range, 0.002° step size] was structurally analyzed by defining the ab initio indexing to the determined 2-theta peak positions within 8° to 50° range (Fig.5). In total 42 peaks were used to find best lattice parameter sets for the multi phase pattern. The results were summarized as in the table-1 and table-2 which predict the existence of both tetragonal and rhombohedral borons along with rhombohedral, tetragonal and orthorhombic phases for boron carbides.

Table 1. Observed experimental values with standard available values for the multiphase pattern

<table>
<thead>
<tr>
<th>Phases</th>
<th>Major20 (ideal)</th>
<th>Major20(Observed)</th>
<th>(hkl)</th>
<th>Obs. Intensity</th>
<th>Calculated Bscy</th>
<th>Mass absorption coefficient</th>
<th>Space Group</th>
<th>SemiQ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B\text{C}\text{B}_{12}</td>
<td>37.819°</td>
<td>37.747°</td>
<td>(021)</td>
<td>130.22</td>
<td>B\text{C}</td>
<td>3.580</td>
<td>R-3M</td>
<td>52.59</td>
</tr>
<tr>
<td>B\text{C}\text{B}_{17}</td>
<td>37.094°</td>
<td>37.677°</td>
<td>(021)</td>
<td>114.29</td>
<td>B\text{C}_{4}</td>
<td>3.410</td>
<td>R-3M</td>
<td>42.41</td>
</tr>
<tr>
<td>B\text{C}\text{B}_{41}</td>
<td>37.059°</td>
<td>37.135°</td>
<td>(311)</td>
<td>32.12</td>
<td>B\text{C}_{25}</td>
<td>3.165</td>
<td>P4 _222</td>
<td>02.20</td>
</tr>
<tr>
<td>B\text{C}_{10}</td>
<td>37.324°</td>
<td>37.352°</td>
<td>(021)</td>
<td>29.23</td>
<td>B\text{C}_{25}</td>
<td>3.320</td>
<td>R-3M</td>
<td>01.40</td>
</tr>
<tr>
<td>B\text{B}_{3}</td>
<td>22.206°</td>
<td>22.013°</td>
<td>(820)</td>
<td>58.49</td>
<td>B\text{C}_{4}</td>
<td>3.284</td>
<td>P222</td>
<td>00.80</td>
</tr>
<tr>
<td>B\text{B}_{17}</td>
<td>22.579°</td>
<td>22.550°</td>
<td>(221)</td>
<td>11.90</td>
<td>-</td>
<td>3.06</td>
<td>P4</td>
<td>rest</td>
</tr>
<tr>
<td>B\text{B}_{50}</td>
<td>21.802°</td>
<td>22.020°</td>
<td>(101)</td>
<td>29.54</td>
<td>-</td>
<td>3.06</td>
<td>R-3M</td>
<td>rest</td>
</tr>
</tbody>
</table>

3.2 Explanation to observed result

Most of the reported solid state processes [10,12,30] produce single phase boron carbide. The discussed experimentation process is initially a solid state process. With increase of temperature the (B\text{O}_{3}-\text{C-Mg}) system with high carbon acts like a 'colloidal system'. Local melting in the vicinity of the reacting species has an appreciable effect on the equilibrium interfacial concentrations and the diffusion co-efficient in contacting phases. The decrease in the exothermicity because of presence of low melting glassy B\text{O}_{3}, is adequately compensated by the external heating. The excess external heat sustained the reactive process to attain the adiabatic temperature and the colloidal condition assisted in suppression of initial reduction products like B\text{O}_{3} and thus the other sub oxides or gaseous species [31]. These along with the prevailing reaction conditions in the "high pressure changed environment" prevented the formation of Mg\text{C}_{2} or Mg\text{B}_{2}. As a result, the expected reactive interactions were achieved. The products were mostly B-C and Mg-O based compounds. Presence of carbon as buffer reduced the formation of Mg\text{O}_{2} , Mg\text{B}_{2}\text{O}_{5} with a self adjustment to CO activity in the closed furnace environment.
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Table 2. Crystal structure values as deduced from the indexed peaks in the multi-phase pattern

<table>
<thead>
<tr>
<th>Phases</th>
<th>(a_{\text{exp}}(\text{A}))</th>
<th>(b_{\text{exp}}(\text{B}))</th>
<th>(c_{\text{exp}}(\text{A}))</th>
<th>(a(\text{<code>)\, \beta(\text{</code>), \gamma(\text{`), \text{Synd.FOM}})</th>
<th>Sp.gr. sym.</th>
<th>(V_{\text{exp}}/(\text{V}_{\text{calc}}))</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B_4C)</td>
<td>5.616(2)</td>
<td>5.616(2)</td>
<td>12.129(8)</td>
<td>28.905</td>
<td>R-3M(166)</td>
<td>351.291</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_4C)</td>
<td>[5.600(5)]</td>
<td>[5.603(5)]</td>
<td>[12.086(2)]</td>
<td>[58]</td>
<td>R-3M(166)</td>
<td>[328.270]</td>
<td>1984, Exper.</td>
</tr>
<tr>
<td>(B_4C)</td>
<td>5.877(4)</td>
<td>5.877(4)</td>
<td>12.17(1)</td>
<td>12.1365</td>
<td>R-3M(166)</td>
<td>264.917</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_4C)</td>
<td>[5.633]</td>
<td>[5.633]</td>
<td>[12.164]</td>
<td>[103]</td>
<td>R-3M(166)</td>
<td>334.260</td>
<td>1980, Calcu.</td>
</tr>
<tr>
<td>(B_2B_4C_2)</td>
<td>8.770(7)</td>
<td>7.241(7)</td>
<td>6.1766</td>
<td>13</td>
<td>P4_1/mmm(134)</td>
<td>392.259</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_2B_4C_2)</td>
<td>[8.722]</td>
<td>[8.722]</td>
<td>[6.080]</td>
<td>[58]</td>
<td>R-3M(166)</td>
<td>356.456</td>
<td>1997, Calcu.</td>
</tr>
<tr>
<td>(B_{11}B_4C_{47})</td>
<td>5.211(4)</td>
<td>4.847</td>
<td>8.962(9)</td>
<td>23.000</td>
<td>R-3M(166)</td>
<td>211.009</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_{11}B_4C_{47})</td>
<td>[5.672]</td>
<td>[5.672]</td>
<td>[12.1428]</td>
<td>[58]</td>
<td>R-3M(166)</td>
<td>335.236</td>
<td>1997, Calcu.</td>
</tr>
<tr>
<td>(B_8C)</td>
<td>5.809</td>
<td>4.503(3)</td>
<td>4.109</td>
<td>14</td>
<td>222_1(17)</td>
<td>386.66</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_8C)</td>
<td>[5.959]</td>
<td>[17.655]</td>
<td>[5.994]</td>
<td>[58]</td>
<td>R-3M(166)</td>
<td>325.09</td>
<td>Single crystal</td>
</tr>
<tr>
<td>(B_{22})</td>
<td>9.443(9)</td>
<td>9.443(9)</td>
<td>8.327(7)</td>
<td>5.744</td>
<td>P4_1_76</td>
<td>749.954</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_{22})</td>
<td>[10.140]</td>
<td>[10.140]</td>
<td>[14.170]</td>
<td>[73]</td>
<td>P4_1_76</td>
<td>1455.03</td>
<td>Calculated.</td>
</tr>
<tr>
<td>(B_{28})</td>
<td>3.2776</td>
<td>3.2776</td>
<td>36.38</td>
<td>9.9937</td>
<td>R-3M(166)</td>
<td>356.896</td>
<td>Experimental</td>
</tr>
<tr>
<td>(B_{28})</td>
<td>[4.927(3)]</td>
<td>[4.927(3)]</td>
<td>[12.504(7)]</td>
<td>[118]</td>
<td>R-3M(166)</td>
<td>264.13</td>
<td>Calculated.</td>
</tr>
</tbody>
</table>

Notation: \(^{\text{e}}\)exp.(experimental finding) \(^{\text{e}}\)est.(established value from literatures) \(^{\text{FOM}}\) FOM (Figure of merit) \(^{\text{Calcu.}}\) Calculated

Considering the experimental results and the above analysis, a non-equilibrium mechanism is proposed. The global behavior of such a process depends on limiting factors like, the number of particles that interact locally in a single step and the dynamics of the reacting phases. Considering the report of combustion process achievements (maximum adiabatic temperature, combustion propagation rate, rate of heating, and thermal gradient) and the behavior of inputs, the phase formation in the process is proposed to have occurred in a non-isothermal condition with existence of normal diffusive to ballistic diffusive behaviors. The diffusion length, inter effect of particles growth were found to be less and the MgO growth is not determined to be higher [figure-2]. Considering the above discussions, ignoring the Langmuir adsorption and basing on Fick’s second law, a self-consistent equation is defined for the process as

\[
\frac{\partial \rho_\tau}{\partial t} = D_\tau \nabla^2 \rho_\tau - 2k \cdot \rho_\tau^2
\]

where \(k\) represents the slower kinetic term, \(D_\tau\) as diffusion constant at corresponding temperature, \(\rho_\tau\) is the average density of reacting phases and \(\frac{\partial \rho_\tau}{\partial t}\) is the rate of decay of reacting phases. Under present condition the product phase concentration is dependent more on the mean free path rather on ‘k’ or ‘\(D_\tau\)’. Since the spatial dimension of the process path is low i.e. two dimensional, at any time, reacting phases those are close to each other react at a faster rate compared to widely separated one. This explains the formation of ‘mix phases’ with the importance of process input homogeneity. The limit to achieve theoretical yield value is much dependent on ‘before process interaction homogeneity’. Thus the
The multiphase boron carbides formation can be explained in the following ways. Above 1400°C with relatively longer reaction time, the formation of $\beta$-rhombohedral boron or the tetragonal elementary boron is possible with a three dimensional net work of B12 clusters [32]. Among them $\beta$-rhombohedral boron is more stable but its survival as an elementary phase depends on the existing high temperature thermodynamics. The formation of both type borons as found in this study also supported by an earlier published work [32]. Concerning the formation of tetragonal boron, as per Gmelin et al carbon helps in stabilizing the tetragonal boron [33]. In this current high pressure experiment carbon was one of the excessive input. The diffusion of boron and carbon to one another crystal lattices are also possible. However the diffusion length is limited by the involved high temperature kinetics. Again reports of C.E. Lowell et al reveal the maximum solubility of B in C(gr) as 2.35 at% at 2350°C if interstitial formation is neglected [34]. Boron has a diffusivity of $2.028 \times 10^{11} \mu m^2/sec$ for others lattices at 1000°C. The phase formation results along with the predictions of mentioned literatures favour the formation of B-C lattice on carbon particle with diffusion of C into the developing B-lattice. Thus in boron rich boron carbides the primary bonding is B-B. The arrangement of boron structures depending on its relative activity in a compound can be summarized as in Fig.7.

Earlier the formation of tetragonal boron carbide with less than 10% C-content had been reported by CLJ Adkins and other [35]. As per them this occurs mostly under carbon depletion conditions compared to that exist for the rhombohedral form. The presence of the tetragonal boron, short processing time [Fig. 6], the time based consumption of carbon along with the high diffusion coefficient of boron indicate tetragonal boron carbide is a modification of tetragonal boron. And the conversion process is a consecutive process. The relative percentage of its formation is affected by the prevailing heating conditions in the furnace and the reactants homogeneity. According to Aselage et al. the thermodynamic instability of pure $\beta$-rhombohedral boron allows the formation low C-
rhombohedral boron carbide. This supports the experimental result of getting a range of rhombohedral boron carbidies and also may be an outcome of increased chemical potential of B or reduced chemical potential of C. The presences of larger unit cell of boron carbidies suggest the reduced carbon concentration. A comparative study of $\beta$-rhombohedral boron and boron carbide spectra with different C-concentration has been reported by Tallant et al. [37]. The main structural difference in-between them is the presence of a CBC linear chain in the boron carbidies [26,38,39]. Like boron, rhombohedral boron carbide also has a crystalline icosahedral appearance with B12 cluster as a part of its structure. Thus the above evidences and all results favour the formation of B-C system from elementary boron.

Fig. 7. Relative prediction of structural development in boron based system

4. Conclusion

Experimental data obtained during the investigation and subsequent analysis predict the existence of a range of boron carbidies and borons like $B_{13}C_2$, $B_{48}B_2C_2$, $B_{41.11}C_{4.45}$, $B_{12}C_3$, $B_8C$, $B(T)$ and B (Rh) in the single step solid state process. The other findings of the study are summarized as

1. Both 'rhomohedral and tetragonal' boron are formed as in-situ reactive products.
2. The nature and the stability of this in-situ boron decide the type of boron carbide thus formed. In other word, varying multiple heat waves as obtained in the micropyretic process and the prevailing reaction conditions like steady heat wave formation, vortex detachment or quenching (heat flow stability), coupling between the pressure wave and combustion assist the formation of the boron carbidies with varying crystallographic structures.
3. Absence of carbon rich boron carbide shows the diffusion of boron to carbon lattice is limited and even show at high temperatures.
4. Tetragonal boron carbide forms under carbon depletion condition with availability of tetragonal borons.
5. Thermodynamic and kinetic instability of pure rhombohedral borons leads to the formation of low carbon boron carbidies. The existence of a range of rhombohedral boron carbide is a outcome of either the increased chemical potential of r- boron or the decreased chemical potential of the carbon in the local chemical environment.
6. The foamy and less agglomerated crude products obtained from the reactive process indicate the existence of high reaction rate and low partial surface energy. And the reaction mechanics of the process enables the obtaining of both equilibrium and non-equilibrium boron based powders of high purity with a low micron size good particle dispersity.

7. Type and quantity of in situ boron controls the percentage and structure formation of boron carbides.
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1. Introduction

The subject of investigation in this work is oxygen isotope exchange (OIE) between oxides and oxygen-containing gases $^{18}$O$_2$ and $^{18}$O$_2$. OIE studies yield information about the rate of processes on the gas – solid interface and oxygen self-diffusion in oxides. In turn, the surface processes can involve some elementary stages, in particular, physical and chemical adsorption. Several types of diffusion processes can be observed also inside oxides, for example, volume and grain boundary diffusion. OIE investigations are of much practical interest, for example, in connection with the problems of catalytic oxidation of metals and development of materials for chemical and electrochemical devices (fuel cells, electrolyzers, sensors, hydrogen storage devices, devices for separation of gas and isotope mixtures, etc.).

Two experimental approaches to OIE examination are known. The pioneer approach was based on measurements of the isotope composition of a gas mixture interacting with oxide. In the alternative approach developed in the last decades, the isotope composition of the oxygen subsystem of oxides was measured, which was studied usually by secondary ion mass spectrometry (SIMS) and nuclear microanalysis (NRA). The present work is devoted to the examination of the isotope composition of solid-state samples. The overwhelming majority of studies by means of this approach were performed on bulk samples. A distinguishing feature of this work is its orientation toward isotope exchange examination in nanoscale oxides. As will be shown below, this results in novel or supplementary data on the surface reaction rates during isotope exchange and the rates of diffusion processes in oxides. Moreover, the investigations into oxygen isotope exchange in oxide nanomaterials are of great practical importance. It is not improbable that the use of nanomaterials may lead to favorable changes in the functional properties of oxides when it is necessary to increase the quantity of absorbed gas or to increase rates of gas absorption or extraction etc.

2. Investigations on bulk samples

Most often, OIE studies on bulk samples involve isothermal annealing of samples in oxygen (or other oxygen-containing gas) enriched with $^{18}$O isotope and measurement of
concentration profiles (depth distribution) of $^{18}$O tracers in the sample. In case of bulk diffusion described by one value of oxygen self-diffusion coefficient $D$, the concentration profile $C(x,t)$ is described by the expression (Ruiz & Kilner, 1997)

$$C(x,t) - C_c = C_s^{\text{max}} \left[ \text{erfc}(Z) - \exp\left( Hx + H^2Dt \right) \text{erfc}\left( \frac{Z + Hx}{2Z} \right) \right], \quad Z = \frac{x}{2\sqrt{Dt}},$$

(1)

where $H$ is a parameter characterizing the surface energy barrier; $C_s^{\text{max}}$ is the maximal permissible concentration of $^{18}$O atoms on the surface of a sample; $t$ is the diffusion annealing time; $C_c$ is the concentration of $^{18}$O in a sample prior to annealing. According to (Ruiz & Kilner, 1997), the parameter $H$ in expression (1) is connected with the parameter $k$ characterizing the surface reaction rate during isotope exchange by the relation

$$k = HD.$$  

(2)

It is seen from expressions (1)-(2) that OIE studies on bulk samples provide measurements both of diffusion coefficients $D$ and surface reaction rates $k$.

Fig. 1. Temperature dependence of concentration $C$ and derivative $\partial C/\partial T$ during step-wise isochronous annealing of YBa$_2$Cu$_3$O$_{7-\delta}$ (Vykhodets et al., 1994). The concentration is given in percents of the number of positions in the oxygen sublattice of the oxide.

For strongly anisotropic diffusion systems (HTSC oxides and other oxides with complicated crystal structure and chemical composition), a different route of OIE experiments can be chosen. In some works, step-wise isochronous annealing of samples was carried out in oxygen enriched with $^{18}$O isotopes. The isochronous annealing conditions can be selected such that the systems with strong anisotropy of oxygen diffusion coefficients can exhibit a
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site-plane effect. It consists in successive substitution of $^{18}$O atoms for crystallographic oxygen planes or positions occupied by $^{16}$O atoms before annealing. By way of example, Fig. 1 demonstrates the isochronous-annealing curve $C(T)$ and its derivative $\partial C/\partial T$ characterizing the variation in $^{18}$O isotope concentration $C$ in YBa$_2$Cu$_3$O$_{7-\delta}$ samples as a function of experiment temperature $T$ (Vykhodets et al., 1994). The results displayed in Fig. 1 show that there are several types of energetically non-equivalent sites for oxygen atoms in the oxide lattice. The data on the site-plane effect make it possible to obtain information about the fraction of each type of sites in the oxygen subsystem of the oxide, to estimate the activation energy and the frequency factor for oxygen atom transition from one site to another, as well as to examine the effect of phase transformations in oxides on the distribution of oxygen atoms in the lattice sites, etc.

3. Investigations on nanocrystalline powders

The concentration profiles of $^{18}$O atoms in a nanoparticle can not be determined experimentally since neither SIMS nor NRA methods ensure the locality of measurements commensurable with the size of nanopowder particles. Therefore, in our OIE studies on nanopowders we measured the average concentration of $^{18}$O atoms in a large assembly of powder particles (Gizhevskii et al., 2008); the same assembly was annealed in oxygen enriched with $^{18}$O isotopes. In view of the destructive character of SIMS measurements, this technique can scarcely be used to determine the average oxygen isotope concentration in powders. Here, the NRA method, which permits measurement of $^{18}$O and $^{16}$O atom concentration in the depth to several microns without sample failure, is certainly advantageous. At first, we shall consider the isotope exchange model, in which only oxygen ions from the external atomic layer of the oxide particle participate. Let only $^{18}$O$_2$ molecules be present in the gaseous phase, while the oxide particle contains no $^{18}$O atoms at all in the start time. In that case, the differential equation for isotope exchange has the form

$$\frac{dN_{18}}{dt} = N_{16} \Gamma,$$

where $dN_{18}$ is the number of $^{18}$O atoms that entered into the oxide during time $dt$; $N_{16}$ is the number of $^{16}$O atoms located in the instant time $t$ on the surface of the oxide atomic layer; $\Gamma$ is the frequency, with which $^{16}$O atom in the oxide surface atomic layer is replaced by $^{18}$O atom. Generally, this parameter is a function of the annealing temperature and the pressure in the gaseous phase. During isotope exchange, when neither oxidation nor reduction of the oxide take place, for the numbers of atoms $^{16}$O and $^{18}$O the relation $N_{16} + N_{18} = \text{const}$ is fulfilled. Then equation (3) for spherical particles is solved as

$$C(t) = C_0 \frac{3\Delta}{r} \left(1 - \exp(-\Gamma t)\right),$$

where $C(t)$ is the average concentration of $^{18}$O atoms in the oxide; $\Delta$ is the monolayer thickness in the oxide; $r$ is the particle radius; $C_0$ is the atomic concentration of oxygen in the oxide. For arbitrarily shaped particles it is easy to obtain an analogous “relaxation”-type dependence.
where $S$ is the powder specific surface determined usually with the BET technique and $\rho$ is the oxide density. Frequency $\Gamma$ measured in OIE experiments on oxide powders is an analogue of the parameter $k$ in formula (2). Based on the results (Vykhodets et al., 2000), it is possible to establish a correlation between $\Gamma$ and $k$

$$k = l \Gamma,$$  

(6)

where $l$ is an atomic jump distance.

For spherically shaped particles it is easy to obtain

$$C(t) = C_0 \left[ \frac{3\Delta}{r} \right] \left[ \frac{6}{\pi^2} \sum_{i=1}^{\infty} \frac{1}{s^2} \exp \left( -\left( \frac{s\pi}{r} \right)^2 D t \right) \right] + C_0 \frac{3\Delta}{r} .$$  

(7)

Finally, the OIE model version providing for simultaneous implementation of the relaxation and diffusion mechanisms (Gizhevskii et al., 2008) was considered. In this case, the $C(t)$ dependence is found by numerical calculations.

Expressions for relaxation-type isotope exchange analogous with (4)-(5) will be valid not only at very slow oxygen diffusion in oxide, when a typical diffusion length is $(Dt)^{1/2} < d$ ($d$ is the oxide particle size). It can be shown (Fishman et al., 2009) that they are correct also at very fast diffusion when $(Dt)^{1/2} \approx d$. In that case, all oxygen ions of the oxide particle take part in isotope exchange, and the concentration of $^{18}$O atoms becomes similar in the bulk of the particle more quickly than it grows on the boundary with the gaseous phase. Here we have

$$C(t) = C_0 \left[ 1 - \exp \left\{ -(3\Delta / r) \Gamma t \right\} \right]$$  

(8)

or

$$C(t) = C_0 \left[ 1 - \exp \left\{ -(S\rho\Delta) \Gamma t \right\} \right] .$$  

(9)

From the aforesaid it is seen that the examination of isotope exchange on nanopowders may give data on their dimensional characteristics. Otherwise, the information received from isotope exchange studies on powders and bulk samples is in many respects analogous. This concerns both the diffusion characteristics of oxide materials and the processes on the surface of oxides.

OIE studies on nanopowders attract particular interest since they permit measuring low $D$ values. Analysis of expression (7) shows that diffusion coefficients of oxygen tracers as small as $10^{-23} - 10^{-24}$ m$^2$/s or ever lower can be measured in such studies. This level of measurements is due to the small size of the powder nanoparticles, and is not typical of OIE investigations on bulk samples.

Expressions (4),(7),(8) are written for spherically shaped particles with a single value of the particle radius $r$. Certainly, for real powders, dimension distribution of powder particles...
should be taken in account (Fishman et al, 2009). Corresponding relaxation-type
dependences for an assembly of different-size particles can be easily obtained. For example,
for \((Dt)^{1/2} \ll d\) we have

\[
C(t) = C_0 \left( 1 - \exp \left( \frac{-\Gamma t}{3} \right) \right) \sum_i r_i^3 / \sum_i r_i^3 . \tag{10}
\]

and for \((Dt)^{1/2} \gg d\)

\[
C(t) = C_0 \sum_i r_i^3 \left[ 1 - \exp \left( \frac{-\Gamma t}{3r_i} \right) \right] / \sum_i r_i^3 . \tag{11}
\]

The expediency and informativity of experimental studies of isotope exchange on
nanopowders is not a trivial problem. First, there may be an unacceptable diversity of
annealing conditions for individual particles contained in the powder assembly.
Agglomeration of powders aggravates the situation. Second, analysis of expressions (10)-(11)
shows that the presence in a nanopowder of large, for example, micron-size particles
will result in a very strong decrease in the \(^{18}\text{O}\) concentration as compared with that for a
powder containing no large particles. Even with a small part of large particles, isotope
exchange experiments may turn out senseless since the experimental data on \(C(t)\) will
characterize to a greater extent the isotope exchange on large particles rather than the
assembly of particles. Virtually, this means that the considered technique will be
effective only for nanopowders with a narrow size distribution function of powder
particles.

Taking into consideration the above observations, in this work we devote much attention to
the optimization of the technique for experimental studies on nanopowders, in particular,
we examine powders obtained by different technologies and analyze the quantitative
correspondence between the theoretical and experimental \(C(t)\) values.

4. Oxygen isotope exchange with oxide powders

In this work we present OIE data for oxide nanopowders produced by mechanoactivation
(grinding), laser sputtering of a ceramic target, and electrical explosion of wire. In some
cases, comparative studies on micropowders were also performed. These technologies are
characterized by the following features. The powders obtained by laser sputtering of a
ceramic target or by electrical explosion of wire are traditional nanopowders with particles
ranging within the nanoscale interval. For the nanopowders produced by grinding, the term
nanopowder is not conventional. The size of their particles is usually within the micron range.
At the same time, such powders have also nanoscale characteristics: the average size of X-
ray coherent scattering domains is often of the order of 10 nm.

4.1 Oxygen isotope exchange with oxide powders \(\text{LaMnO}_{3+\delta}\)

The oxide \(\text{LaMnO}_{3+\delta}\) is a convenient model object for optimization of the OIE technique
(Gizhevskii et al, 2008) on nanopowders. In practice, there often occurs uncontrolled doping
and diffusion characteristics of oxides are known to be extremely sensitive to the presents of
impurities. Naturally, such materials are difficult to be analyzed. At the same time,
nonisovalent doping of the cationic sublattice of \(\text{LaMnO}_{3+\delta}\) does not lead to the formation of
structural vacancies in the oxygen sublattice and oxygen volume diffusion coefficients
change only slightly in this oxide (Fishman et al., 2003). Probably, this effect is connected to variable valence of manganese ions (Mn$^{2+}$, Mn$^{3+}$, Mn$^{4+}$).

The micropowder LaMnO$_{3+\delta}$ was synthesized by the standard ceramic technology from oxides La$_2$O$_3$ and Mn$_3$O$_4$. A single-phase manganite powder with the orthorhombic crystal lattice and the particle size of about several microns was obtained. A Fritsch planetary ball monomill was used to produce a nanostructured material from the initial powder. The grinding was in air in ethyl alcohol. Zirconium dioxide grinding balls and cups were used. The time of grinding was 13 h. According to X-ray diffraction results, the ground powder had an orthorhombic modification with the average coherent scattering domains of about 15 nm.

Isothermal annealings of nano- and micropowders were carried out in oxygen enriched by 80% with $^{18}$O isotope. Oxygen pressure was 0.26 atm. The change in the isotope composition of the gaseous atmosphere during annealing was negligible. Previously, stabilization annealings of the powders had been performed in air at the same temperatures as in oxygen containing tracer atoms. Their duration was approximately the same as the maximal time of annealing in $^{18}$O$_2$. The annealings were carried out in a quartz tube. The temperature of samples was measured with a chromel-alumel thermocouple with an accuracy of 2°C.

The concentration of $^{18}$O in the samples was determined with NRA using a 2 MV Van de Graaff accelerator (reaction $^{18}$O(p, $\alpha$)$^{15}$N), the incident beam energy being 762 keV. The sample plane surface was mounted perpendicular to the incident beam axis. The acceptance angle of the nuclear reaction products was 160°. The energy spectra of the reaction products were registered with a silicon surface barrier detector of 10 mm in diameter. The diameter of the primary proton beam was from 1 to 2 mm. The number of incident beam particles reaching the sample was measured with an accuracy of ~1% using a secondary monitor. For control by means of reaction $^{16}$O(d, p)$^{17}$O when the incident beam particle energy is 900 keV, the content of $^{16}$O isotopes in samples was measured. The total oxygen concentration in all the samples was the same to within several percents.

The concentration of $^{18}$O and $^{16}$O isotopes was measured immediately on powders. For this purpose, the powder particles were pressed into a plate of indium. As a result, a layer containing only particles of oxide with thickness large than 2 µm was formed on the plate of indium. Nondestructive analysis by means of the NRA technique was performed to the depth of about 2 µm. In the test experiments the spectra of reaction products $^{16}$O(d, p)$^{17}$O and $^{18}$O(p, $\alpha$)$^{15}$N for a bulk oxide and for powders, which were not annealed in the atmosphere of tracer atoms, did not differ within experimental error. The concentration profiles were calculated using the stopping power data for the examined samples (Vykhodets et al., 1987).

Experimental and calculated $C(t)$ dependences for the ground powder LaMnO$_{3+\delta}$ are given in Fig. 2. In our model calculations we considered several OIE scenarios for systems with low oxygen volume diffusion coefficients. In particular, the experimental data were processed using relaxation (4) and diffusion (7) expressions, as well as different powder particle size distribution functions. We also considered models for simultaneous realization of relaxation and diffusion mechanisms. For numerical calculations, corrections were introduced to expressions (4) and (7), which are due to the experimental conditions: presence of $^{18}$O atoms in powders before annealing and value of gas enrichment with $^{18}$O atoms. A similar correction of theoretical expressions for $C(t)$ was made while processing the experimental data for other oxides.
Fig. 2. $C(t)$ dependences for ground powder LaMnO$_{3+δ}$ (Gizhevskii et al, 2008): 1 – 560°C; 2 – 500°C; 3 – 400°C; 4 – 300°C. Dots – experimental data; lines – calculation in the model for simultaneous realization of relaxation and diffusion mechanisms. Calculated curve parameters: 560°C - $\Gamma = 5.17 \times 10^{-3}$ s$^{-1}$, $D = 1.35 \times 10^{-23}$ m$^2$/s; 500°C - $\Gamma = 1.70 \times 10^{-3}$ s$^{-1}$, $D = 3.55 \times 10^{-24}$ m$^2$/s; 400°C - $\Gamma = 3.07 \times 10^{-4}$ s$^{-1}$; 300°C - $\Gamma = 1.93 \times 10^{-5}$ s$^{-1}$. At 400 and 300°C, the diffusion contribution to the calculated dependences was negligibly small. In the calculations, $r = 7.5$ nm and $\Delta = 0.5$ nm were assumed.

It turned out that the experimental dependences $C(t)$ are not described in terms of diffusion theoretical models assuming no surface energy barrier during isotope exchange. In relaxation models, satisfactory fit with experimental data was shown only for low temperatures (300 and 400°C). For elevated temperatures (500 and 560°C), the best fit with experimental data was achieved in the model for simultaneous relaxation and diffusion. The caption to Fig. 2 contains the values of isotope exchange frequencies $\Gamma$ and oxygen volume diffusion coefficients $D$, which provide satisfactory fit with experimental dependences $C(t)$. The temperature dependence of frequency $\Gamma$ (see Fig. 7) can be described with the Arrhenius expression for the frequency factor $\Gamma_0 = (0.97 \pm 0.07) \times 10^3$ s$^{-1}$ and the activation energy $E = (0.88\pm0.07)$ eV.

The results presented in Fig. 2 showed that the technique for OIE examination on oxide nanopowders proposed in work (Gizhevskii et al, 2008) is consistent. It furnishes information about nanopowder dimensional characteristics, reaction rates on the oxide particles surface during isotope exchange, and oxygen volume diffusion coefficients in oxides. The reliability of the technique is supported by the following facts. The best possible
fit with the experimental dependences $C(t)$ was provided by the nanoparticle radius $r = 7.5$ nm, which is close to the experimentally determined average radius of the X-ray coherent scattering domain for the examined powder (6.5 nm). Thus, the main dimensional parameter of the powder responsible for the isotope exchange rate became apparent, namely, the size of the X-ray coherent scattering domains. The difference between 6.5 and 7.5 nm is not fundamental since the notion of the monolayer thickness is not strictly defined; in fact, it is a parameter of theory. The value $\Delta = 0.5$ nm was assumed by the authors merely by tradition. For example, in the grain boundary diffusion studies, exactly this value was postulated for the grain boundary width. The oxygen volume diffusion coefficients (see caption to Fig. 2) obtained from $C(t)$ dependences processing also proved to be quite reasonable. For strontium-doped LaMnO$_3$-based perovskites, experimental oxygen volume diffusion coefficients are available in the literature for higher temperatures (Carter et al. 1992; De Souza et al. 2000; Fishman et al., 2003; Routbort et al., 1997). Strontium was not found to have any profound effect on the volume diffusion coefficients of tracer oxygen atoms (Fishman et al., 2003). Extrapolated diffusion coefficient values ranged from $1 \cdot 10^{-24}$ to $6 \cdot 10^{-24}$ m$^2$/s (for 500°C) and from $1.6 \cdot 10^{-22}$ to $3.2 \cdot 10^{-23}$ m$^2$/s (for 560°C) (see Fig.5). The values obtained in this work (see Fig. 5 and caption to Fig. 2) are within the above-mentioned intervals.

From Fig. 2 it is seen that the calculated and experimental dependences $C(t)$ agree to a high accuracy. This finding is important in two respects. First, it reveals that the size distribution function of powder particle was rather narrow when the grinding technology was used. Second, it shows that the differences in annealing conditions in $^{18}$O$_2$ for individual particles contained in the powder assembly were insignificant. Therefore, the same technology was applied in experiments with other powders.

From general considerations it was obvious that the value of frequency $\Gamma$ should depend on the oxide type and the kind of oxygen-containing molecules in the gaseous phase. For the theoretical parameter $\Delta$, the presence or absence of such dependence is not trivial. Therefore, we compared OIE kinetics for LaMnO$_{3+\delta}$ nanopowders annealed in $^{18}$O$_2$ and C$^{18}$O$_2$. The degree of carbon dioxide enrichment with $^{18}$O isotopes was 90%; the pressures of oxygen and carbon dioxide during annealing were similar. The $C(t)$ data for 400°C obtained during annealing in C$^{18}$O$_2$ were satisfactorily described by expression (4), while the concentrations of $^{18}$O isotopes in the powder were from 1.5 to 2 times higher than those in oxygen. It was also found that the values of $\Gamma$ and $\Delta$ increased when $^{18}$O$_2$ was replaced by C$^{18}$O$_2$. The corresponding values were $3.07 \cdot 10^{-4}$ and $6.4 \cdot 10^{-4}$ s$^{-1}$ for $\Gamma$ and 0.5 and 0.66 nm for $\Delta$. The question why the surface layer thickness $\Delta$ varies when the kind of the oxygen-containing molecule of the gaseous phase is changed calls for further research.

Figure 3 demonstrates experimental $C(t)$ dependences for LaMnO$_{3+\delta}$ micropowder. They do not differ qualitatively from those for the nanopowder (Fig. 2) and can be also used to receive the information about surface reaction rates and oxygen diffusion coefficients in oxide. It is seen from comparison of the data in Figs. 2 and 3 that the dimensional factor showed up very vividly: the concentrations of $^{18}$O isotopes in the micropowder were tens times lower. Evidently, the $C(t)$ dependences for nanopowders are more convenient for theoretical analysis than the data for micropowders. In case of nanopowders, a better accuracy of analysis results is achieved. Besides, for microparticles, the particle spherical shape approximation and, consequently, the self-diffusion equation may turn out unsatisfactory.
4.2 Oxygen isotope exchange with $\alpha$-Mn$_2$O$_3$ oxide powders

Manganese oxides are technically important and scientifically interesting materials. However, for these species, as far as we know, there is no information about OIE, oxygen diffusion coefficients, and surface reaction rates in the interaction with gaseous oxygen. Therefore, in this work we carried out appropriate studies on $\alpha$-Mn$_2$O$_3$ oxide powders produced by mechanoactivation.

A planetary mill AGO-2 was used to prepare Mn$_2$O$_3$ powders. Nanoscale domains were formed for a much shorter period of time than in the FRITSCH monomill: the grinding time for the examined samples was 60 s. The average particle size during grinding decreased insignificantly: from 1026 to 344 nm. The corresponding data were obtained by method of dynamic light scattering using a laser analyzer. X-ray diffraction studies showed that the phase composition of the ground powder remained unchanged upon heating in air to 950°C. The difference between LaMnO$_{3+\delta}$ and $\alpha$-Mn$_2$O$_3$ powders produced by mechanoactivation consisted in a pronounced enhancement of the average size of domains with an increase in temperature. In the temperature range from 300 to 700°C the radius varied from 16 to 35 nm (Petrova et al., 2010). We used these data as reference points in analysis of OIE results. At the same time, it was taken into account that sizes of coherent scattering domains during OIE investigations could differ from those established in work (Petrova et al., 2010) owing to different temperatures and duration of heating.
Fig. 4. C(t) dependences for ground powder α-Mn₂O₃: 1, 2, 3, 4, 5, and 6 – results for 700, 550, 500, 400, 350, and 300°C, respectively. Dots – experimental data. Lines – calculation with expression (7) for curves 1, 2, and 3; with expression (4) for curve 6; and in the model for simultaneous relaxation and diffusion for curves 4 and 5. Calculated curve parameters: $D = 0.5 \cdot 10^{-19}, 0.7 \cdot 10^{-20}, 1.7 \cdot 10^{-21}, 1.5 \cdot 10^{-22},$ and $1.5 \cdot 10^{-23}$ m²/s for 700, 550, 500, 400, and 350°C, respectively; $\Gamma = 0.9 \cdot 10^{-3}, 5.0 \cdot 10^{-4},$ and $1.8 \cdot 10^{-4}$ for 400, 350, and 300°C, respectively; nanoparticle radii $r = 34, 30, 27, 26, 25,$ and $24$ nm for 700, 550, 500, 400, 350, and 300°C, respectively. ∆ = 0.5 nm was assumed in the calculations.

Experimental and calculated C(t) dependences for the ground powder α-Mn₂O₃ are depicted in Fig. 4. On the whole, the isotope exchange features for LaMnO₃⁺δ and α-Mn₂O₃ powders prepared by grinding were analogous. This showed up first of all in the fact that the dimensional parameter of the powder responsible for the isotope exchange rate was the X-ray coherent scattering domain radius. However, the OIE parameters for these oxide powders differed drastically. So, at similar temperatures the frequencies $\Gamma$ (see captions to Figs. 2 and 4) for α-Mn₂O₃ were three to ten times higher than for LaMnO₃⁺δ. Even more dramatic differences were observed for the oxygen volume diffusion coefficients $D$ (see Fig. 5). The data on oxygen diffusion coefficients in manganese oxides were obtained for the first time and can be commented in the following way. The measurement error shown in Fig. 5 was ~50%; it was due mainly to the uncertainty in the powder nanoparticle size in our experiments. We believe that the diffusion coefficient measurement error can be reduced several times if the nanoparticle radius is determined upon each isothermal annealing in gaseous oxygen. Thus, the technique employed can probably provide precision measurements of low values of oxygen volume diffusion in oxides. Of importance is the
following finding. The least typical diffusion length \((Dt)^{1/2}\) in our experiments was about 0.1 nm. This level of measurements can hardly be achieved with other techniques based on concentration profile measurements of light element atoms in solids. Based on the obtained results, we suppose that the use of oxide nanopowders in diffusion experiments will allow one to make a qualitative leap in oxygen diffusion coefficient measurements in oxides.

![Graph showing temperature dependence of volume diffusion coefficients](image)

**Fig. 5.** Temperature dependence of volume diffusion coefficients \(D\) in \(\alpha\)-Mn\(_2\)O\(_3\) (circles) and LaMnO\(_3\)\(_{0.5}\) (squares)

The oxygen diffusion activation energy in \(\alpha\)-Mn\(_2\)O\(_3\) was \((1.20 \pm 0.08)\) eV. For oxygen diffusion in oxides, this value is typical of oxygen ion migration energy. When oxygen diffusion was due to structural vacancies in the oxygen sublattice of the oxide, approximately the same value was observed also for the volume oxygen diffusion activation energy. For example, in yttrium-stabilized cubic zirconium oxides, oxygen diffusion activation energies were found (Solmon et al., 1995; Brossmann et al., 2004) to be 1.23 and 1.11 eV, respectively. The pre-exponential factor in the temperature versus diffusion coefficient dependence for \(\alpha\)-Mn\(_2\)O\(_3\) turned out to be very low, namely, \(D_0 \approx 10^{-13} \text{ m}^2/\text{s}\). On the basis of this result, the structural oxygen vacancy concentration \(c_v\) in the examined manganese oxide can be estimated (Shewmon, 1989) as \(c_v \approx D_0/a^2v \approx 10^{-6}\) (\(a\) – oxide crystal lattice parameter, \(v\) – oxygen ion vibration frequency in the lattice).

In the temperature range 350 – 700°C in \(\alpha\)-Mn\(_2\)O\(_3\) oxide containing no structural vacancies in the oxygen sublattice, the oxygen diffusion coefficients will be evidently much smaller than those established by the authors, since in oxides without structural vacancies the diffusion activation energy is approximately equal to the sum of migration energy and vacancy formation energy. We don’t know any literature data on oxygen vacancy formation energies in manganese oxides.
4.3 Oxygen isotope exchange with cubic zirconium oxide powders

In this section, as distinct from 4.1 and 4.2, we shall consider OIE for gaseous oxygen with an oxide characterized by very fast oxygen volume diffusion coefficients. The condition \((Dt)^{1/2} \gg d\) (\(d\) is the particle linear size) corresponding to such species is fulfilled for many oxides containing structural vacancies in the oxygen sublattice.

OIE studies (Fishman et al., 2009) were performed on yttrium-stabilized cubic zirconium oxide YSZ containing 9 mol. % of \(\text{Y}_2\text{O}_3\). It can be shown that the condition \((Dt)^{1/2} \gg d\) at the minimal isothermal annealing experiment time \(t \approx 10^3\) s is met not only for nano-, but also for micropowders of this oxide in a wide range of experimental conditions. For example, at 500°C the oxygen diffusion coefficient value is \(5.9 \times 10^{-13}\) m\(^2\)/s (Solmon et al., 1995) and the typical diffusion length \((Dt)^{1/2}\) is 24 µm. Since at \((Dt)^{1/2} \gg d\) all oxygen ions of the oxide particle take part in isotope exchange, the concentrations of \(^{18}\text{O}\) isotopes in the YSZ oxide upon annealing were higher than for \(\text{LaMnO}_3\)\(^{\delta+}\). This allowed us to carry out high-accuracy OIE studies on YSZ oxide powders.

YSZ micropowder was produced by coprecipitation of components. For better particle size homogeneity, it was calcined at 1100°C in air for 3 h. The powder specific surface was 2.15 and 0.64 m\(^2\)/g before and after calcination, respectively. Figure 6 displays the experimental and calculated with eq. (9) \(C(t)\) dependences for YSZ micropowder. In the calculations we postulated that \(\Delta = 0.5\) nm, as in the case of \(\text{LaMnO}_3\)\(^{\delta+}\). The experimental and theoretical \(C(t)\) dependences are seen to be in reasonable agreement.

![Graph showing C(t) dependences for calcined YSZ micropowder. Dots - experiment. Curves - calculation with equation (9). 1, 2, 3, 4, 5 - results at 800, 700, 600, 500, and 450°C, respectively.](image-url)
The temperature versus frequency $\Gamma$ dependence is presented in Fig. 7. The frequency factor $\Gamma_0 = 0.84 \times 10^3 \text{ s}^{-1}$ and the activation energy $E = 0.79 \text{ eV}$ correspond to this dependence $\Gamma(T)$. The mean-square error in their determination was 60 and 4%, respectively. These results for the YSZ powder can be compared with the literature data (Manning et al., 1997) obtained in concentration profile measurements for $^{18}$O tracer atoms in bulk samples (see eqs. (1)-(2)). These data are also given in Fig. 7 (triangles). In study (Manning et al., 1997), the surface reaction rate was described using the parameter $k$. $\Gamma$ was calculated on the basis of $k$ values with eq. (6) at $l = 2 \times 10^{-10} \text{ m}$. The good agreement of $\Gamma$ data for the micropowder and the bulk sample of YSZ is indicative of the reliability of the results obtained in works (Fishman et al. 2009; Manning et al., 1997).

![Fig. 7. Temperature dependence of exchange frequency $\Gamma$ for LaMnO$_{3+\delta}$ nanopowder (line 1), YSZ micropowder (line 2), and nanoboundaries of LaMnO$_{3+\delta}$ (line 3). Triangles – data of work (Manning et al., 1997) for a bulk YSZ sample](image)

Attention is drawn to the very low values of the frequency factor $\Gamma_0$ in the temperature versus $\Gamma$ dependence, which are about $10^3 \text{ s}^{-1}$ for LaMnO$_{3+\delta}$ and YSZ oxides. Almost the same frequency factor values were obtained also for bulk samples of other oxides: La$_{0.8}$Sr$_{0.2}$MnO$_{3+\delta}$ (De Souza et al., 1999), La$_{0.9}$Sr$_{0.1}$Mn$_{1.3}$Co$_{0.7}$O$_{3+\delta}$ (De Souza & Kilner, 1998), La$_{1-x}$Sr$_x$YMnO$_{3+\delta}$ (Ruiz-Trejo & Kilner, 1997). These values are by several orders of magnitude smaller than other frequencies characterizing the examined systems. So, the vibration frequency of light atoms in solids is $\geq 10^{12} \text{ s}^{-1}$, whereas the frequency of gaseous molecule collisions with solid particle atoms during isotope exchange is about $10^9 \text{ s}^{-1}$. Such a considerable discrepancy in the characteristic frequency values points to a very low concentration of active centers on the surface of oxides participating in isotope exchange.
Their identification is of current importance. Moreover, such discrepancies in the characteristic frequency values may be due to the existence of several isotope exchange mechanisms, instead of only one mechanism of dissociation adsorption - desorption (Odzaki, 1979).

The YSZ nanopowder containing 9.5 mol. % Y₂O₃ was produced by laser sputtering of a ceramic target (Ivanov et al., 2006). It was subjected to sedimentation in isopropyl alcohol to remove particles with diameter of 200 nm or larger from the powder. The specific surface of the nanopowder was (58.6 ± 0.4) m²/g. Upon annealings at 500°C, it decreased to (53.3 ± 0.8) m²/g, which is likely to be connected with agglomeration of smaller particles.

The experimental and calculated \( C(t) \) dependences for the YSZ nanopowder are exhibited in Fig. 8 (Fishman et al., 2009). Comparing the experimental data in Figs. 6 and 8 we see that the nanopowder is characterized by higher \(^{18}\text{O}\) isotope concentrations, which were also observed for other oxides. The calculated curve 2 in Fig. 8 was plotted with expression (11). In the calculations we used powder particle size distribution established by transmission electron microscopy (Ivanov et al., 2006); it was narrow with the width of about 13 nm and had a maximum at the particle diameter of 11 nm. It was also assumed that the isotope exchange frequencies \( \Gamma \) are not different for nano- and micropowders. From Fig. 8 it is seen that the calculated (curve 2) and experimental \( C(t) \) dependences do not agree with each other. At the same time, the powder specific surface calculated with the above nanopowder particle size distribution (58.1 m²/g) practically coincided with its experimental value (58.6 m²/g). The agreement between theoretical and experimental \( C(t) \) results was not improved when possible changes in the frequency \( \Gamma \) in going from micro- to nanopowder were taken into account. The experimental \( C(t) \) dependence was not at all described by theoretical expressions supposing a narrow powder particle size distribution.

It was suggested on the basis of these results that the discrepancy in the calculated and experimental \( C(t) \) data is due to the existence of large particles in the nanopowder, which were not presented in the size distribution function of powder particles obtained with transmission electron microscopy. The corresponding calculation had an evaluating character, where all large particles were postulated to have a spherical shape and similar size. The calculations showed that a satisfactory fit between calculated and experimental \( C(t) \) dependences can be achieved within this model. Figure 8 (curve 1) demonstrates one of the model versions postulating the presence of particles with radius 130 nm in the nanopowder. Their part in the total number of particles was estimated to be 0.0003. A similar satisfactory agreement between calculated and experimental \( C(t) \) data was achieved for large particle radii ranging from 100 to 130 nm. However, this interpretation of the experimental \( C(t) \) data was in conflict with the specific surface experimental data. It was calculated that the nanopowder containing particles with a 130 nm radius would have the specific surface 20.4 m²/g if the part of large particles is 0.0003 (the experimental value being 53.3 m²/g).

The problems of interpretation of experimental data on specific surface for nanopowders produced by laser sputtering of a ceramic target were also known earlier. They manifested themselves in the following result: the specific surface of sedimentated and non-sedimentated powders were virtually the same according to numerous studies. For example, in work (Kotov et. al., 2004) the specific surface of sedimentated and non-sedimentated \( \text{Ce}_0.76\text{Gd}_{0.22}\text{O}_{2.8} \) nanopowder was found to be 57 and 56 m²/g, respectively, though the non-sedimentated powder contained to 8 mass % of large particles. Such results
are usually explained in the following way: during sedimentation both large and finest particles are removed. However, this explanation seems doubtful. Some estimations show that small differences in the specific surface for sedimentated and non-sedimentated powders can occur only in the case of multi-layer coating of large particles with nanoparticles. According to the available data, less than one nanoparticle layer on large particles was usually registered on photographs.
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Fig. 8. $C(t)$ dependences for the YSZ nanopowder at 500°C. Dots – experiment; curves 1 and 2 – calculation with equation (11). Curve 2 – calculation with the particle size distribution function obtained by transmission electron microscopy. Curve 1 – calculation with the particle size distribution function obtained by transmission electron microscopy and supplemented by the presence of particles with the radius of 130 nm.

It can be supposed as an alternative that large YSZ particles appearing during laser sputtering of a ceramic target are conglomerates of usual nanoparticles. When the BET technique is used, nitrogen molecules penetrate into the space between nanoparticles contained in large particles. That is why the specific surface values for non-sedimentated and sedimentated nanoparticles are almost the same. At the same time, the presence of large particles in nanopowder was reliably established with the OIE technique. These findings show that the OIE technique can yield supplementary (as compared with the BET method) information about the dimensional characteristics of powders and is very sensitive to the presence of small amounts of large particles in nanopowder, which lie beyond the main peak of the size distribution function of powder particles. According to these results, the expected sensitivity of the isotope exchange technique is about 0.01% of the number of particles.
4.4 Oxygen isotope exchange with aluminum oxide nanopowders

In this section we consider OIE in nanopowders produced by electrical explosion of wire. The powders were sedimentated in isopropyl alcohol. The sedimentation regime provided removal of particles with diameter greater than 200 nm from the powder. The main characteristics of the powders are listed in the Table 1.

<table>
<thead>
<tr>
<th>$S$, m$^2$/g</th>
<th>$d_{BET}$, nm</th>
<th>$\gamma$-Al$_2$O$_3$/δ-Al$_2$O$_3$</th>
<th>$d_\gamma$, nm</th>
<th>$d_\delta$, nm</th>
<th>$\Theta$, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>23.2</td>
<td>73</td>
<td>30/70</td>
<td>18.5</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>38.3</td>
<td>45</td>
<td>40/60</td>
<td>17</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>41.7</td>
<td>40</td>
<td>15/85</td>
<td>21</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>84</td>
<td>20.5</td>
<td>53/47</td>
<td>21</td>
<td>13</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of aluminum oxide powders

The values of specific surface $S$ were determined with the BET method; the nanoparticle diameter $d_{BET}$ was calculated with the expression $d_{BET} = 6/S\rho$, where $\rho$ is the calculated density for the crystalline component of the powder. X-ray phase analysis data showed that all the powders contained two crystalline phases: $\gamma$-Al$_2$O$_3$ and $\delta$-Al$_2$O$_3$. The ratios of their mass fractions are presented in the Table 1. X-ray powder diffraction patterns were also indicative of an amorphous component; however, its amount in the powders could not be determined. The tabulated sizes $d_x$ of X-ray coherent scattering domains characterize the $\delta$-Al$_2$O$_3$ phase. The size distribution functions of powder particle were determined using transmission electron microscopy. All the distributions featured a narrow peak; its widths $\Theta$ and the most probable particle diameters $d_\rho$ are also listed in the Table 1.

As is seen from the Table 1, the aluminum oxide nanopowders are much more complicated objects than those examined in sections 4.1, 4.2, and 4.3. Since the OIE technique for nanopowders made a good showing in the case of relatively simple oxide systems (see the above sections), it is interesting to apply this method to more complicated species. The major task in this section was to estimate the sensitivity of the OIE technique to the multi-phase state of nanopowders and, in particular, to the presence of an amorphous phase.

$C(t)$ dependences at 500°C for OIE of aluminum oxide nanopowders with $^{18}$O$_2$ are depicted in Fig. 9. For one of the oxides (with specific surface of 41.7 m$^2$/g), investigations were also performed for a powder, which was not exposed to preliminary stabilization annealing in air. In this case, the concentrations $C(t)$ were appreciably higher than for the stabilized powder. This finding points to a nonstoichiometric chemical composition of the aluminum oxide powders produced by electric explosion of wire. Such peculiarities of nanooxides can be easily revealed with the NRA method.

The $C(t)$ dependences in Fig. 9 differ from those for other nanopowders in appreciably lower $^{18}$O concentrations. This hampered experimental studies of IOE kinetics at temperatures, for which the nanoparticle agglomeration effect can be disregard. For this reason, the main body of OIE data for aluminum oxides was obtained with the use of carbon dioxide CO$_2$ enriched with $^{18}$O isotopes, rather than with gaseous oxygen. As was shown in section 4.1, replacement of $^{18}$O$_2$ by $^{18}$O$_2$ led to an increase in the $^{18}$O isotope concentration in LaMnO$_{3+\delta}$ powders. The same effect is also observed for aluminum oxide nanopowders, which
permitted us to perform $C(t)$ dependence measurements in the temperature range from 500 to 1000°C. Figure 10 shows $C(t)$ dependences for the powder with specific surface 38.3 m²/g. For other powders, $C(t)$ dependences were analogous, namely, the concentration of $^{18}$O isotopes in the powders increased with the time and temperature of annealing and powder specific surface.
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Fig. 9. Experimental $C(t)$ dependences for aluminum oxide nanopowders at 500°C. 1, 3, 4 – results for powders with specific surface 84, 41.7, and 23.2 m²/g, respectively. 2 – results for the powder, which was not exposed to preliminary stabilization annealing in air, its specific surface is 41.7 m²/g

Figure 11 demonstrates several $C(S)$ dependences of $^{18}$O isotope concentration versus the powder specific surface $S$. For each dependence, the time and temperature of annealing in the atmosphere of tracer atoms were constant. All the $C(S)$ dependences, including those not given in Fig. 11, were linear. As is seen in Fig. 11, for the systems powder - $^{18}$O₂ they are fulfilled to a very high accuracy, while for the systems powder - C$^{18}$O₂ a more considerable deviation form the linear dependences is observed. Thus, it can be stated quite definitely that for multiphase oxide powders the concentration of $^{18}$O isotopes during isotope exchange is also a linear function of the powder specific surface. Note that at 500°C the extrapolation of $C(S)$ dependences to the region $S\rightarrow0$ gives values $C(S\rightarrow0) \neq 0$. This is likely to be due to oxygen diffusion in nanopowders. This peculiarity of $C(S)$ dependences can be used for the estimation of oxygen diffusion coefficients in aluminum oxides at 500°C.
Fig. 10. $C(t)$ dependences for aluminum oxide nanopowder during annealing in carbon dioxide enriched with $^{18}$O isotopes. Dots – experimental data. 1,2,3,4 – results for 500, 400, 200, and 100°C, respectively. Curves – calculation with equation (14). Calculated curve parameters: $\Delta_2 = 0.66$ nm, $\alpha_1 = 0.13$, $\Gamma_1 = 5.0 \cdot 10^{-5}$, $3.4 \cdot 10^{-4}$, $6.0 \cdot 10^{-3}$, and $1.0 \cdot 10^{-2}$ s$^{-1}$, $\Gamma_2 = 2.5 \cdot 10^{-8}$, $3 \cdot 10^{-7}$, $2.6 \cdot 10^{-6}$, and $0.57 \cdot 10^{-5}$ s$^{-1}$, $\Delta_1 = 0.66$, 0.88, 1.17, and 1.55 nm at 100, 200, 400, and 500°C, respectively.

Thus, some OIE regularities for single- and multi-phase oxide nanopowders were found to be of the same type. This is true for linear $C(S)$ dependences and the effect of the oxygen-containing gas type on $^{18}$O isotope concentrations. At the same time, multi-phase aluminum oxide powders exhibited some features that distinguished them from other examined systems, namely, the aforementioned low level of $^{18}$O isotope concentrations in powders upon annealing in $^{18}$O$_2$. When the gaseous atmosphere was changed to $^{18}$O$_2$, the concentrations of $^{18}$O isotopes increased, but still remained low as compared with those for oxide powders earlier considered. Moreover, the $C(t)$ concentrations for aluminum oxides powders were also unusual (see Fig. 10). They were described neither by relaxation-type expressions (4)-(5), nor by the model for simultaneous relaxation and diffusion. The same is true of the attempts to explain the experimental $C(t)$ data by the presence of larger particles in aluminum oxide powders, which are not present in the main peak of size distribution function of powder particles.

No strict theoretical description of $C(t)$ data could be given for aluminum oxides since IOE in amorphous oxide phases has not been studied at all. Therefore let us analyze $C(t)$ dependences in a crude model, which allows for the multi-phase character of aluminum oxide powders and, especially, for the presence of an amorphous phase in them. For this
phase we postulate that the number of oxygen ions participating in isotope exchange between the amorphous phase and the gaseous atmosphere increases with temperature. It means that parameter $\Delta$ in eqs. (4)-(5) for the amorphous phase increases with temperature too. We shall also restrict our analysis to the model considering only two – amorphous and crystalline – phases. True, X-ray structural analysis revealed the existence of two crystalline phases: $\gamma$-$\text{Al}_2\text{O}_3$ and $\delta$-$\text{Al}_2\text{O}_3$. However, the approximation proposed for aluminum oxide powders may be acceptable since no noticeable distinctions were observed in the $C(t)$ dependences for powders with close specific surface values (38.3 and 41.7 m$^2$/g) and with drastically different volumes of $\gamma$-$\text{Al}_2\text{O}_3$ and $\delta$-$\text{Al}_2\text{O}_3$ phases (see the Table 1). Assume that the oxygen diffusion rate in oxide particles is negligibly small (at least for $T < 500^\circ\text{C}$).

$$C(t) = C_0 S \left[ \alpha_1 \rho_1 \Delta_1 (1 - \exp(-\Gamma_1 t)) + \alpha_2 \rho_2 \Delta_2 (1 - \exp(-\Gamma_2 t)) \right],$$

(12)

where indexes 1 and 2 relate to the oxide powder amorphous and crystalline phases, respectively; $\alpha_{1,2}$ – parts of these phases in the total surface area of the powder ($\alpha_1 + \alpha_2 = 1$). The results of $C(t)$ calculations with eq. (14) are given as solid lines in Fig. 10. The values of parameters $\alpha_i$, $\Delta_i$, $\Delta_2$, $\Gamma_1$, and $\Gamma_2$ are presented in the caption. In the calculations we also took
into consideration that the densities of the aluminum oxide amorphous phase, the $\gamma$-$\text{Al}_2\text{O}_3$ phase and the $\delta$-$\text{Al}_2\text{O}_3$ phase are 3.0, 3.35 and 3.62 g/cm$^3$, respectively. It is seen that the “two-phase” model easily provides a satisfactory description of experimental $C(t)$ dependences during isotope exchange for a powder with specific surface 38.3 m$^2$/g at all temperatures. Such a satisfactory description should be obtained also for powders with other specific surface values (all model parameters being the same) owing to the linear dependence $C(S)$. No special problems are expected also in the description of $C(t)$ dependences for isotope exchange in aluminum oxides - $^{18}$O$_2$ systems by means of eq. (12). However, the hypothesis that the number of oxygen ions in the amorphous phase surface layer participating in isotope exchange depends on the annealing temperature requires special experimental verification.

Thus, the studies of aluminum oxide powders with complex phase compositions showed that the OIE technique is very sensitive not only to the particle size of nanopowders, but probably to the presence of an amorphous phase in them.

5. Oxygen grain boundary diffusion and oxygen isotope exchange in nanocrystalline oxide $\text{LaMnO}_3^{+\delta}$

Grain boundary diffusion in metal oxides is a poorly studied phenomenon and the data from different authors are controversial. In some of the most reliable works, the presence of enhanced diffusion at the grain boundaries is questioned (Kaur et al., 1995). At the same time, this fact has been reliably determined for metallic systems. The question of the possible common properties of the grain boundary diffusion for oxides and metals is still open. New experimental data on the coefficients of grain boundary diffusion in oxides attract the interest of theoreticians due to the specific properties of the grain boundaries in ionic compounds; in particular, these boundaries are charged. The investigations under consideration are of an applied interest, because metal oxides are widely used as functional materials in applications. The coefficients of the grain boundary diffusion determine the stability of the properties of polycrystalline materials. Presently, most researchers explain this inadequate situation with the diffusion data for oxides citing methodological reasons. It is difficult to obtain correct results primarily because of the strong influence of impurities in the oxides (Kaur et al., 1995). Control of the purity and stoichiometry of a material, especially near grain boundaries, is a complicated problem. In this connection, the study (Vykhodets et al., 2008) dealt with the problem of obtaining correct data on grain boundary diffusion in oxides.

The measurements were carried out for $\text{LaMnO}_3^{+\delta}$ oxide. This is a suitable model object, because it does not have structural vacancies in the oxygen sublattice. Similar systems are characterized by low values of the volume diffusion coefficients of oxygen $D$. This facilitates the choice of the annealing regimes for which the contribution of the grain boundary diffusion to the formation of the concentration profiles for the tracer atoms will be determinative. The research was focused on the realization of two kinetic regimes: the B type, when the grain boundary diffusion and volume diffusion take place simultaneously; and the C type, when the diffusion of the tracer atoms into the bulk of grains is negligible. Such an approach allows one to determine two parameters characterizing grain boundary diffusion: the diffusion coefficient for grain boundaries $D_{\text{CB}}$ and the boundary width $\delta$ (Kaur et al., 1995).
The research was carried out for nanocrystalline samples. For them, the conditions to obtain reliable results are more favorable due to the presence of the branching net of the boundaries, which enhances the contribution of the grain boundary diffusion to the diffusion flux. Besides, the nanocrystalline samples were prepared with the method in which the time of the nanostructure formation is very short. This requirement is fulfilled by the shockwave loading method (Kozlov et al., 1997) using explosives. In this case, it is expected that the doping of the nanograin boundaries is weak or absent. The initial material for the shockwave method is a coarse-grained powder of LaMnO$_3$ with 15–30-µm grains. According to the results of x-ray diffraction analysis, the material obtained after an explosion was nanocrystalline with an average particle size of 41 nm. These characteristics did not change after further diffraction annealing. Samples 3-mm-thick with an area of 1 cm$^2$ were cut out of this material. Mechanical operations of cutting, polishing, etc., were not performed to avoid the surface contamination of the samples. The scanning electron microscopy investigation of the fractured surface of the samples revealed that the main element of the microstructure of the samples under consideration is a crystallite with an average size of 3µm. The distance between the crystallites was very large (submicron); as a result, $^{18}$O$_2$ molecules penetrate freely into the space between the crystallites during annealing. This feature was taken into account in mathematical treatment of $C(x)$ profiles.

The results presented in Fig. 2 allow one to choose the optimal conditions for the diffusion annealing of compact samples. At 500°C, the C and B kinetic types are expected for $t \leq 1$ h and for a few hours, respectively. The concentration of $^{18}$O atoms near the surface of the samples should be less than $(3/2)C_0\Delta /r$ in the C regime and about or larger than this value in the B regime. This estimate was obtained by taking into account that, in contrast to an insulated nanoparticle, one boundary inside the massive sample simultaneously belongs to two particles. Similarly, the optimal conditions of annealing were also determined for other temperatures. Diffusion annealings were performed at 500, 450, and 400°C for ~1, 4, and 26 h, respectively, to realize the C type kinetics. At 500°C, diffusion annealings for ~4 and 8 h oriented to the B type kinetics were carried out.

The concentration profiles $C(x,t)$ of $^{18}$O atoms for bulk samples (some of them are shown in Fig. 12) were determined with the NRA method, the measurement conditions being the same as for powders (see section 4.1). The concentration profiles were characterized by the presence of background concentration $C_{PH}(t)$. It appears due to the free penetration of $^{18}$O molecules into the space between crystallites during annealing. It is easy to show that the following relation should be fulfilled in this case: $N(t)/C_{PH}(t) = n / 4$, where $N(t) = \int_{0}^{\infty} dx (C(x,t) - C_{PH}(t))$, $n$ is the linear size of a crystallite. The experimental value of $N(t)/C_{PH}(t)$ for ~1-, 4-, and 8-h annealing did not differ within the statistical error (~6%) and the average value of the parameter $n$ was approximately 3 µm. This value is in agreement with the results of the investigations of the microstructure of the samples. Thus, there is good reason to believe that the difference profiles $(C(x,t) - C_{PH})$ were due to diffusion into crystallites of size ~3 µm, which, in their turn, have a nanocrystalline structure.

In $C(x,t)$ profiles processing, expression (1) was used for the C regime. Here, the volume diffusion coefficient $D$ was replaced by the grain boundary diffusion coefficient $D_{GB}$ and it...
was assumed that $C_{\text{max}} = 3C_0\Delta/2r = 1.75$ at. %. For the B regime, the following expression (Kaur et al., 1995) was used for $C(x,t)$ profiles processing:

$$D_{GB}\delta = 1.332(D/t)^{1/2}\left(\partial\ln C(x)/\partial x\right)^{-2},$$  \hspace{1cm} (13)

where $\delta$ is the grain boundary width. Expression (13) satisfactorily describes the corresponding experimental data within measurement error.

Fig. 12. Concentration profiles of $^{18}$O atoms in LaMnO$_{3+\delta}$ nanocrystal: 1 - 400$^\circ$C, $t = 26$ h, curve - calculation by eq. (3), background $C_{PH}$ is deducted; 2 - 500$^\circ$C, $t = 4$ h 11 min., curve - experimental dependence; 3 - 500$^\circ$C, $t = 8$ h 12 min.; dots - experiment

Figure 13 shows the results of temperature versus grain boundary diffusion coefficients studies. The grain boundary diffusion activation energy $Q_{GB}$ was found to be 1.95 eV. Using the data of study (De Souza et al., 2000) for volume diffusion activation energy $Q_V$ we find $Q_{GB} \approx 0.7Q_V$. Such a relationship is typical of metallic systems for vacancy-type diffusion (Kaur et al., 1995). Thus, no qualitative differences in the diffusion behavior for oxide and metallic systems were established.

A value of 0.044 nm was found for boundary width $\delta$. It is an order of magnitude larger than the value $\delta \approx 0.5$ nm obtained in all of the correct experiments on grain boundary diffusion. Note that using eq. (13) one can only determine an effective thickness of the boundary, $\delta$, disregarding its structure and, correspondingly, diffusion inhomogeneity. For an inhomogeneous boundary with the mixing of tracer atoms between intervals with strong disordering (dislocation cores) and with a weakly distorted lattice, the $\ln C(x)$ dependence is
linear (Kondrat’ev & Trakhtenberg, 1986), as in the case of the homogeneous boundary. The left-hand side of Eq. (13) is reduced to the form $D_{GB} \delta p$, where $p$ is the volume fraction of the trajectories with a high diffusion permeability. It is seen that the $\delta$ value for $p \ll 1$ is strongly underestimated. We can point out some reasons why the structural inhomogeneity of the boundaries was manifested in our experiments. This can be associated with a specific type of nanoboundaries formed in a brittle material after shock loading and with a short diffusion length $(Dt)^{1/2}$, which was on the order of the atomic size in our experiments.

![Graph](image)

Fig. 13. Temperature dependence of grain boundary diffusion coefficients $D_{GB}$ in LaMnO$_3^{+\delta}$ nanocrystal. Triangles – results of work (Brossmann et al., 2004) for ZrO$_2$ nanocrystal

We know only one work (Brossmann et al., 2004) devoted to oxygen grain boundary diffusion in oxide nanocrystalline. This study was performed on a high-purity oxide ZrO$_2$. The ZrO$_2$ nanocrystalline was produced by sintering of oxide nanoparticles with the average nanograin size 100 nm. Diffusion was examined with the use of the B type kinetics; the grain boundary width value $\delta = 0.5$ nm was postulated for determination of grain boundary diffusion coefficients $D_{GB}$. The value of $Q_{GB} = 1.95$ eV obtained in work (Brossmann et al., 2004) coincided with the result of study (Vykhodets et al., 2008). In both works, enhanced grain boundary diffusion was registered. The $D_{GB}$ values from work (Brossmann et al., 2004) are given in Fig. 13 for comparison. The oxygen grain boundary diffusion coefficient in ZrO$_2$ and LaMnO$_3^{+\delta}$ nanocrystallines are seen to be very similar. This coincidence of the results reported in the two works (Brossmann et al., 2004; Vykhodets et al., 2008) is considered to be accidental; nevertheless, we draw attention to these facts. Thus, an important finding for the diffusion theory has been obtained in the above studies, namely, no qualitative differences in volume and grain boundary diffusion were found for oxide and metal systems. Note that both studies were performed on nanocrystallines; besides, systematic measurement errors
due to uncontrolled doping of oxide grain boundaries with impurities were probably excluded.

As was mentioned above, the grain boundary diffusion coefficients $D_{GB}$ in study (Vykhodets et al., 2008) at 500, 450, and 400°C were determined with the use of the C type kinetics, i.e. in the absence of oxygen volume diffusion. By means of expressions (1), (2), and (6) we calculated for the same temperature the parameters $H$, $k$, and $\Gamma$ characterizing the surface energy barrier during isotope exchange of gaseous oxygen with LaMnO$_{3+\delta}$ oxide nanoboundaries (Fishman et al., 2010). The results for $\Gamma$ are given in Fig. 7. As in section 4.3, the $k$ values were recalculated in $\Gamma$ using expression (6) at $I = 2 \cdot 10^{-10}$ m. Figure 7 shows a great difference in the frequency factor $\Gamma_0$ and activation energy $E$ values in the temperature versus $\Gamma$ dependence, which were obtained, respectively, for the nanograin boundary and the regular lattice of LaMnO$_{3+\delta}$. The difference is almost 7 orders of magnitude for $\Gamma_0$ (0.9·10$^{10}$ and 0.97·10$^3$ s$^{-1}$) and 2 times for $E$ (1.67 and 0.88 eV). In our opinion, such a dramatic difference in $\Gamma_0$ and $E$ parameters for the nanograin boundary and the regular lattice of one and the same oxide is difficult to understand from the isotope exchange mechanism only. Competing mechanisms can take place simultaneously, and, depending on the relationship between the system parameters, one or another mechanism will prevail. A similar situation happens, for example, in studies of diffusion in solids, when volume and grain boundary diffusion occur simultaneously. For such objects, the contributions from volume and grain boundary diffusion to the mass transfer rate will depend on the experiment conditions; as a result, drastically different values of effective diffusion coefficients, activation energies, and frequency factors in the temperature dependence $D$ can be obtained.

6. Conclusion

In the studies presented here it was shown that the OIE parameters are sensitive to the dimensional characteristics of oxide powders. Therefore, the approach based on OIE examination shows promise for receiving the information about the size of nanopowder particles. Similar data are obtained with other techniques (electron microscopy, X-ray diffraction, specific surface measurement, dynamic light scattering by means of a laser analyzer etc.); in this respect, the OIE technique has an important specific feature. In addition to the conventional methods, it makes it possible to determine the stoichiometry of oxide powders, is sensitive to chemical activity of powders and, probably, to the presence of amorphous phases and very small amounts of larger particles in nanopowders. These peculiarities of the considered technique are of great interest both for theory and practice, since all existing technologies for nanopowder synthesis lead to the formation of non-equilibrium materials and assemblies consisting of particles with different sizes and shapes. Moreover, when the OIE technique is used on nanopowders, very low oxygen volume diffusion coefficient values can be measured as compared with traditional approaches. The application of the OIE technique for bulk nanocrystalline samples also holds much promise. Already in several works it was shown that considerable progress can be achieved with the use of this technique in the examination of oxygen grain boundary diffusion in oxides.
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Lead Free BNBT Type Ceramics: A Useful Material for Sensors and Ultrasound Applications

E. Suaste Gómez and J. J. A. Flores Cuautle
Centro de Investigación y de Estudios Avanzados del Instituto Politécnico Nacional
México

1. Introduction

Ferroelectric, piezoelectric and pyroelectric materials, belong to the family called smart materials and have been extensively studied for several years, not only because they have interesting physical phenomena but also because it can be used in wide variety of applications in the most diverse fields, ranging from the automotive industry as temperature or pressure sensors, even in scientific circles as polarizers or light waveguide modulators (Moulson and Herbert, 2003).

Among the smart materials most widely used are those based on combinations of lead titanate (PbTiO₃) and lead zirconate (PbZrO₃), leading to the formation of so-called lead zirconate-titanate (PZT), PZTs for many years has been that present the best piezoelectric and pyroelectric characteristics, however due to environmental efforts in different countries are doing, such as the Directive of the European Parliament and the Council on restriction of the use of certain hazardous substances in electrical and electronic equipment, and the restriction of hazardous substances in the USA, it is necessary to enforce research in order to find materials to replace the PZTs.

There are no materials that display the excellent characteristics that PZT presents that is why in order to replace PZT system it is necessary to divide applications and develop materials which suite for each application. Several lead free materials have been studied as possible replaces for PZT; barium titanate BaTiO₃ (BIT) is one of the most studied ferroelectric oxide with perovskite structure, it has been used in piezoelectric applications such as sonar due to its high electromechanical coupling factor, however BIT has low Curie temperature ($T_c = 120^\circ C$), (Jaffe, 1971).

Potassium niobate KNbO₃ is another lead free ferroelectric material with high $T_c$ ($425^\circ$ C) but to obtain dense ceramic body requires long soaking time (Jaeger & Egerton, 1962). The bismuth sodium titanate ($\text{Bi}_{0.5}\text{Na}_{0.5}\text{TiO}_3$) (BNT) is an excellent candidate for use in lead-free ferroelectric ceramics because BNT is strongly ferroelectric and has a high Curie temperature ($T_c = 320^\circ$C) (Smollenky et al., 1961; Buhrer, 1962). However data on BNT properties are scarce due to the difficulty in poling process for these ceramics. Recently BNT-based solid solutions which can be poled easily have been studied (Takenaka et al., 1989, 1991; Sasaki et al., 1999; Rajeev & Dviwedi, 2005).
Lately (Bi0.5Na0.5)0.935Ba0.065TiO3 ferroelectric ceramics have been develop (Suaste et al., 2008), this type of ceramics present high Tc, high dielectric constant at this point, excellent density, pyroelectric coefficient at room temperature (RT) near to lead titanate, thermal properties at RT near to those of BIT, in addition this type of ceramics present photovoltaic response not only to a visible light but also to near UV light, these characteristics joining with its lead free composition makes this material an option of choice to develop sensors and actuators. In this chapter we describe the development, electrical and thermal characterization of (Bi0.5Na0.5)0.935Ba0.065TiO3 (Gonzalez & Suaste, 2009, Flores et al., 2009), and at the same time present an ultrasound application for this material.

2. Fabrication

To ensure that the perovskite structure is stable, we must consider the size of the ionic radii of the cations that constitute such structure, which is expressed in the so-called tolerance factor \( t \), the tolerance factor is given by the equation

\[
t = \frac{R_A + R_O}{\sqrt{2} (R_B + R_O)}
\]  

(1)

Where \( R_A \) is the divalent cation ionic radius for our formulation this site is occupied by bismuth (Bi), sodium (Na) and barium (Ba), \( R_B \) is the ionic radius of tetravalent cation titanium (Ti) and \( R_O \) is the ionic radius of oxygen, the tetragonal structure is ensure with \( t \) values between 0.77 and 0.99, in the case of a cubic structure this factor takes a value of 1, for our ceramic \( t \) has a value of 0.84.

Starting from the formulation (Bi0.5Na0.5)1-xBaxTiO3 is necessary to calculate the value of \( x \), this is done taking into account two main points: the first is to ensure that the final compound is in the interest region in its phases diagram, the second is to found the \( x \) value that makes calculations easier, in our case \( x \) has a value of 0.065.

Ceramic samples were prepared by a conventional solid state reaction, reagent-grade powders of oxides and carbonates with 99+% purity of Bi2O3, NaCO3, BaCO3, and TiO2 were used as starting raw materials. These materials were weighted in appropriate portions, mixed and calcined at 800° C during one hour, after calcining the ceramic powders were grounded, milled and pressed into disks of 10 mm in diameter and about 1.9 mm in thickness. These disks were sintered at 1200° C for one hour in air. Once samples were sintered, fired-on silver paste was used as electrodes in order to measure their electric properties. Finally, the samples were poled at 60° C in a silicone oil bath by applying a dc electric field of 3 kV/mm for 1 hour.

3. Characterization

3.1 Structure characterization

In order to verify the ceramic structure a SEM micrograph with a magnification of 5000X and resolution of 1 micrometer was taken. Ceramic density was measured by the Archimedes method the average density was 5.6 g/cm3. Figure 1 shows a SEM image of BNBT ceramic taken at 5000X with a 1 µm scale bar, micrograph shows that the ceramic has a compact structure with few impurities that no affects the ceramic behaviour, compact structure join to ceramic density of 5.6 g/cm3 pointed out that this material may be optimal for transducers. The crystal structure of the ceramics was examined by the use of X-ray
diffractometer, as Fig 2 shows, XRD pattern is in agreement with the reported literature (Rajeev & Dviwedi, 2005; Weihua et. al., 2008).

Fig. 1. Piezoelectric ceramic SEM image taken at 5000X and 1µm scale bar

Fig. 2. XRD pattern of the ceramic specimen

3.2 Electrical characterization
The dielectric constant was determined by the capacitance measure. Samples were heated at a rate of 5 °C/min, until 600° C while the capacitance was measured at 1 kHz with a Beckman LM22A RLC bridge. The dielectric constant was then determined by expression (2):

$$\varepsilon = \frac{Cl}{\varepsilon_0 A}$$

(2)
Where \( C \) is the capacitance in \( F \), \( l \) is the sample thickness in \( m \), \( A \) the sample area in \( m^2 \) and \( \varepsilon_0 \) the vacuum permittivity = \( 8.85 \times 10^{-12} \ F/m \).

The resonance frequency was determined by the transmission method described by the IRE Standards [IRE Standard on piezoelectric crystals, 1961], the experimental setup consist in a voltage divisor formed by ceramic and one load resistance fed by a signal generator, an oscilloscope was connected to the resistance as Fig 3 shows. A frequency sweep was performed; the resonance frequency is then presented as an increase in signal amplitude, this is due to the ceramic impedance is minimum at this point consequently current trough circuit is maximum, in the same way the antiresonance frequency was found. These frequencies were also measured with an Agilent E4411B spectrum analyzer.

Fig. 3. Experimental setup used to get resonance and antiresonance frequency, a) generator, b) piezoelectric ceramic, c) load resistance and, d) oscilloscope

Coupling factor \( k_p \) was obtained by using IRE Standard [IRE Standard on piezoelectric crystals, 1961], which relates resonance and antiresonance frequency in form of the equation

\[
\begin{align*}
    k_p & = \frac{f_a - f_r}{f_r} \\
    f_r & = \text{resonance frequency} \\
    f_a & = \text{antiresonance frequency}
\end{align*}
\]  

\[ (3) \]

For the thickness coupling factor \( k_t \) the Onoe method was used (Onoe & Tiersen, 1963). The method involves to find the fundamental resonance frequency and the first four harmonics, divide each of the harmonic frequencies between the fundamental and seek the coefficients obtained in the table given by Onoe.

The dielectric constant was determined using equation 2; Fig 4 shows the dielectric constant dependence with the temperature. \( T_c \) occurs at 425° C that is a relatively high temperature for ceramics, at this temperature dielectric constant reach its maximum value \( \varepsilon = 4429 \), a large value compared with other lead free ceramics.

As previously was mentioned the resonance frequency depends on the ceramic thickness, Fig 5 shows the resonance spectrum ranging from 100 Hz until 15 MHz for a BNBT ceramic with 1.9 mm thickness taken with a spectrum analyzer, theoretical frequency resonance was calculated by the use of equation 4 (Efimovich, 1964)

\[
    f = \frac{c}{\lambda}
\]

\[ (4) \]
Where $c$ is the phase velocity and $\lambda = 2l$ with $l$ ceramic thickness, in order to find phase velocity the equation 5 was use (Efimovich, 1964)

$$c = \frac{1}{\sqrt{s\rho}}$$

(5)

where $s$ is the elastic constant and $\rho$ ceramic density, for this type of ceramics $s = 8.59 \times 10^{12} m^2 N^{-1}$ and $\rho = 5.6 \times 10^3 kg m^{-3}$ (Takenaka et al., 1991; Suaste et al., 2008), theoretical resonance frequency was 1.2 MHz which is near to the measurement frequency as it can be seen in Fig 5.

Fig. 4. Dielectric constant characterised by temperature for BNBT ceramics. The Curie temperature is reached at 425°C

The electromechanical coupling factors $k_p$ and $k_t$ were measured for some samples, the average values were: $k_p = 6.68$ and $k_t = 0.588$.

Pyroelectric coefficient ($P_i$) was found by the used of Byer and Roundy method, the ceramic was placed into a programmable oven and temperature was increased gradually, the electrodes were connected to a resistance and voltage drop on the resistance was measured with a high sensibility multimeter (Byer & Roundy, 1972); for pyroelectric detectors the relationship between pyroelectric coefficient and permittivity is calculated with the expression 6 (Liu et al., 1975)

$$\frac{P_i}{\sqrt{\varepsilon}}$$

(6)
where \( p_i \) is the pyroelectric coefficient and \( \varepsilon \) is the permittivity, for many pyroelectric materials, the ratio \( P_i/\sqrt{\varepsilon} \) tends to be constant and has a value of \((3.0 \pm 1.0) \times 10^{-9} \, CK^{-1} \, cm^{-2} \) (Liu et al., 1975) and is an indicator of how good pyroelectric detector is the material, Table 1 shows permittivity, pyroelectric coefficient and this ratio for BNBT ceramic as well as BIT in order to compare it.

Fig. 5. Resonant frequency (1.31 MHz) of a piezoelectric ceramic with a 1.9 mm thickness in a logarithmic scale

<table>
<thead>
<tr>
<th>Material</th>
<th>( \varepsilon )</th>
<th>( P_i ) ( (10^{-9} , CK^{-1} , cm^{-2}) )</th>
<th>( P_i/\sqrt{\varepsilon} ) ( (10^{-9} , CK^{-1} , cm^{-2}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaTiO(_3)</td>
<td>160</td>
<td>20</td>
<td>1.58</td>
</tr>
<tr>
<td>((\text{Bi}<em>{0.5}\text{Na}</em>{0.5})<em>{0.935}\text{Ba}</em>{0.065}\text{TiO}_3)</td>
<td>1185</td>
<td>49.6</td>
<td>1.44</td>
</tr>
</tbody>
</table>

Table 1. Room temperature dielectric constant, pyroelectric coefficient and the relationship for pyroelectric detectors of BNBT and BaTiO\(_3\) (Lines & Glass, 1979; Suaste et al., 2008)

3.3 Optical characterization

In order to probe the ceramic response to the ultraviolet light, ceramic was submitted to a frequency modulated UV light, while the voltage response was monitoring. The experimental setup consist in a UV lamp with an illuminance of 1 lux and peaks at 365 nm, 404 nm and, 436 nm wave-length, a mechanical chopper modulates the light at a 22 Hz frequency and this modulated light was coupled to the ceramic by the use of an optic fiber to one side with electrical transparent contact made with indium oxide, by the use of a tuned amplifier and oscilloscope ceramic signal was obtained, experimental setup is show in Fig 6.
Photovoltaic BNBT ceramic response when stimulated with visible light was found (Suaste & Gonzalez, 2009), by the ceramic stimulation with near UV light it was probed that ceramic presents electrical response to near UV light range as Fig 7 shows.

3.4 Thermal characterization
It is well known that thermal diffusivity is a physical quantity extremely sensitive to the composition and structure of materials (Rosencwaig, 1980; Calderon et al., 1997), and also depends on the processing conditions, is why it was done a measure of this physical quantity as well as thermal effusivity.
The measurements of thermal characteristics were performed using the open photoacoustic cell (OPC) (Marquezini et al., 1991; Cruz et al., 1996) and inverse photopyroelectric (IPPE) techniques (Caerels et al., 1998). The experimental setup employed to obtain the sample thermal diffusivity ($\alpha$) consisted of 100mW argon (Ar) laser whose light beam was mechanically modulated with a chopper and focused into the sample as shown in Fig 8. The sample (e) was fixed with vacuum grease (f) upon the inlet of an electret microphone formed by g-j sections as shown. The microphone output signal was amplified by a lock-in amplifier (c) and the amplitude and phase were measured as function of light modulation frequency.

The theoretical expression (7) for the OPC in the heat transmission configuration, for optically opaque and thermally thick samples (i.e. $l_s \alpha_s \gg 1$, where $l_s$ is the sample thickness and $\alpha_s = \sqrt{\pi f / \alpha_i}$), used to fit the experimental values is (Marquezini et al., 1991):

$$V_{OPC} = V_0 \frac{j \omega RC}{1 + j \omega RC} \frac{l_s \exp(-l_s \sigma_s) \exp(j \omega t)}{T_0 l_s \sigma_s \alpha_s}$$  \hspace{1cm} (7)

Where $V_{OPC}$ is the OPC voltage obtained from the electret microphone, RC is the time constant of the microphone, $l_s$ is the sample thickness, $\omega$ is the modulation frequency in rad/s, $\sigma_i = (i + j)\sqrt{\pi f / \alpha_i}$, with $j = \sqrt{-1}$ and $\alpha_i$ is the thermal diffusivity of medium $i$, with $i=g, s$ (gas and sample respectively).

In order to obtain the thermal effusivity the experimental setup showed in Fig 9 was used which consists of a Helium-Neon (He-Ne) laser whose light beam was modulated by an acousto-optic modulator. The sample was fixed with thermal grease upon the pyroelectric detector. The pyroelectric signal was amplified with a lock-in amplifier and the amplitude and phase were measured as a function of $f$. 

![Fig. 8. OPC experimental setup a) Laser, b) chopper, c) lock-in amplifier, d) open photoacoustic cell, e) ceramic sample, f) vacuum grease, g) photoacoustic chamber, h) metalized electret diaphragm, i) air gap, j) metallic back plate](image-url)
Fig. 9. Experimental setup used to obtain the IPPE signal a) Laser, b) acousto-optic modulator, c) pyroelectric-sample, d) lock-in amplifier, e) sample, f) thermal grease, g) pyroelectric sensor

For the IPPE geometry, when is assumed a thermally thick sample, the theoretical expression (8) used to fit the experimental data is (Glorieux & Thoen, 1998):

\[ \theta(\omega) = \frac{(1 - e^{-\sigma l_p})(1 + b) + (e^{-\sigma l_p} - 1)(1 - b)}{(1 + b)^2 e^{\sigma l_p} - (1 - b)^2 e^{-\sigma l_p}} \]

Where \( \theta(\omega) \) is the pyroelectric detector output signal, \( l_p \) is the pyroelectric thickness, \( b = e_s/e_p \) with \( e_s \) and \( e_p \) the thermal effusivities for sample and pyroelectric respectively.

Substances with high thermal diffusivity rapidly adjust their temperature to that of their surroundings because they conduct heat quickly in comparison to their volumetric heat capacity that means that do not require much energy from their surroundings to reach thermal equilibrium (Eckert, 1987), materials with high thermal diffusivity are suitable to be use in the pyroelectric detectors, table 2 shows thermal diffusivity and thermal effusivity values for BNBT ceramics as well as BIT thermal values for comparison porpoises (He Yi, 2004; Flores et al., 2008).

<table>
<thead>
<tr>
<th>Material</th>
<th>( \alpha ) (cm(^2)s(^{-1}))</th>
<th>( e ) (Ws(^{1/2})cm(^{-1})K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaTiO(_3)</td>
<td>0.0103</td>
<td>0.2623</td>
</tr>
<tr>
<td>(Bi(<em>{0.5})Na(</em>{0.5}))(<em>{0.935})Ba(</em>{0.065})TiO(_3)</td>
<td>0.0154</td>
<td>0.277</td>
</tr>
</tbody>
</table>

Table 2. Room temperature thermal difussivity (\( \alpha \)) and thermal effusivity (\( e \)) of BNBT and BaTiO\(_3\) ceramic materials
4. Ultrasound application

An array of eight ultrasonic transducers was made in octagon form in order to be able for scan, from different ways, the object under study. The ultrasonic chamber design is as follows: a dielectric layer is placed at the top of the transducer, next is the ceramic with its respective electric contact immediately other ceramic without poling is using as backing material finally the transducer cover is put, Fig 10 shows a octagon schematic and a ultrasonic transducer detail, this design was repeated in everyone of the sides of the octagon. The distance between transducers is 120mm.

![Ultrasonic octagon schematic representation and ultrasonic transducer detail](image)

Fig. 10. Ultrasonic octagon schematic representation and ultrasonic transducer detail, a) ultrasonic transducer, b) isolating material, c) electrode, d) Piezoelectric ceramic, e) ceramic as backing, f) cover

A control circuit was design in order to get a electrical signal for be applied to the ceramic, this circuit has three parts: short pulses generator made with a microcontroller, a preamplifier and a power amplifier; microcontroller provides a pulses train with eight pulses and 5V amplitude, the preamplifier increases this signal to 12V amplitude and finally, the power amplifier give us a signal with 160V amplitude, Fig 11 shows circuit control schematic diagram.

![Circuit control schematic diagram](image)

Fig. 11. Schematic design of circuit control, a) microcontroller, b) preamplifier, and c) power amplifier
Function probes were made by applying a pulse train signal with amplitude of 160 V peak to peak and 555 kHz of frequency, (as Fig 12 shown); to one of the transducers (Tx) while monitoring the response by other ceramic of the array (Rx). The transmission medium was air, water, iron, and human leg.

Fig. 12. Excitation signal applied to the piezoelectric ceramic

An aluminum transducer was made following the design showed in Fig 10, the final transducer is illustrated in Fig 13, at left is possible to see the complete transducer, at right a transducer detail in which is possible to see electrical contacts, acoustic isolation and spring to maintain all components in its respective place.

Fig. 13. a) Octagon for the ceramics and b) ultrasound transducer detail

Several materials were occupied to fill the transducer cavity in order to probe the ceramic emission and reception when the ultrasonic signal pass thought mediums with different densities, Fig 14 shows the experimental setup for ultrasound transmission in which is possible to see the octagon containing jelly while ultrasound pulse is applied. Table 3 shows amplitude signals in an octagon array when a ceramic acts as emitter, and other ceramic in the opposite side acts as receiver, the array was filled with
different propagation mediums, table also shows medium density as well as acoustic impedance.

![Image](image1.png)

**Table 3. Signal amplitude obtained with different transmission medium**

<table>
<thead>
<tr>
<th>Transmission medium</th>
<th>Signal Amplitude (V)</th>
<th>Density (kg/m³)</th>
<th>Acoustic Impedance (kg/m²s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.54</td>
<td>1.3</td>
<td>446</td>
</tr>
<tr>
<td>Water</td>
<td>1.8</td>
<td>1000</td>
<td>1.493x10⁶</td>
</tr>
<tr>
<td>Iron</td>
<td>1.2</td>
<td>1380</td>
<td>2.036x10⁶</td>
</tr>
<tr>
<td>Human Leg</td>
<td>0.8</td>
<td>1070</td>
<td>1.62 x10⁶</td>
</tr>
</tbody>
</table>

The transmitter was exited with a 160 V p-p signal and opposite side ceramic was used as receiver, different propagation mediums were placed filling the octagonal array, differences among signals gotten can be shown in Fig 15, attenuation in the received signal give us an idea of the density of propagation medium, it can be seen that amplitude and signal form are different. This is useful at the processing signal.

Signal showed in Fig 15 were digital processed and its spectral content were obtained as shown in Fig 16, spectra by each transmission medium was obtained by get the FFT of signals received. Differences in spectral content are due to medium scattering properties, for a solid and homogeneous transmission medium as iron the frequency spectrum contains only frequency components near to the excitation frequency that are reflected as one principal lobe in its spectrum as Fig 16c shows, for those materials with high scatter properties (human leg in our case), spectrum has more frequencies which can be seen as many peaks in frequency spectrum, as in Fig 16d case.
4. Conclusions

Ceramics with formulation (Bi$_{0.5}$Na$_{0.5}$)$_{0.935}$Ba$_{0.065}$TiO$_3$ were obtained, electrical, thermal and optical characterization was made, a transducer based on this material was design and an application on ultrasound field was proposed. The ceramic properties were measured in order to characterize the piezoelectric ceramic. SEM micrographs join with ceramic density revels compact structure that makes this ceramic suitable for develop ultrasound transducers and piezoelectric devices. This ceramic presents similar characteristics, as high T$_c$ 425°C, high resonance frequency, that PZT shows, so it is an excellent candidate to substitute those ceramics made with lead, thermal properties are similar to BIT, XRD pattern is in agreement with the literature. It was probed that ceramic presents electrical response when it is stimulated with light with length wave ranging from near UV to visible light, further probes need to be made to determine if this type of ceramics not only have electrical response under the stimulation of near UV but also in far UV.
Signals by the ceramic transducer acting as transmitter and receiver were obtained and differences in amplitude and form were found this is useful at the processing signal moment. Amplitude signals were in 0.8 and 2 V peak to peak range, this make easier detection and signal processing and make possible the use of this ceramic in pulse-echo mode A detection.

Since iron acoustic impedance is similar that Tx, coupling impedance is good as its frequency spectra shows, whereas frequency spectra is different for each transmission medium that means an advantage for the image reconstruction.

This ceramic kind avoid environment contamination by the lead use and this first probes show its response in an ultrasound application.

For further work, some other electric and thermal characteristics of this material will be study in order to make a full characterization of BNBT ceramic. Also, the relaxor properties and its effect on the target application are going to be investigated.
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1. Introduction

The production of cement clinker is one of the most important industrial processes at world scale. Many technological innovations have been developed in order to increase the production at a lower cost, having in mind that the materials are exposed to severe operational conditions. The fabrication process of modern Portland clinker basically involves the firing at around 1500°C of limestone-CaCO₃ accompanied by silica-SiO₂ sources such as clays, sand, iron ore, shale, fly ashes and slags. The final product is a synthetic mineral called clinker which is basically formed by four crystalline phases: alite (Ca₃SiO₅), belite (β-Ca₂SiO₄), tricalcium aluminate (Ca₃Al₂O₆) and ferrite (Ca₂(AlₓFe₂-x)₂O₅); and other minor common components. Therefore the process involves aggressive basic environments and atmospheres, with high alkali and sulphur contents, that can strongly modify the microstructure and phase composition of the refractories of the kilns work zone (Kingery et al., 1976).

On the other hand, over the last decades the substitution of fossil fuels for alternative or industrial wastes; such as rubber, used tires, fly ashes, among others; has affected drastically the useful life and performance of the refractory bricks which coat the rotary kilns. Nowadays the burning zone of the kilns is exposed to alkali salts, chlorine, sulphur oxides, proceeding from industrial by products or hazardous products of animal origin, that enhance the corrosion process of the kilns refractory. This technological problem is the reason for focussing in the development of new suitable refractories. Improvements have been made by using higher purity raw materials; however there are economic limits and therefore other more sustainable alternatives are necessarily searched.

According to the modern tendencies in refractories the improvements in the thermal, chemical and mechanical properties of refractories are related to the optimization of the matrix, through the careful design of the mixture of the phases and the microstructural characteristics. As it is well known the performance of these structural parts is a function of the grain material, the nature of the bonding phase, and the distribution and shape of grains and pores. The increase in the proportion of “direct” bonding between refractory aggregate grains is very important. Furthermore the microstructural bonding is the main attribute for an adequate refractory matrix because it contributes to the resistance by the combination of rigidity and sufficient structural flexibility in order to prevent the formation of cracks and disintegration of the hot phase.
The periclase-MgO has excellent refractory properties due to the high melting point (2800°C), strongly basic, without being toxic and good corrosion resistance. All these characteristics have determined the importance of this material as refractory in the cement industry, during the last 65 years. Notwithstanding its use has been limited in rotary kilns due to low thermal shock resistance (Kingery et al., 1976).

In fired magnesia-based bricks, the low-melting bond phases are silicates which melting ranges are a function of the molar ratio of CaO to SiO₂. Silicate-bonded magnesia chromite contain magnesia (MgO) and chromite ((Mg,Fe)(Cr,Al)₂O₄) grains with silicates at the grain boundaries. In this system the “direct” attachment of magnesia to chromite occurs without any interrupting film of silicate. These materials show a high resistance to a wide variety of slag and stability under vacuum at high temperature (Goto & Lee, 1995; Qotaibi et al., 1998).

Although magnesia-chrome refractory has excellent thermo-mechanical characteristics, the use of these materials has been restrained in many countries due to environmental considerations and governmental regulations concerning the chrome-wastes that they generate and because of their dangerousness. The environmental protection is due to the carcinogenic issues related to hexavalent chromium (CrO₄²⁻). In view of these refractories wastes with more than 5 mg/l of Cr are forbidden in Europe and USA (Obregón et al., 2011).

Containing chrome-free materials in clinker kilns has been one of the most important challenges in cement industry. In some years later the addition of MgAl₂O₄-spinel to MgO was a possible alternative for refractories with a significant improvement of the thermomechanical properties of magnesia material. The spinel mixed oxide is very attractive as refractory material in heavy industries because it exhibits an unusual combination of properties: high melting point (2135°C), low thermal expansion, considerable hardness, high resistance to chemical attack, favourable chemical stability, and good thermal spalling (Domanski et al., 2004). Based on their properties these materials are being used for lining by glass, cement and siderurgy industries.

Magnesia-spinel refractories are usually prepared by sintering from high alumina cement and synthetic MgAl₂O₄-spinel. However, at present, the cost of the sintered and electrofused spinels has limited their applications. Consequently, in view of the irreplaceable character of such materials in the industry, alternative routes focused on the synthesis of this kind of refractories, by a more economic procedure, have been developed. In this way the preparation of calcium aluminate cements containing MgAl₂O₄-spinel using appropriate mixtures of active alumina and dolomite from Spain and Egypt has been reported (De Aza et al., 2003; Khalil et al., 2001). On the other hand, it has been described, recently, a similar way of synthesis using a dolomitic raw material from Argentine, and the α and γ polymorphs of alumina, commercially available. (Lavat & Grasselli, 2007; Lavat et al., 2009). According to these results, independently of the type of alumina used, a mixed phase product consisting of spinel, as a major phase, accompanied by CaAl₂O₄ (CA) and CaAl₄O₇ (CA₂), as secondary phases, was obtained. In addition, it was found that the formation of spinel phase at lower temperature is favoured by γ-Al₂O₃.

Although these materials are conventionally applied refractories, their composition is not adequate, from the thermodynamic point of view, as they would form liquids at low temperature (~1400°C) when combined with the components of cement, as can be recognized from the phase equilibrium diagram in the system Al₂O₃-CaO-MgO-SiO₂ (Obregón et al., 2011). Furthermore, magnesia-spinel refractories present relatively low
corrosion resistance under the work conditions in the cement kilns, developing hot points. In the beginning of the corrosion process the liquid phase of clinker penetrates inside the substrates through open porosity and grain boundaries.

It is in this context that, in recent years, the calcium zirconate (CaZrO₃)-magnesium oxide (MgO) composite material is an interesting alternative for replacing the MgAl₂O₄-MgO system, which has become important for the development of cement industry, due to their enhanced refractoriness (Contreras et al., 2005). On the other hand CaZrO₃-MgO is relevant, from the environmental point of view, because it is an ecological alternative for the development of cement industry, due to the fact that non dangerous wastes are generated. In particular CaZrO₃ is a phase of high melting point (≈2340°C), without polymorphic transformations, which is compatible with MgO and Portland cement silicates, very resistant to the penetration of fluxes from the clinker (Obregón et al., 2011).

In this system, a so-called elastic direct bond between MgO and CaZrO₃ has been reported. Due to this bonding formation and the high refractoriness of CaZrO₃, the MgO-CaZrO₃ composite materials are characterized by a high hot mechanical resistance and an excellent corrosion resistance against alkaline, earth alkaline oxides and basic slag (Serena et al., 2004). Moreover from the analysis of the post-mortem bricks conformed from the above mentioned materials, it was demonstrated a higher corrosion resistance than in MgO-chrome or MgO-spinel refractories (Rodríguez-Galicia et al., 2007).

On the other hand, MgO-CaZrO₃ composite refractories also can be synthesized from low cost raw materials, as dolomite, by mixing this mineral with the adequate stoichiometric amount of commercial zirconium sources, using a conventional solid-state reaction (Serena et al., 2005; Suzuki et al., 2000). Dolomite ores are available around the world and Zr occurs widely over the earth crust, but not in very concentrated deposits; as the major minerals are baddeleyite-ZrO₂ and zircon- ZrSiO₄. Undoubtedly, this seems an attractive route for the production at low cost of the Mg-Zr-based high temperature structural material.

Considering that the most important dolomite mineral resources in Argentine are located in Olavarria District, close to cement plants, and in order to advance in the feasibility of application of these potentially useful raw materials, our investigation has been extended to the preparation of MgO-CaZrO₃ refractories for the cement industry.

In order to establish the most adequate synthesis condition for the composite refractory materials, two batches, containing commercial grade zirconia-ZrO₂ and zircon-ZrSiO₄, labeled D-Z and D-ZS, respectively, with the appropriate amount of the dolomitic ore (D), were prepared. The thermal and structural changes which take place during the firing of the batches up to 1400°C were studied by the combination of diffraectometric and infrared spectroscopy data, at the most remarkable reaction steps. The microstructures of the final products of each specimen were also analyzed.

2. Experimental procedure

2.1 Materials characterization

The starting materials employed in this investigation were a commercially available zirconia (CF-Plus, Z-Tech) and industrial grade zircon (Kreutzonit), which were mixed with the adequate molar ratio of a dolomitic mineral ore supplied by Polysan S.A. Company (Polysan M. R., Sierras Bayas, Bs. As., Argentine). A sieved dolomite fraction ≤125μm was characterized from its chemical, mineralogical and grain size properties.
The chemical composition was determined by X-ray fluorescence wavelength dispersive technique. The automatic fusion with lithium tetraborate was applied as preparation sample method. Reference certificated materials were used for calibration.

The particle size analysis was determined by laser granulometry, in wet suspensions with isopropyl alcohol, using a Malvern-Mastersizer-S apparatus. The chemical composition, mean particle size “d” and specific surface area “S” results of samples are given in Table 1.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Raw Materials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zirconia</td>
</tr>
<tr>
<td>SiO₂</td>
<td>0,90</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>96,7</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>0,20</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0,05</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0,10</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>-</td>
</tr>
<tr>
<td>MnO</td>
<td>-</td>
</tr>
<tr>
<td>CaO</td>
<td>0,05</td>
</tr>
<tr>
<td>MgO</td>
<td>0,01</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0,05</td>
</tr>
<tr>
<td>K₂O</td>
<td>-</td>
</tr>
<tr>
<td>SO₃</td>
<td>-</td>
</tr>
<tr>
<td>HfO₂</td>
<td>1,90</td>
</tr>
<tr>
<td>Y₂O₃</td>
<td>0,15</td>
</tr>
<tr>
<td>U</td>
<td>0,025</td>
</tr>
<tr>
<td>Th</td>
<td>0,01</td>
</tr>
<tr>
<td>L.O.I. 1000 °C</td>
<td>-</td>
</tr>
<tr>
<td>d (μm)</td>
<td>13,00</td>
</tr>
<tr>
<td>S (m²/g)</td>
<td>31,7</td>
</tr>
</tbody>
</table>

Table 1. Chemical composition (in oxides, wt %. L.I., loss on ignition) and textural properties

The surface area was determined by the BET method through the N₂ adsorption technique at 77 K, using a Quantachrome Nova 1200e pore size and surface area analyzer. Finely ground polycrystalline samples were mineralogical analysed by FTIR vibracional spectroscopy and X-ray diffraction. The XRD measurements were carried out with an automated PW model 3710 Philips diffractometer, with graphite monochromated Cu Kα radiation. Phase identification analysis was carried out by comparing the respective powder X-ray diffraction patterns with standard database stated by JCPDF and the bibliography information available in the literature. Table 2 shows the PDF records for every material under study together with the formula, name, symbol and main reflections used in this work.
### Table 2. Nomenclature, PDF No. and principal diffraction lines of the phases under analysis

<table>
<thead>
<tr>
<th>PDF No.</th>
<th>Formula, name</th>
<th>Symbol</th>
<th>d (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>36-0426</td>
<td>CaMg(CO$_3$)$_2$, Dolomite</td>
<td>D</td>
<td>2,8880</td>
</tr>
<tr>
<td>05-0586</td>
<td>CaCO$_3$, Calcite</td>
<td>C</td>
<td>3,0350</td>
</tr>
<tr>
<td>33-1161</td>
<td>SiO$_2$, Quartz</td>
<td>Q</td>
<td>3,3420</td>
</tr>
<tr>
<td>37-1484</td>
<td>ZrO$_2$, Monoclinic Zirconia</td>
<td>m-Z, m- ZrO$_2$</td>
<td>3,1640</td>
</tr>
<tr>
<td>34-0104</td>
<td>HfO$_2$, Hafnium oxide</td>
<td>m-HfO$_2$</td>
<td>3,1470</td>
</tr>
<tr>
<td>37-1497</td>
<td>CaO, Lime</td>
<td>CaO</td>
<td>2,4058</td>
</tr>
<tr>
<td>44-1481</td>
<td>Ca(OH)$_2$, Portlandite</td>
<td>CH</td>
<td>2,6270</td>
</tr>
<tr>
<td>04-0829</td>
<td>MgO, Periclase</td>
<td>M</td>
<td>2,1060</td>
</tr>
<tr>
<td>35-0790</td>
<td>CaZrO$_3$, Calcium zirconate</td>
<td>CZ</td>
<td>2,8340</td>
</tr>
<tr>
<td>36-1473</td>
<td>CaHfO$_3$, Ca, Hf oxide</td>
<td>CHf</td>
<td>2,8230</td>
</tr>
<tr>
<td>26-0341</td>
<td>(Zr,Ca)O$_2$(ss), (ss:solid solution) stabilized zirconia</td>
<td>Z*</td>
<td>2,9610</td>
</tr>
<tr>
<td>21-1152</td>
<td>MgAl$_2$O$_4$, Spinel</td>
<td>E</td>
<td>2,4370</td>
</tr>
<tr>
<td>33-0302</td>
<td>Ca$_2$SiO$_4$, Larnite</td>
<td>β-C$_2$S</td>
<td>2,7830</td>
</tr>
<tr>
<td>06-0266</td>
<td>ZrSiO$_4$, Zircon</td>
<td>ZS</td>
<td>3,3020</td>
</tr>
<tr>
<td>42-1164</td>
<td>ZrO$_2$, Tetragonal Zirconia</td>
<td>t-Z, t- ZrO$_2$</td>
<td>2,9950</td>
</tr>
<tr>
<td>31-0298</td>
<td>Ca$_2$SiO$_4$, Calcium silicate</td>
<td>CS</td>
<td>2,7960</td>
</tr>
<tr>
<td>35-0591</td>
<td>Ca$_3$Mg(SiO$_4$)$_2$, Ca,Mg Silicate</td>
<td>CMS</td>
<td>2,6865</td>
</tr>
<tr>
<td>41-0185</td>
<td>Mg$_2$Zr$<em>5$O$</em>{12}$; Zr,Mg oxide</td>
<td>MZO</td>
<td>1,7850</td>
</tr>
</tbody>
</table>

The FTIR spectra were measured using a Nicolet-Magna 550 FTIR instrument, with CsI optics applying the KBr “pellets” technique and software OMNIC 3.1. Spectra interpretation was based on published data and FTIR spectra of Minerals Library Software.

The microstructure of the materials was obtained by scanning electron microscopy (SEM) using a Microscope Jeol JSM-6460LV. The X-ray microanalysis was performed by an EDAX Genesis XM4 - Sys 60, equipped with an EDAX mod EDAM IV multichannel analyzer, with Zaffire Si(Li) detector and a ultra thin Be window and software EDAX Genesis versión 5.11.

### 2.2 Samples preparation

Two batches of refractories, labelled D-Z and D-ZS; as already stated, were synthesized in view of the respective phase diagram. Firstly considering the ZrO$_2$-MgO-CaO ternary system phase diagram (Serena et al., 2005), as well as the chemical composition of raw materials detailed in Table 1, equimolar mixtures of dolomite and zirconia were prepared in order to obtain the refractory material of nominal composition MgO-CaZrO$_3$. After that, according to the ZrO$_2$-MgO-CaO-SiO$_2$ quaternary system phase diagram (Rodríguez-Galicia et al., 2005), a mixture containing 78% dolomite with industrial zircon was also manufactured.

The mixtures were dry-homogenized. Half of them were submitted to conventional ceramic procedure by solid state reaction at high temperatures with intermediate grindings. The rest
was pressed at approximately 200 MPa and the “pellets” were thermally treated simultaneously with the powdered sample preparation. Although both alternatives were carried out for purposes of comparison, the latter procedure is more feasible at an industrial level. Firing was carried out in a muffle furnace under atmospheric condition. To stabilize the ceramic bond, the materials were kept at intermediate temperatures for 1 hour and at the highest temperature for several hours. The samples treated at the various temperatures, in the thermal interval, were mineralogically characterized applying the same methodology as described for raw materials. Based on these results, the optimum temperatures for the in-situ generation of phases were established.

3. Results and discussion

3.1 Raw materials characterization

According to the chemical analysis of raw materials given on Table 1, it may be seen that the major impurities of the dolomitic source under study are SiO₂, Fe₂O₃ and K₂O, bearing a higher SiO₂ content than those used by other researchers which are around 0,02-0,5 weight % (De Aza et al., 2003; Khalil et al., 2001). The presence of these impurities is related to the geological origin of CaMg(CO₃)₂ ores. The most important dolomite mineral resources in Argentina, comprises an igneous-metamorphic basement covered by Neoproterozoic sedimentary rocks. These dolostones are characterized by abundant dolomite and low proportions of calcite. Quartz, illite and feldspar are the most common impurities of carbonates fraction. Calcite cements are included in voids and veins and quartz generally is present as silt-sized clasts dispersed in the dolomite matrix, as well as multi-generational cement inside voids. Occasionally silica is present as fine chert (amorphous silica), which fills voids or replaces carbonate. The mineralogical composition estimated by XRD is: dolomite 75-95%, calcite 1–5%, quartz and chert 1-15%, clay minerals <2% and feldspar <1% (Gómez Peral, 2007).

The weight loss of around 40% is compatible with the release of gaseous CO₂. Meanwhile, the mean size particle of the dolomitic mineral, measured by laser granulometry, is 24,27 μm and the surface area is 2,4 m²/g.

On the other hand, the chemical composition of Zr-sources was also analyzed. In the case of zirconia, the main impurity HfO₂ is normally present in this mineral due to the extremely difficult separation of Zr from Hf. The reason for this is the similarity between the crystal chemistry of Zr(IV) and Hf(IV) which ionic radios are identical. In the light of the chemical similarity between Zr and Hf which is well exemplified in their geochemistry, for Hf is found in nature in all zirconium minerals in the range of a fraction of a percentage of the Zr content (Cotton & Wilkinson, 1988). The amounts of the rest of the elements are negligible.

As can be seen, according to the chemical composition, commercial zircon is very pure. The impurities in natural zircon powder limit its applications, especially for high temperature uses (Popa et al., 2006). Notwithstanding the presence of a certain amount of Hf in zircon, as in zirconia, should not be unexpected. ZrSiO₄ is commonly used in the pigment industry in the production of glazes and pigments due to their high thermal and chemical stability, as well as for its low thermal expansion coefficient and low thermal conductivity. Zircon sands
are widespread geological occurrence, as a common accessory mineral of igneous rocks and sediments. In technical applications is more advantageous in comparison with ZrO₂ because this oxide is obtained by a complex and expensive process from zircon sands (Ozel & Turan, 2007).

Fig. 1. Minerals characterization of raw materials, XRD patterns

Regarding the particle size and surface properties of both Zr materials, these display lower particle sizes and appreciable higher specific surface than natural dolomite, which should be beneficial for the reactivity of both solids.

In order to analyze the mineralogical composition, the XRD patterns of all the raw materials were registered. The diffractograms are depicted in Fig. 1. In addition, the PDF records for raw materials, as well as the files belonging to the rest of the phases under analysis, are detailed in Table 2, as already stated.

Based on this analysis, it is concluded that the dolomite sample also contains subordinate amounts of calcite (C) and quartz (Q) but in a lesser extent, in accordance with the chemical composition. Quartz is, of course, of almost universal occurrence in dolostones, at least in trace amounts, the enhanced intensity is due to an orientation effect.

In the case of zirconia it is mainly monoclinic zirconium oxide (m-ZrO₂) and presents quartz as impurity. The quartz presence is consistent with the small amount of SiO₂, which was
determined by chemical analysis, in both raw materials, as detailed in Table 1. The presence of HfO₂ could not be determined by DRX because its diffraction pattern is superimposed with the m-ZrO₂ which posses an identical crystal cell.

Regarding the XRD pattern of Zircon, the presence of ZrSiO₄ as a pure phase, is confirmed, in accordance with the chemical analysis.

To complete the analysis of the mineral phases present in the raw material the measurement of the vibrational spectra was registered. The FTIR spectral patterns are shown in Fig.2.

Fig. 2. FTIR of starting materials

Dolomite, which has a calcite-type structure, shows its overall bands among which the diagnostic ones are at 1443, 882 and 728 cm⁻¹ belonging to CO₃²⁻ anion, are present, as can be seen in Fig.2. The positions are shifted to higher frequency due to the smaller size of Mg(II) in comparison with Ca(II). Despite the structural differences, calcite bands are not seen because they are located at similar frequencies as dolomite bands (1428, 878 and 714 cm⁻¹) and therefore overlapped with the broad bands of this predominant mineral. Although quartz is a minor constituent, it can clearly be identified by the bands located at 1144 and 1085 cm⁻¹, which are attributed to SiO₄ group vibrations (Wilson, 1987).

The zirconia spectrum, depicted in Fig.2, indicates the presence of isostructural ZrO₂ and HfO₂, both having a monoclinic structure, with contributions to the bands attributed to Zr-O and Hf-O vibrations from the ZrO₇ (HfO₇) units. The six characteristic bands of zirconium oxide can be seen located at: 722, 574, 490, 409, 343 and 258 cm⁻¹. A unique HfO₂ band can be observed at 752 cm⁻¹, the remaining bands (635, 600, 512, 410, 343, 324 and 255 cm⁻¹)
belonging to this oxide are hidden behind those of zirconium oxide (Neumayer & Cartier, 2001). These features are in accordance to the low proportion of HfO₂ present in the raw material, as already discussed.

The SiO₄ group vibrations belonging to quartz are observed at 1144 and 1085 cm⁻¹, as in dolomite. However, these are weak; corroborating that amount of quartz present in zirconia is lower than in dolomite, in accordance with the chemical analysis (see Table 1). The additional weak absorptions, centered in 3400 cm⁻¹, 1630 cm⁻¹ and 1575 cm⁻¹ are assigned to O-H, H-O-H and M-OH (M is Zr or Hf) vibrations respectively, which are attributed to absorbed water to these metal oxides (Neumayer & Cartier, 2001).

Regarding the spectrum of zircon, it may be interpret based on its structure which is formed by chains of alternating edge-sharing SiO₄ tetrahedra and ZrO₈ triangular dodecahedra, running parallel to the c-axis. The spectrum depicted in Fig. 2 exhibit the diagnostic bands of ZrSiO₄. The main infrared absorptions observed at 1005 and 900 cm⁻¹, belong to Si-O stretching vibrations, with the deformational mode of SiO₄ unit at 435 and 387 cm⁻¹; the sharp band observed at 613 cm⁻¹ are associated to Zr-O bonds of ZrO₈ units (Ozel & Turan, 2007). In addition, the weak absorptions bands located at 3000-2900 cm⁻¹ and at 1630 cm⁻¹ are due to hydroxyl ion impurities in zircon and deformation of the HOH bonds, respectively (Dawson et al., 1971).

### 3.2 Evolution of the phases on heating, for D-Z specimens

For the detailed analysis of the phase changes during the preparation of the D-Z refractory, in every thermal step; the relative intensity of the characteristic peaks of each crystalline compound expected to appear was measured, within the temperature range from ambient to 1400°C. The instrumental conditions were maintained constant in order to obtain the comparison of the same XRD characteristic lines by using “batch program” analysis in PC-APD software (version 3.6). With the same aim a standard procedure was adopted for the preparation of the test specimens as in other related works (Aras, 2004). The typical reflections selected to carry out the analysis are detailed in Table 2. The FTIR spectra measurements were carried out in order to study the structural changes and the formation of the new bonds during the reactions. The microstructure of the final product obtained was evaluated by SEM-EDX analysis.

#### 3.2.1 Evolution of the phases D-Z on heating by X-Ray diffraction

The XRD patterns belonging to the different heating temperatures selected to represent the phase evolution upon calcinations, for the batches labelled D-Z, after heating at 1000, 1150 and 1400°C, are shown in Fig.3.

From X-ray diffraction analysis of the most relevant reaction steps, it was possible to establish that no dolomite is detected after the calcination at 1000°C, in accordance with equation 1, whereas the peak of calcite persists, suggesting that equation 2 has not been completed. At the same time, the main peaks belonging to m-ZrO₂ are still present. The new phases resulting from the thermal decomposition of dolomite and subsequent reaction with zirconia, as CaZrO₃ and MgO, were clearly detected, as well as the presence of zirconia, labeled ZrO₂(ss), with cubic structure. The typical diffraction lines of both zirconia polymorphs are distinguishable by XRD measurements, accurately, as can be seen from the data available in Table 2. This allows to confirm the formation of a solid solution of (Zr,Ca)O₂, commonly called stabilized zirconia, by the solid state reaction between CaO and
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m-ZrO₂, with improved mechanical properties. In summary, these results allow affirming that, after the thermal treatment at 1000 °C, the following reactions have occurred:

\[ \text{CaMg(CO}_3\text{)}_2 \text{(s)} \rightarrow \text{CaCO}_3 \text{(s)} + \text{MgO (s)} + \text{CO}_2 \text{(g)} \]  
\[ \text{CaCO}_3 \text{(s)} \rightarrow \text{CaO (s)} + \text{CO}_2 \text{(g)} \]  
\[ \text{CaO (s)} + \text{m-ZrO}_2 \rightarrow \text{ZrO}_2(ss) \]  
\[ \text{CaO (s)} + \text{ZrO}_2(ss) \rightarrow \text{CaZrO}_3 \text{(s)} \]

Despite CaO peaks are absent, giving support to equations 3 and 4, the presence of free lime is discussed later, when FTIR results are analyzed. On the other hand the diffractions belonging to SiO₂ as quartz, accompanying the dolomitic source, remained constant.

Fig. 3. XRD patterns of sample D-Z, at different firing temperatures

At 1150 °C, the main features observed in the patterns are that the diffraction lines from calcite and quartz disappeared, and instead some new lines belonging to dicalcium silicate,
Ca$_2$SiO$_4$, labeled $\beta$-C$_2$S, and the spinel phase MgAl$_2$O$_4$ appear, at this temperature. The presence of $\beta$-C$_2$S is attributed to the solid state reaction involving SiO$_2$ from quartz, and CaO available, in accordance with equation 5. The formation of the mixed oxide MgAl$_2$O$_4$, belonging to the spinel structure, in a minor extent, is supported by the appearance of its main peak as a weak signal. This compound is a consequence of the reaction between free MgO and Al$_2$O$_3$ (see equation 6), consistent with the low amount of aluminum oxide, determined by X-ray fluorescence in the raw material (see Table 1). Spinel formation was observed at the same temperature in the previous research, involving the reaction between the dolomitic resource and alumina, in the synthesis of MgAl$_2$O$_4$-spinel-containing refractory cements (Lavat & Grasselli, 2007; Lavat et al., 2010). Concerning the peaks belonging to m-ZrO$_2$, these remained but with considerable low intensity. According to these results the following reactions are proposed, after this thermal step:

$$2\text{CaO (s)} + \text{SiO}_2 (s) \rightarrow \text{Ca}_2\text{SiO}_4 (s) \quad (5)$$

$$\text{MgO (s)} + \text{Al}_2\text{O}_3 (s) \rightarrow \text{MgAl}_2\text{O}_4 (s) \quad (6)$$

When the temperature reaches 1400°C, m-ZrO$_2$ is not present and simultaneously all the phases formed by the preceding reactions (labeled as CZ, M, ZrO$_2$ (ss), E and $\beta$-C$_2$S in Fig.3), are maintained with increased intensity.

Concerning the presence of a minor amount of HfO$_2$ in zirconia, the XRD measurements do not recognize the formation of CaHfO$_3$, as the resulting compound from the reaction of available CaO and HfO$_2$ because the characteristic lines of this solid lay in the same diffraction angle value than the analogous Zr compound, due to the identical crystal sizes. The same consideration has been already reported (Zoz & Karaulov, 1991).

For more detailed information, the XRD main diffraction intensities of every component detected in the patterns is plotted against temperature as depicted in Fig. 4. When there is an overlap of the main peaks for two phases, the second reflection reported in Table 2 was also used. As can be seen in this figure, a sharp decrease is observed in dolomite peaks down to 900°C whereas the rest of the accompanying mineral, as calcite and quartz, as well as zirconia, decline more slowly until around 1100°C and the latter is observable down to 1200°C. These features account for an early temperature of reaction of dolomite and simultaneously the maintenance of zirconia in the original monoclinic structure, in this thermal range.

Regarding the phases formed upon firing, the growth of peak intensities of all the products, CaZrO$_3$, ZrO$_2$(ss), MgO, $\beta$-C$_2$S and MgAl$_2$O$_4$, is observable over 1100°C. This indicates that the reactions proceed more straightforward over this temperature. Furthermore, as shown in the same figure, a sharp increase is observed in the XRD counts for all components around 1150°C and 1300°C, more markedly in the major components. These features could be attributed to many effects, such as degree of crystallinity, changes in the size of crystals, due to firing, and also with crystal preferential orientation. Nevertheless the general trends of the evolution of the all phases are similar and consequently it may be infer that the rate of formation of the products is similar. A resembling profile has been observed during the preparation of spinel-containing refractory cements, which shows a maximum assignable to the porosity and small grain size of the crystalline phases formed during the reaction (De Aza et al., 2003).
The amount of the major phase formed, CaZrO$_3$, ($A_{CZ}$ in percent), can be estimated from XRD measurements using the following expression, and nomenclature detailed in Table 2:

$$A_{CZ} = \frac{I_{CZ}}{(I_{CZ} + I_M + I_{Z*} + I_{\beta-C2S} + I_E)} \times 100$$  \hspace{1cm} (7)

Where $I_i$ is the integrated intensity of the characteristic diffraction of each phase. A similar methodology was employed in another work (Domanski et al., 2004).

According to this semi-quantitative analysis, the proportion of the major phase CaZrO$_3$ in the final mixture, at 1400°C, is 66%. Whereas the amounts of rest of the components, estimated by the same calculation, are: ZrO$_2$ (ss), 10.5%; MgO, 6.6%; $\beta$-C$_2$S, 14% and MgAl$_2$O$_4$, 2.8%. As can be seen, the amount of $\beta$-C$_2$S is not negligible, in consistence with the relatively high content of SiO$_2$ found in local dolomite, in comparison with the amount reported for the same mineral in other countries. However, the global composition is suitable for refractory purposes. Finally, no vitreous components are observed in the material.

### 3.2.2 FTIR spectra analysis of specimen D-Z, during firing

The FTIR vibrational spectra depicted in Fig. 5 are suitable to complement XRD information in order to get a more accurate composition of phases at each thermal step during the synthesis of MgO-CaZrO$_3$-containing refractory material. The advantage of using IR spectra is the sensibility and that even amorphous materials can be identified.

According to Fig. 5, after the thermal step at 950°C, the significant bands located at 1443 and 882 cm$^{-1}$ due to the CO$_3^{2-}$ anion, characteristic of dolomite, are observed (Wilson, 1987). It would be necessary to indicate that the characteristic diffraction line of dolomite could not be ascertained by XRD analysis, at this temperature, as already discussed. However, due to the higher sensibility of the spectroscopic technique, these bands are still observed.

In the spectrum of the sample treated 1000°C, the carbonate anion absorptions show a displacement to a lower frequency region, lying at 1428 and 878 cm$^{-1}$, which are assignable to calcite. Calcite bands are persistent in the spectrum up to 1150°C. These results corroborate the calcite formation at 1000°C, detected from XRD analysis, as a result of the
partial decomposition of dolomite (see equation 1). In addition, according to this technique, the persistence of calcite is ascertained up to 1150°C.

Fig. 5. FTIR spectra of D-Z specimens treated in the thermal range 950-1400 °C

At the same time, when the spectra of the samples fired over 750°C were analyzed, the presence of portlandite-Ca(OH)₂ could be ascertained by the sharp absorption located at 3643 cm⁻¹, assigned to O-H stretching vibration belonging to calcium hydroxide. This band becomes weaker as temperature increases, until it disappears completely at 1000°C. This spectroscopic evidence is in agreement with the presence of free lime-CaO (see equation 2), since this highly reactive oxide forms portlandite, as a consequence of its ease to react with the atmospheric humidity (Lavat & Grasselli, 2007). However, the characteristic XRD lines belonging to portlandite were not observed due to their superposition with the ones of the other compounds XRD diffractograms, especially with those of zirconia; or furthermore due to the poorly crystallized nature of this solid.

The CaZrO₃ is an extremely ionic solid which belongs to the perovskite structure, with orthorhombic symmetry (Orera et al., 1998; Prasanth et al., 2008). The infrared active (IR)
modes are somewhat similar to that of the cubic perovskite. These modes can be described; in decreasing frequency order, as: Stretching of Ca-O (550 cm\(^{-1}\)), stretching of Zr-O (400 cm\(^{-1}\)) and stretching of Ca-Zr (150 cm\(^{-1}\)). Consequently, the signals located at 550 and 400 cm\(^{-1}\) which are diagnostic of this phase, are detected from 1100 °C. As the temperature increases these bands become better resolved, in consistence with increasingly calcium zirconate that is formed, as can be seen in the spectrum of the material treated at 1400°C. This technique neither is suitable to corroborate the formation of CaHfO\(_3\) because its bands are located in the same region than the bands associated to CaZrO\(_3\). Nevertheless it can be affirmed that HfO\(_2\) has reacted due to the fact that its band located at 752 cm\(^{-1}\) has disappeared. For this reason, the formation of CaHfO\(_3\) could be supported (Zoz & Karaulov, 1991).

Monoclinic ZrO\(_2\) and CaZrO\(_3\) phases absorb in the same spectral region due to their similarities in coordination number and bonding characteristics. However, regarding Zr-O vibrations belonging to zirconia, these frequencies are observed at 574 and 490 cm\(^{-1}\), in the spectra of samples treated below to 1350°C.

The absorptions located between 910-880 cm\(^{-1}\) and at 980 cm\(^{-1}\), are attributed to Si-O symmetric and asymmetric stretching, respectively; which are the typical vibrational modes of the silicate moieties forming the structure of the phase \(\beta\)-C\(_2\)S (Gou et al., 2005). These bands are observed, in samples submitted to calcination over 1000°C, and subsequently its definition improves, as a consequence of bond reinforcing with the temperature increases.

The existence of MgO is supported by the presence of a shoulder at 671cm\(^{-1}\) in the spectra registered for of all the materials obtained over 750°C. This frequency is assigned to the stretching of the bonds Mg-O forming the MgO ionic crystal (Singh & Upadhyaya, 1972).

On the other hand, the weak absorptions remaining in the spectrum of the end products calcined at 1400°C, located at 3400, 1630 and 1575 cm\(^{-1}\), are due to the presence of adsorbed moisture in the samples. In the same way as in zirconia these signals are assigned to O-H, H-O-H, and M-OH vibrations, respectively (Prasanth et al., 2008).

The spectral features of the samples are maintained, showing the maximum definition when the end products are formed, in the final thermal treatment at 1400°C. Finally, it should be remarked that the FTIR spectra are in full agreement with XRD results. Moreover, the subtle details due to the formation of the new bonds were determined using the spectroscopic tool. Accordingly, the optimal temperature for the refractory material process seems to be 1400°C.

### 3.2.3 Microstructure of the material D-Z

In Fig. 6 is presented a SEM micrograph of the bulk porous composite refractory material. The SEM image illustrated in this figure shows a homogenous microstructure consisting of dense rounded borders grains. This morphology should be attributed to the high temperature of synthesis which allows the grain growth and a reduction of porosity. Upon magnification, some degree of inhomogeneity is detected; since over the dark background some clear and smaller particles are observed on the surface. This feature is attributable to the mixed phase system, as determined by the combination of XRD and FTIR measurements.

A careful inspection of the X-ray microanalysis of both regions allows confirming that they differ slightly in the chemical composition. The atomic analysis of the darker particles with block like appearance and some cracks on its surface is composed mainly by Zr and Ca, with a minor amount of Mg and Si, compatible mostly with the presence of CaZrO\(_3\), ZrO\(_2\), MgO
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and Ca$_2$SiO$_4$. On the other hand, in the X-ray microanalysis of the dispersed clear particles, a very low percentage of Al atoms were also identified, it would be attributed to the presence of the spinel MgAl$_2$O$_4$ phase. Moreover these results are in fair agreement with the global composition estimated from XRD analysis. The elemental compositions measured during the scanning of the surface are similar, suggesting that the components are uniformly distributed in the microstructure.

Fig. 6. SEM micrograph of sample D-Z treated at 1400°C, (left, 160x and right, 950x)

3.3 Formation of refractories from Dolomite-ZrSiO$_3$ mixtures, D-ZS
The behavior of the different batches submitted to firing up to 1350°C, labelled D-ZS, was evaluated by using the combination of spectroscopic FTIR technique and XRD analysis; using a similar procedure to that described for D-Z specimens. The microstructure of the resulting material was also analyzed.

3.3.1 Evolution of the phases D-ZS on heating by X-Ray diffraction
Some of the XRD patterns belonging to the most relevant heating temperatures are illustrated in Fig. 7. A detailed analysis of the diffractometric results suggests that at 350°C, only the diffractions belonging to the minerals composing the starting materials, such as dolomite, calcite, quartz and zircon, appear; suggesting that no chemical solid state reactions have occurred yet.

When the batch is submitted to calcination at 850°C, both carbonate minerals, dolomite and calcite, are no longer observable, whereas quartz and zircon persist. Simultaneously new lines assigned to MgO, t-ZrO$_2$, ZrO$_2$(ss), CaZrO$_3$, Ca$_3$Mg(SiO$_4$)$_2$ and Ca$_2$SiO$_4$, are detected as the result of the apparently complete transformation of the dolomitic raw mineral in the products of the reaction with zircon. The tetragonal polymorph of ZrO$_2$, which is the thermodynamically stable structure in the phase diagram (Rodríguez et al., 2002) is recognizable. The CaO generated simultaneously, seems to be partly as portlandite-Ca(OH)$_2$ due to its ease to hydration by air moisture. Whereas the remaining CaO, along with some MgO react with zircon and quartz giving rise to CaZrO$_5$, Ca silicate and also the calcium-magnesium silicate already mentioned. A remarkable increase of the characteristic peak of CaZrO$_3$ is observed over 950°C. In coincidence, the presence of the as called spinel MgAl$_2$O$_4$ phase is detected (see equation 6). CaZrO$_3$ keep growing to become the major phase at 1050°C and at this temperature the apparition of the mixed oxide formulated Mg$_2$Zr$_5$O$_{12}$ is
observed. Consequently, these phases seem to be the result of a series of reactions which could be interpreted as follows:

\[
3 \text{CaMg(CO}_3\text{)}_2 (s) + 2 \text{ZrSiO}_4 (s) \rightarrow \text{Ca}_3\text{Mg(SiO}_4\text{)}_2 (s) + 2 \text{t-ZrO}_2 (s) + 2 \text{MgO (s) + 6 CO}_2 (g) \tag{7}
\]

\[
\text{CaO (s) + t-ZrO}_2 (s) \rightarrow \text{ZrO}_2(ss) \tag{8}
\]

\[
\text{CaO (s) + ZrO}_2(ss) \rightarrow \text{CaZrO}_3 (s) \tag{9}
\]

\[
\text{Ca}_3\text{Mg(SiO}_4\text{)}_2 (s) + \text{CaO (s)} \rightarrow \text{Ca}_2\text{SiO}_4 (s) + \text{MgO} \tag{10}
\]

\[
2 \text{MgO} + 5 \text{ZrO}_2 \rightarrow \text{Mg}_2\text{Zr}_5\text{O}_{12} \tag{11}
\]

The peaks of Portlandite, quartz and zircon become not observable at 1000, 1150 and 1200 °C, respectively; whereas the signal belonging to the t-ZrO\textsubscript{2} polymorph diminishes until disappearance at 1300°C.

![XRD patterns](image)

Fig. 7. XRD patterns of sample D-ZS, at different firing temperatures
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The compound Ca$_3$Mg(SiO$_4$)$_2$ persists until 1050ºC, and then it decomposes upon firing giving rise to Ca$_2$SiO$_4$ which is a more stable silicate phase. This result is supported by thermodynamic calculations which establishes a reaction mechanism according to which Ca$_3$Mg(SiO$_4$)$_2$ appears as the first phase during the reaction (Rodríguez et al., 2002). It is in this context that the reaction was proposed. Furthermore the coexistence of both silicates, in equilibrium, in the range 850-1100ºC is valid. On the other hand, since this reaction demands CaO to proceed, this suggests that its hydroxide should be present in the mixture; although it is undetectable by XRD, probably due to superposition with the peaks of other compounds, especially that of calcium silicate, or due to low crystallinity.

The specimen treated at 1350ºC is mainly constituted by CaZrO$_3$, CaSiO$_4$ and MgO. A semi-quantitative XRD analysis of the phases present was carried out by taking into account the peak intensities obtained by XRD data with the appropriate software, as already described. The amount of the components in the mixed phase is estimated in the proportion 47: 20: 16 %, respectively. The compounds Mg$_2$Zr$_5$O$_{12}$, ZrO$_2$(ss) and the so-called spinel phase MgAl$_2$O$_4$ were detected as minor components. The cubic calcium partially stabilized zirconia is present in the final product, as the result of incorporation of Ca(II) ions to the crystal lattice of t-ZrO$_2$.

A careful analysis of the evolution of the different phases with the temperature in the range 350-1350ºC, was studied. The peak intensities found for each compound at the main temperatures of synthesis are depicted in Fig. 8.

According to the plotted XRD data of raw minerals, dolomite and calcite show a complete transformation at 850 ºC. Whereas quartz and zircon behave as thermally resistant phases, with a marked decrease over 850 ºC, due to the reaction with the oxides CaO and MgO, released by the dolomitic material, until disappearance around 1150 ºC and 1200ºC, respectively.

In addition to this, the complex interplay of reactions between raw materials and fired products formed during the intermediate steps, justify the trends observed for the phases formed upon calcinations. Nevertheless, the XRD intensities profiles observed suggest that the products formed, CaZrO$_3$, Ca$_2$SiO$_4$ and MgO, grow uniformly when the calcination temperature rises. The compounds t-ZrO$_2$ and Ca$_3$Mg(SiO$_4$)$_2$ are transitory phases formed.

Fig. 8. Evolution of phases, during firing, for D-ZS specimens
3.3.2 FTIR analysis of D-ZS samples, treated in the thermal range 350-1350 °C

The FTIR spectra of the specimens are in full agreement with the XRD results. In addition, some other evidences, regarding phases not so clearly detected by X-ray diffraction, could be ascertained. The IR data of the calcined samples at different temperatures were analyzed. The spectral patterns of most representative firing steps may be seen in Fig. 9.

Fig. 9. Spectral FTIR patterns of D-ZS, between 350 and 1350 °C

Up to 350°C no significant changes are observed in the IR spectra, in comparison with the spectral patterns of the reactants. During the thermal treatment from 850°C to 1050°C, the bands assigned to dolomite are detected, which disappeared totally at 1300 °C. This spectral evidence allows determining accurately the end of the decomposition of this mineral that could not be ascertained through XRD analysis.
The sharp and low intensity signal at 3643 cm⁻¹, attributed to the vibration of the bond Ca-OH, is diagnostic to identify hydrated CaO. This signal is observed over 750°C then it weakens as temperature increases being observable until 1200°C. The characteristic bands of CaZrO₃ are detectable from 850°C, showing enhanced definition as temperature rises up to 1350°C, due to the increase in the formation of Ca-O-Zr bonds.

On the other hand, the typical vibrations belonging to the Si-O-Si bonds of silicates are detected at 850°C, confirming the proposed reactions. Nevertheless, it is difficult to assign unambiguously this vibration to distinguish between Ca₃Mg(SiO₄)₂ and Ca₂SiO₄.

Despite Zr-O vibrations belonging to zircon and zirconia, absorb in a similar spectral region, due to the similar coordination and bonding; the typical ZrO₂ absorption located at 574 and 490 cm⁻¹, are present until 1300°C.

MgO could be observable through the shoulder at 671 cm⁻¹, in the low energy region in the spectra of the specimens treated over 1200°C.

### 3.3.3 Microstructure of the material D-ZS

Concerning the morphology of the material D-ZS obtained at 1350 °C, which can be seen in Fig. 10, the formation of a bulk porous microstructure is observable, with a quite different microstructure in comparison with the D-Z specimen. Indeed, the refractory obtained from the D-ZS batch seems to be more porous and smaller in the size of the grains than the D-Z batch; and also in contrast with this material, in the case of D-ZS a very well developed three-dimensional network microstructure was observed for this composite material. This feature is probably due to the liberation of CO₂ through the silicate network, that forms a homogeneous open pore structure.

The analysis of the backscattering image shows that the grains with bright contrast are belonging to the Zr-compounds; whereas those with dark contrast should be mainly attributed to MgO and Ca₂SiO₄. Moreover, it is clearly observed that the grains are connected to each other via thick necks, suggesting that in this composite the Zr-phases have a “direct” bond to the other components, with good mechanical integrity. In addition, the X-ray microanalysis is in fair agreement with the global composition, estimated from XRD data.

![Fig. 10. SEM micrograph of D-ZS materials obtained at 1350 °C The backscattering image is shown on the right](image)
4. Conclusions

Dolomites from Olavarría have got mineralogical, chemical, granulometric, and specific surface characteristics that make them appropriate to obtain MgO-CaZrO₃ refractory materials manufacture by a simple processing at high temperature by solid-state reaction. The process used in this study is very cost-effective because of the use of a natural ore and commercial grade zirconium sources.

The phases formed during the refractory material synthesis could be well characterized, structurally and spectroscopically, by combination of XRD and FTIR techniques. The final composition is dependent of the Zr-sources. When ZrO₂ is employed the preparation optimal temperature can be estimated at 1400°C and the main co-products are ZrO₂(ss), the spinel MgAl₂O₄ and β-CS₂. When ZrSiO₄ is used the principal co-product is Ca₂SiO₄ accompanying by ZrO₂(ss), the spinel MgAl₂O₄ and the mixed oxide Mg₂Zr₅O₁₂ in a minor proportion. The final product is formed at 1350°C.

Despite the high quartz-SiO₂ content of Argentine dolostones, in comparison with the dolomitic mineralogy of other deposits in the world, the composition of phases and the microstructures achieved meet the requirements for cement kiln refractories. The morphology of the samples shows that the Zr-phases are well dispersed within the composite matrix. In addition, in the powdered specimen obtained using zircon the “direct” bonding of the compounds could be confirmed.
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1. Introduction

Since Sumerians about 4000 - 3000 BC had created ceramics (Heydorn et al., 1989), the ceramic production has worldwide increased, but the methodology has not suffered substantial evolution in relation to the ancient process. Research work continues to a better understanding of the processes involved and tailoring the desired properties of the final product. The most of ceramists has just worried up with the morphological, physical and structural quality of their products (Okada et al., 1986; Dubois et al., 1995; Nastro et al., 2006). However, one of the main ceramics features was not yet well concerned by the community, that is, its thermal behaviour. Urban buildings of equatorial and tropical countries are often subjected to constant solar radiation. Thus, thermal properties play a significant role in the quality of end-products. A better indoor ambient of the houses should be ever pursued. While technological properties of those materials are frequently found in the literature, information about the thermophysical characteristics of red ceramics is very scarce (Alexandre et al., 1999).

In the early eighties, a new physical device to generate and detect thermal waves was proposed (Vargas and Miranda, 1988). It has been widely used in last few years as a tool to measure the thermal properties of a large range of materials (Marín et al., 2002; Faria et al., 2005). The photoacoustic (PA) technique via OPC (an open photoacoustic cell) is used to evaluate the thermal diffusivity, an important parameter that determines the light-to-heat conversion efficiency, and furthermore, it allows us to study how heat diffuses through the sample (Perondi and Miranda, 1987). The thermal diffusivity is an intrinsic property of matter. Moreover, it is dependent upon the effects of composition and microstructural variables, as well as processing conditions. Thermal properties are very sensitive to
amorphous-crystalline phase transitions of clays heated above 900 °C, typical temperatures applied in the manufacturing process of ceramic materials. Clay deposit areas have a high economic potential, and soil mineralogical composition, plasticity and porosity are fundamental properties for industrial applications. The resulting ceramic products present a network of capillary pores that vary according to the firing cycle. Important ceramic properties such as hardness, water absorption, gas permeability, shrinkage, density, thermal properties, gas emission as well as the vitrification temperature range are intrinsically correlated to the porous system (Rice and Dekker, 1998).

In addition, the whole world presently draws increasing attention to the environment, requiring the adjustment of industrial activities according to laws and norms that rule the sector. Thus, increasing environmental problems related to climate changes and pollution are going attention and raising special concern regarding to the dispersal of industrial wastes. As a consequence, the society is demanding not only actions towards waste reduction but also measures for redirecting or post-using wastes mainly those of industrial origin. Most of the residues generating in the production process is normally handled by land disposal in certain areas, thus recycling of these residues may produce the value-added products and prevent environmental deterioration. As solid wastes are becoming a matter of increase world concern due to their amount as well as difficulty and cost of final disposal, ceramic products can well supply as matrices for industrial residues incorporation such as giving an option for the solid waste disposal with a possible increase in the properties of the clay ceramic products. The incorporation of wastes from several industrial activities is a technological alternative to reduce the environmental impact due to their indiscriminate disposal. One such a measure is the waste incorporation into intensive-produced clay ceramics like bricks and tiles (Parsons et al., 1997). This incorporation is now a common practice and benefits both, the industry that generates the waste and the ceramic industry that saves on the clay, which is its basic raw material. In some cases the incorporation also improves the properties of the ceramic product (Oliveira and Holanda, 2004).

Research works on the structural and physical changes that wastes, mainly industrially produced, cause to the final ceramic product has been rapidly expanding in these last two decades. See, for instance references in (Vieira and Monteiro, 2009). In spite of these examples of a continuous effort to incorporate wastes into clay ceramic motivated by technical and economical advantages, environmental issues are still a matter of concern. The firing stage during the clay ceramic process can promote the elimination of potentially toxic constituents present in the solid residues through their volatilization. However, the gas emission due to the clay firing process and its related atmospheric pollution may be enhanced as a consequence of an incorporated waste (Souza et al., 2008). It is known that the firing of clay ceramics in conventional furnaces using fuels such as wood, charcoal, heavy oil and natural gas generates appreciable amounts of gaseous components, mainly carbon dioxide (CO2), carbon monoxide (CO) and methane (CH4). Additionally to the atmospheric pollution, these gas sets could be harmful to the human health and can corrode equipments (Morgan, 1993).

Works on the effect of gas emission caused by the firing of clay ceramics incorporated with industrial wastes are practically inexistent. Therefore one of the mean objectives of this chapter was to investigate the gas emission resulting from the firing of clay ceramics incorporated with different industrial residues. Here, slag type of waste from steel refining operation and sanitary ware mass wastes were the selected residues.
In order to show methodologies to characterize ceramics here depicted, the samples under study were clay from Rio de Janeiro state and from São Paulo state. Firstly, the raw materials without residues is presented and throughout characterized. In a second stage, the aggregation of the residues is pointed out. Characterizations are performed and compared with the clays without residues.

2. Ceramic samples

Clayey soils from two sites of the Southeast Brazilian region were studied for the production of red ceramics. The samples preparation was pointed out in the following.

2.1 Kaolinite clay from Rio de Janeiro state (CG clay)
The raw material was collected from a quaternary sedimentary basin situated in Campos dos Goytacazes, from a layer localized between 0.30 m and 1.80 m below the surface, where large clay deposits are quarried as raw material for red bricks and tiles. About 20 kg of material collected in situ were dried, grounded, and passed through a sequence of sieves yielding a homogeneous powder with particle size smaller than 75 µm, corresponding to 95 % of the original mass.

For technological measurements, a quantity of the powder was mixed with water and then extruded at 36 MPa into a rectangular prismatic mould with a 20x10 mm cross-section, cut into bars 100 mm long which were left drying in air for two weeks at room temperature. Before the firing process, the samples were subjected to an additional drying cycle in an oven at (110 ± 5 °C) for 24 hours. Then, the sample weight and dimensions were measured just before starting the firing process. X-ray diffraction measurements were done on the same samples used for technological measurements.

To simulate the continuous sintering process of the ceramic material up to 1200 °C, and to accompany the changes that occur, 13 thermal treatment steps were chosen, each step being denoted T_f henceforth. For firing temperatures up to 600 °C the heating rate was set to 2 °C/min. Once the desired T_f was reached, the sample was left at constant temperature for 3 hours, and then cooled down to room temperature at a rate of 1.5 °C/min. For T_f above 600 °C, the heating cycle was such that the sample was heated at a rate of 2 °C/min up to 600 °C, left at this temperature for one hour, and then heated at a rate of 10 °C/min up to the selected firing temperature, where it was left for 3 hours before cooling down to room temperature at a rate of 1.5 °C/min.

To perform the thermal characterization the raw material was passed through a sieve with nominal aperture of 75 µm (mesh 200 ASTM). In order to prepare the samples for analysis, a press (SHIMADZU) was used. 90 mg of each sample was weighed and submitted to a 9 tonne pressure for 10 minutes, using disc samples with 10 mm diameter and a thickness between 200 µm and 500 µm. After that, the samples were fired in a furnace (MAITEC 12 kW/32 A) at six different temperature steps, ranging from 900 to 1100 °C.

Finally, to analyse the gas emissions from the CG clay and its residue, rectangular 114.5 x 25.4 x 10 mm samples with 8 % of humidity were 20 MPa moldpress by mixing the clay with different amounts of 5 and 10 wt% of steel slage. Samples of pure clay were also considered for comparison. All samples were initially dried at 110 °C in a laboratory stove and then fired in a continuous way, from room temperature to a maximum of 1100 °C, inside a tubular model FT-1200 BI, MAITEC electrical furnace. The firing was conducted at a heating rate of 2 °C/min from RT to 500 °C and 4 °C/min between 500 and 1100 °C.
2.2 Illitic clay from São Paulo state (J clay)
The raw material was collected from a neocenozoic sedimentary soil placed in Jundiaí city, 60 km far from São Paulo city in São Paulo state. The preparation process was similar to the sample of Campos dos Goytacazes for both applications. However, the J clays do not have such plasticity as CG clays. According to their chemical properties (sub-section 3.1), they can be considered fluxes clays mainly by the alkaline elements (K\textsubscript{2}O, CaO and MgO), which are responsible for the ceramic sintering. The value of K\textsubscript{2}O comes from the mineral illite, while CaO + MgO are linked with calcite and dolomite minerals. Al\textsubscript{2}O\textsubscript{3} is related mainly to the kaolinite mineral.

3. Characterization by X-Ray
The chemical composition and crystalline phases of the raw material with and without residues and only of the residues were presented. The microstructure of the samples as in function of the firing temperature was represented by X-ray diffractions.

3.1 Energy dispersive X-Ray fluorescence
Using X-ray fluorescence spectrometry methods described in previous work Mota et al., 2008), the percentual contribution of the main oxides present in our material was determined. The chemical characterizations were obtained by energy dispersive X-ray spectroscopy (EDS), using a SHIMADZU equipment. The resulting values of this quantitative analysis from CG clay and its steel slag residue and from J clay and its sanitary ware mass residue are shown in Table 1 and Table 2, respectively. Observing Table 1 and Table 2 we can classify CG clay as kaolinite-based clay (higher Al\textsubscript{2}O\textsubscript{3}) and J clay as illitic-based clay (higher fluxes oxides), as explained in the previous section. In addition to SiO\textsubscript{2} and Al\textsubscript{2}O\textsubscript{3}, there are considerable amounts of Fe\textsubscript{2}O\textsubscript{3}, K\textsubscript{2}O and TiO\textsubscript{2}, which is favourable for red ceramics production. Iron oxide accounts for the bodies’ red pigmentation after firing.

<table>
<thead>
<tr>
<th>Oxides in wt%</th>
<th>CG Clay</th>
<th>Steel slag residue</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO\textsubscript{2}</td>
<td>46.42</td>
<td>10.29</td>
</tr>
<tr>
<td>Al\textsubscript{2}O\textsubscript{3}</td>
<td>27.90</td>
<td>21.5</td>
</tr>
<tr>
<td>MnO</td>
<td>0.11</td>
<td>5.40</td>
</tr>
<tr>
<td>MgO</td>
<td>0.71</td>
<td>10.33</td>
</tr>
<tr>
<td>CaO</td>
<td>0.22</td>
<td>45.10</td>
</tr>
<tr>
<td>Na\textsubscript{2}O</td>
<td>0.36</td>
<td>-</td>
</tr>
<tr>
<td>K\textsubscript{2}O</td>
<td>1.67</td>
<td>-</td>
</tr>
<tr>
<td>TiO\textsubscript{2}</td>
<td>1.32</td>
<td>0.34</td>
</tr>
<tr>
<td>Fe\textsubscript{2}O\textsubscript{3}</td>
<td>9.10</td>
<td>*</td>
</tr>
<tr>
<td>P\textsubscript{2}O\textsubscript{5}</td>
<td>-</td>
<td>1.85</td>
</tr>
<tr>
<td>SO\textsubscript{3}</td>
<td>-</td>
<td>0.54</td>
</tr>
<tr>
<td>SrO</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>LoI</td>
<td>11.96</td>
<td>12.96</td>
</tr>
</tbody>
</table>

* Total Fe from the residue (%) - 23.62

Table 1. Chemical composition of the CG clay and steel slag (% in weight). The slag predominantly is formed by composites of Ca, Al, Fe, Mg and Si
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<table>
<thead>
<tr>
<th>Oxides in wt%</th>
<th>J Clay</th>
<th>Sanitary ware mass residue</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>59.61</td>
<td>64.8</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>21.19</td>
<td>21.5</td>
</tr>
<tr>
<td>MnO</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>MgO</td>
<td>1.07</td>
<td>0.78</td>
</tr>
<tr>
<td>CaO</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.12</td>
<td>0.51</td>
</tr>
<tr>
<td>K₂O</td>
<td>2.33</td>
<td>2.53</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.94</td>
<td>0.89</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>-</td>
<td>0.05</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>SO₃</td>
<td>-</td>
<td>0.06</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>5.45</td>
<td>5.96</td>
</tr>
<tr>
<td>ZnO</td>
<td>-</td>
<td>0.03</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>-</td>
<td>0.13</td>
</tr>
<tr>
<td>LoI</td>
<td>9.28</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Table 2. Chemical composition of the J clay and the sanitary ware mass residue (wt.%). The residue is a silt-clay with very low plasticity which should enhance the structural quality of the ceramic.

3.2 X-Ray diffraction

The X-ray diffraction experiments were performed at room temperature using the Co-Kα or Cu-Kα radiation of a Seifert URD65 diffractometer, equipped with a diffracted beam graphite monochromator. The CG clay diffractograms were obtained from 3 to 50° using the Co-Kα, while the slag steel residue from 3 to 70°. The J clay diffractograms were obtained from 3 to 75° with step sizes of 0.03° and accumulation time of 3 s. From the diffractograms the sample crystallinities were determined as the ratio between the integrated intensity of the sharp diffraction peaks to the total area of the diffraction pattern, which includes the non-coherent intensity. The CG clay sample was thoroughly analysed as a function of the firing temperature, whereas the J clay was just analysed the 110 °C sample.

Fig. 1 shows the XRD patterns as a function of the firing temperature TF. A quantitative phase analysis was performed for the natural powdered soils of Campos dos Goytacazes using the Rietveld refinement method (Manhães et al., 2002). The Rietveld analysis was performed considering the angular range 10° < 2θ < 70°, thus not taking into account the illite phase due to its peak shape. Kaolinite is the main crystalline phase with 86% mass fraction, followed by quartz (5%), anatase (5%) and gibbsite (4%).

The diffractograms of the samples treated up to 400 °C show a similar mineral composition with kaolinite as the major phase. Between 400 and 500 °C the kaolinite dehydroxylation occurs, with the transformation to a non-crystalline phase, metakaolin: Al₂Si₂O₅(OH)₄ → Al₂Si₂O₅+2H₂O↑. The other crystalline phases (illite and quartz) remain unchanged up to 900 °C. For this temperature range no more organic material is present in the amorphous component. The main crystalline phases present in our non-treated samples were kaolinite (Al₂Si₂O₅(OH)₄), quartz (SiO₂), anatase (TiO₂), gibbsite (Al(OH)₃), goethite (FeO(OH)) and illite ((K,H₃O)Al₂Si₃AlO₁₀(OH₂)), while the sinterized samples showed the presence of...
mullite (Al₆Si₂O₁₃), cristobalite (SiO₂) and hematite (Fe₂O₃). Quantitative phase analysis using the Rietveld refinement method showed that kaolinite is the main crystalline phase responding for approximately 86 wt. %.

Fig. 1. X-Ray diffractograms of CG clay as in function of firing temperature

Fig. 2. Steel slag residue as processed diffractogram
Fig. 3. X-ray diffractogram of J clay at room temperature

Fig. 4. X-ray diffractogram of the sanitary ware mass residue

Fig. 2 shows the X-rays diffraction pattern of the steel residues. In the respective figure the predominantly formed crystalline phases of Ca and Fe had been identified to associate diffraction peaks. The rich phases in calcium (Ca) are silicates and the calcite. On the other
hand, iron (Fe) is present in the form of magnetite and iron phosphate. Diffraction peaks of 
the magnesium manganese oxide were identified. In accordance to Fig. 2, Ca is present in 
the wollastonite (CaSiO₃) and larnite (Ca₂SiO₄) form and also as carbonate (calcite – CaCO₃). 
Mg and Mn are presented as magnesium manganese oxide (Mg₆MnO₈), while Fe is given in 
form of magnetite (Fe₃O₄).

Fig. 3 shows the XRD patterns of the J clay raw material. This diffrac togram indicates the 
presence of a micaceous mineral, quartz, microcline, gibbsite and kaolinite.

Fig. 4 points out the sanitary ware mass diffractogram, which shows the presence of 
micaceous material, albite, anorthite, k-feldspars, clay minerals, quartz, and calcite. We 
observed a variety of flux materials. Feldspars and microcline are sources of alkaline flux 
materials, such as K₂O and Na₂O, which make possible the formation of a liquid phase 
above 700 °C (Reed, 1976). The fluxing capacity of this residue, which is associated with 
lower porosity after firing, is also confirm by the presence of K₂O and Na₂O containing 
minerals. Then, the sanitary ware mass is the source of K₂O and Na₂O, which act as fluxes to 
 improve the sintering process.

4. Technological essays

4.1 Density and porosity measurements

The samples dimension and mass were measured before and after each firing cycle so that 
the volumetric shrinkage and bulk densities could be straightforwardly determined.

Between 500 and 1200 °C, the porosity measurement consisted in measuring first the mass of 
the dry sample after firing at temperature T_f, denoted henceforth as m_{TF}, then two water-
saturated sample masses: one, denoted as m_o inside water after 2 h boiling, the other, 
denoted as m_{iw} outside taking care to remove the excess water from the sample surfaces. The 
sample open porosity was obtained as the ratio (m_0 – m_{TF}) / (m_0 – m_{iw}).

For samples that undergone heat treatments at 110, 300 and 400 °C, we have adopted the 
conventional pycnometer method, the reason for this being that these samples usually 
exhibit larger porosity and lower particle cohesion than those treated at higher 
temperatures. In this way, we have avoided eventual sample disintegration due to 
prolonged water immersion.

4.2 Mechanical testing

The flexural rupture tension of our samples was determined by a universal testing machine 
using the three-point loading test with a crosshead speed of 0.1 mm/min, designed 
following the ABNT standard procedure¹⁷, method equivalent to ASTM C67. The bending 
strength was calculated from the breaking load using the relation BS = 3PL/2bd², where P 
is maximum load, L is the distance between the supports of the beam, b is the brick 
average width and d is the brick average depth.

Figure 5 indicates that after 1000 °C the open porosity decreases abruptly from 39.6 % to 5.6 
%, while the volumetric shrinkage and the bending strength both exhibit a large increase 
from 16.8 % to 40.0 % and from 9.0 MPa to 25.2 MPa, respectively. These results together 
with the X-ray diffraction data indicate that these changes are associated with 
recrystallization and sintering processes setting in between 1000 and 1200°C with the 
formation of mullite, cristobalite, and hematite phases, with great improvement of the 
ceramic properties. To further strength this aspect we present in Fig. 6 the correlations of the 
sample density, bending strength and volumetric shrinkage with the sample crystallinity, in
the temperature range above 1000 °C. The solid lines in this figure correspond to the data linear regression. These results indicate that, indeed, these physical properties are all well correlated with the crystallinity changes taking place in our sample in this temperature interval.

Fig. 5. The dashed lines in the bending strength, volumetric shrinkage, density and porosity plots correspond to the data fitting using a logistic function (Eq. 1)

In Fig. 5 we present the evolution of the technological properties (bending strength (BS), volumetric shrinkage (VS), bulk density (ρ) and open porosity (ε)) as a function of the firing temperature. In order to single out the temperature point at which the phase transitions taking place in our sample affect most the corresponding physical properties we have performed a fitting of our data to a logistic curve of the following form,
\[
    f(T) = A + B \frac{\exp((T - T_0) / \Delta T)}{1 + \exp((T - T_0) / \Delta T)},
\]

where \(A\), \(B\), \(T_0\) and \(\Delta T\) are all adjustable parameters. The dashed lines Fig. 5 correspond to this logistic data fitting. In Eq. 1, \(T_0\) indicates the point at which the transition occurs whereas \(\Delta T\) gives us an idea of how wide this transition is. The resulting values obtained from this data fitting procedure for the parameters \(T_0\) and \(\Delta T\) are summarized in Table 3.

<table>
<thead>
<tr>
<th>Data</th>
<th>(T_0) (°C)</th>
<th>(\Delta T) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Porosity ((\varepsilon))</td>
<td>1057.03</td>
<td>35.62</td>
</tr>
<tr>
<td>Bulk Density ((\rho))</td>
<td>1042.57</td>
<td>28.00</td>
</tr>
<tr>
<td>Volumetric Shrinkage (VS)</td>
<td>1021.61</td>
<td>52.68</td>
</tr>
<tr>
<td>Bending Strength (BS)</td>
<td>1079.97</td>
<td>80.39</td>
</tr>
</tbody>
</table>

Table 3. Values of the data fitting parameters characterizing the temperature and its excursion where the main changes of the physical properties of our samples occur.

Fig. 6. Correlations of the sample density, bending strength and volumetric shrinkage with the sample crystallinity, in the temperature range above 1000 °C. The solid lines correspond to the data linear regression.
The data shown in Fig. 6 also suggest some other interesting correlations among the different measured physical properties. For instance, the changes in bending strength and the volumetric shrinkage, as well as those of the porosity and density, seem to be well correlated.

We present in Figs. 7 and 8 the correlations between these physical properties. The straight lines in these figures correspond to the data linear regression. It follows from Fig. 6 that the bending strength and the volumetric shrinkage are well correlated up to 1050 °C, at which point a sharp discontinuity in the correlation takes place.

As to the correlation between the sample porosity and density, shown in Fig. 5, the same behaviour is observed, that is, a good correlation among these properties up to 1050 °C followed by a sharp discontinuity at this temperature. These critical transitions taking place around 1050 °C, are in good agreement with the values found from the logistic data fitting for T₀, as shown in Table 3, as well as with the argument presented above indicating that a sintering process is set in around this temperature.

Fig. 7. Correlation between the bending strength and the volumetric shrinkage. The straight lines correspond to the data linear regression

The phase transformations from X-ray diffraction data are well known. Up to 400 °C the dominant phase transformations are due to intense dehydroxylation processes of components, such as gibbsite and goethite, with kaolinite remaining as the major mineral phase. Between 400 and 500 °C, we observed a reduction in crystalline fraction, due the transformation of kaolinite to a noncrystalline phase, metakaolinite (Al₂Si₂O₅(OH)₄ → Al₂Si₂O₇ + 2H₂O) took place, while the other crystalline phases (quartz, anatase and illite) remained unchanged up to 900 °C. Heat treatments above 1000 °C cause new structural changes with the formation of mullite, cristobalite, and hematite phases, among others.

Considering the technological measurements of the J clay and the sanitary ware mass residue, Table 4 presents the technological properties of volumetric shrinkage, bending
strength and water absorption for the product fired at 980 °C, considered the best temperature for commercial purposes.

Fig. 8. Correlation between the samples porosity and density. The straight lines correspond to the data linear regression

<table>
<thead>
<tr>
<th>Sample</th>
<th>Volumetric Shrinkage (%)</th>
<th>Bending Strength (MPa)</th>
<th>Water Absorption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J Clay</td>
<td>2.1</td>
<td>3.3</td>
<td>20.3</td>
</tr>
<tr>
<td>J Clay 30</td>
<td>1.5</td>
<td>2.6</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Table 4. Technological properties of end-product ceramic (~980 °C) without residue (J clay) and with 30 wt.% of sanitary ware residue (J Clay 30)

Comparing the Kaolinitic CG clay and the illitic J clay, we noted that the volumetric shrinkage value of J clay is half of the value of CG clay. In this case, J clay has advantages for the ceramic serial production in relation to dimensions uniformity. On the other side, CG clay presents a double value of bending strength, in relation to the J clay, i.e., more resistant pieces are shaped.

5. **Thermal characterisation of CG and J clays using photothermal techniques, in relation to structural changes on firing**

By analysing the thermal properties, some information can be collected from the material. In the following, we define the thermal properties and point out the values and their correlations with the sample microstructure.

Thermal diffusivity, a particular property that evaluates the heat propagation behaviour within the sample, is quite sensitive to the material structure as well as preparation and sintering conditions.
When values of thermal diffusivity ($\alpha$) are evaluated from the amplitude data of the photoacoustic signal, we should pay attention to the microphone non-linear frequency response in relation to acoustic vibrations. Practically, all microphones present this irregularity. In our case, our microphone had a good linear frequency response above 20 Hz. In order to certify our set-up, a calibration measurement was performed. Figure 9 shows the dependence of the photoacoustical (PA) signal on the modulation frequency for the aluminium (Al) sample.

For frequencies used in this work, the signal exhibited a frequency dependency close to $f^{-1.5}$. This is the typical behaviour we would expect from the thermal diffusion model for a thermally thin sample. In fact, for a 25 µm thick Al sample and a thermal diffusivity of 93.28 x 10^{-6} m^2/s (Almond and Patel, 1996) the characteristic frequency $f_c$ for the transition between the thermally thin and thick regime is about 47.5 kHz.

![Graph showing the dependence of the photoacoustical signal on the modulation frequency for the 25 µm thick Al sample. The signal behaves roughly as $f^{-1.5}$](image)

The thermal conductivity ($\kappa$) is associated with thermal conduction, which is the phenomenon where the heat is carried from regions of high temperature to regions of low temperature in a material. The thermal effusivity ($\varepsilon$) denotes the material thermal impedance and is a measurement of the heat energy stored in a solid per degree of temperature rise from the start of a surface heating process (Marín et al., 2002). Here, thermal conductivity and thermal effusivity are reached applying the following expressions:

$$k = \alpha \rho c$$  \hspace{1cm} (2)
Experiments concerning with thermal diffusivity, samples thickness and specific heat capacity measurements were performed five, ten and three times to produce the deviations, respectively.

### 5.1 Thermal diffusivity measurement

The thermal diffusivity experimental set-up is shown in Fig. 10. The sample is mounted directly onto a commercial electret microphone (Omnidirectional back electret condenser microphone cartridge, model WM-61A - Panasonic), fixed with a silicone grease, illuminated by the light beam from a He-Ne laser (Unilaser mod. 025) and modulated with a mechanical chopper (EG&G Instruments mod. 651), before it reaches the sample’s surface. It consists of an OPC configuration in the sense that the sample is placed on top of the detection set-up itself (Vargas and Miranda, 1988). As a result of the periodic sample heating by modulated light absorption, the pressure inside the cell oscillates at the chopping frequency and can be detected by the microphone. The resulting PA signal is then subsequently fed into a field-effect-transistor (FET) pre-amplifier and leads directly to a “Lock-in” amplifier (Perkin Elmer Instruments mod. 5210), where it is possible to obtain the photoacoustic amplitude and the phase signal, which are recorded as a function of the modulation frequency in an appropriate software program.

According to the model proposed by (Rosencwaig and Gersho, 1976) for thermal diffusion, the equation that leads us to the pressure fluctuation ($\delta P$) in the air chamber is

\[
\delta P = \frac{\gamma P_0 I_0 (\alpha_s \alpha_g)^{1/2}}{2\pi l_s T_0 k_i f} \exp \left( \frac{j(\omega t - \pi/2)}{\sinh(\sigma l_s)} \right),
\]

where $\gamma$ is the air specific heat ratio, $P_0$ the ambient pressure, $T_0$ ambient temperature, $I_0$ is the absorbed light intensity, $f$ is the modulation frequency, and $l_s$, $k_i$ and $\alpha_i$ are the length, thermal conductivity and the thermal diffusivity of the sample, respectively. Here, the subscripts denote the absorbing samples (s) and the gas (g) media, respectively, and $\sigma_i = (1 + j)\alpha_i$, is the complex thermal diffusion coefficient of $i$ medium. It is assumed in the Eq. 4 that the sample is optically opaque $l_\beta << l_s$, where $l_\beta$ is the optical penetration depth. For thermally thin sample $\mu_s > l_s; f < f_c$, where $\mu_s$ is the thermal diffusion length and $f_c = \alpha_s / \pi l_s^2$ is the cut-off frequency, Eq. 4 reduces to

\[
\delta P = \frac{\gamma P_0 I_0 (\alpha_s \alpha_g)^{1/2} \alpha_s \exp \left( j(\omega t - 3\pi/4) / f^{1/2} \right)}{2\pi l_s T_0 \sqrt{k_i l_s}},
\]

Here, the amplitude of the PA signal decreases as $f^{-1.5}$. On the other hand, at modulation frequencies above $f_c$, the sample is regarded as thermally thick and the corresponding equation is

\[
\delta P = \frac{\gamma P_0 I_0 (\alpha_s \alpha_g)^{1/2} \exp \left( -\sqrt{\pi f / \alpha_s} / f \right) \exp \left( j(\omega t - \pi/2 - l_s \alpha_s) / f \right)}{\pi l_s T_0 k_i}.
\]
Fig. 10. Experimental arrangement for the thermal diffusivity measurements following (Yunus et al., 2002)

The amplitude of the PA signal for a thermally thick sample decreases exponentially with the modulation frequency as $S_{PA} \propto 1/f \exp(-b\sqrt{f})$, where $b = \gamma \sqrt{\pi/\alpha}$. In this case, $\alpha$ is obtained from the experimental data fitting from the parameter $b$.

Fig. 11. Photoacoustic signal amplitude measurements as a function of the frequency square root for the 900 °C sample, together with the theoretical line.
Taking values of thermal diffusivity from the literature, the cut-off frequency $f_c$ is about 5.87 Hz, i.e. the frequency domain is regarded as thermally thick. As an example, Fig. 11 shows one of our sets of experimental points and the theoretical line for the 900 °C sample.

### 5.2 Specific heat capacity measurement

Specific heat capacity illustrates how a material can store large amount of heat, without suffering drastic temperature changes. The specific heat capacity ($\rho c$) was measured using the photothermal technique of temperature evolution induced by continuous illumination of the sample in vacuum. The sample surface was painted black to make the parameter characterising the radiative properties of the surface equals to unit ($\varepsilon = 1$) and placed inside a Dewar, which is subsequently vacuum-sealed, As shown in Fig. 12. The front surface was illuminated by the He-Ne laser focused on the sample through an optical glass window on the Dewar. On the sample backside was connected a thin-wire T-type thermocouple. The thermocouple output was measured as a function of time by using a thermocouple monitor (Model SR630, Stanford Research Systems) attached to a computer. Care has been taken to prevent the heating light from reaching the thermocouple. Since the sample thicknesses, typically of the order of micrometers was much smaller than their widths (e.g., 10 mm), the simple one-dimensional heat diffusion equation with radiation losses can be applied to our experiment (Mansanares et al., 1990).

![Fig. 12. Experimental arrangement for the specific heat capacity measurements](image)

The temperature evolution was monitored from the ambient temperature up to the sample temperature saturation, obeying Eq. 7 and then the light was turned off and the temperature variation recorded until it reached the ambient temperature again (Eq. 8).

\[
\Delta T \uparrow = \frac{I_0}{\rho c H} (1 - \exp(-t / \tau)) \tag{7}
\]

\[
\Delta T \downarrow = \frac{I_0}{\rho c H} \exp(-t / \tau) \tag{8}
\]

Here, $I_0$ is the incident light intensity, $\tau = l \rho c / 2H$ is the thermal relaxation time, $H = 4\sigma T_0^3$ is the heat transfer coefficient, where $\sigma$ is the Stefan-Boltzmann constant, $T_0$ is the ambient temperature and $t$ is the time variable (Mota et al., 2008).
Fig. 13. Experimental data and theoretical lines of rising (square) and decreasing (circle) temperatures as a function of time for the 1060 °C sample.

As an example, Fig. 13 shows the experimental data (open symbols) and theoretical lines for the 1060 °C sample (CG clay).

5.3 Results and discussion

Results of measurements of the thermal properties from CG clay are shown in Table 5 as a function of firing temperature.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Thickness (µm)</th>
<th>Thermal diffusivity (cm²/s)</th>
<th>Specific heat capacity (J/cm³ K)</th>
<th>Thermal conductivity (W/cmK)</th>
<th>Thermal effusivity (Ws¹/²/cm² K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>275±1.56%</td>
<td>0.012±2.58%</td>
<td>1.367±4.13%</td>
<td>0.016</td>
<td>0.148</td>
</tr>
<tr>
<td>950</td>
<td>273±3.58%</td>
<td>0.025±4.96%</td>
<td>1.064±3.08%</td>
<td>0.027</td>
<td>0.168</td>
</tr>
<tr>
<td>980</td>
<td>419±0.61%</td>
<td>0.012±2.99%</td>
<td>1.178±3.64%</td>
<td>0.014</td>
<td>0.129</td>
</tr>
<tr>
<td>1020</td>
<td>323±1.41%</td>
<td>0.021±2.16%</td>
<td>1.201±1.34%</td>
<td>0.025</td>
<td>0.174</td>
</tr>
<tr>
<td>1060</td>
<td>330±0.63%</td>
<td>0.031±0.22%</td>
<td>1.141±2.14%</td>
<td>0.035</td>
<td>0.200</td>
</tr>
<tr>
<td>1100</td>
<td>323±1.56%</td>
<td>0.013±2.58%</td>
<td>1.067±1.37%</td>
<td>0.014</td>
<td>0.122</td>
</tr>
</tbody>
</table>

Table 5. Thermal properties values and samples thickness as a function of firing temperature with its standard deviation

Thermal diffusivity values ranged from 0.0016 to 0.0063 cm²/s and are in close agreement with the literature (Alexandre et al., 1999; García et al., 2002). Table 5 presents values for specific heat capacity that were around 1.0 (J/cm³K). Thus, we can infer that thermal conductivity and effusivity tend to follow the thermal diffusivity profile in relation to the firing temperature. Moreover, for this kind of material, thermal properties are strongly dependent on the material microstructure.
In relation to the structure, Fig. 1 shows the evolution of the X-ray diffraction patterns as a function of firing temperature. For natural clay the diffractogram reveals predominant phases of kaolinite, quartz and small amounts of gibbsite, illite, orthoclase and anatase. Following the treatment at 900 °C, illite, quartz, anatase and orthoclase remain unchanged and a hematite phase is revealed. Treatments at 950 °C or higher cause sample recrystallization in the Al-Si spinel (Okada et al., 1986) and a liquid phase formation. Data clearly show the evolution of mullite and cristobalite in samples over the temperatures 1060 °C and 1100 °C.

Analysing the thermal diffusivity and the diffractograms, we can explain that the lower diffusivity value in 980 °C and 1020 °C is possibly due to the Al-Si rearrangements, owing to a crystallization process followed by a lattice formation (Okada et al., 1986), according to

\[
2Al_2(OH)_4Si_2O_5 \xrightarrow{500°C} 2Al_2SiO_4 + 4H_2O \xrightarrow{980°C} Al_4Si_3O_{12} + SiO_2.
\]

Equation 9 shows kaolinite 2Al_2(Oh)_4Si_2O_5 evolution, which reaches the spinel phase Al_2Si_3O_{12} + SiO_2 formation, with an intermediate phase, namely metakaolin 2Al_2Si_3O_{12} + 4H_2O. The high diffusivity value at 1060 °C could possible be connected to the liquid phase formation within the beginning of the vitreous phase. The heat can be transported easier in this kind of phases than through the clay mineral grains. In support of this explanation for the highest thermal diffusivity, we note the clear modification of structure shown to occur above 1060 °C.

At 1100 °C, the thermal diffusivity decreases as explained by the reaction.

\[
Al_4Si_3O_{12} \xrightarrow{1100°C} \frac{2}{3}[3Al_2O_32SiO_2] + \frac{5}{3}SiO_2.
\]

Through sintering at this temperature, formation of mullite \(\frac{2}{3}[3Al_2O_32SiO_2]\) and cristobalite \(\frac{5}{3}SiO_2\) starts from the spinel phase \(Al_2Si_3O_{12}\), as reported by references in (Okada et al., 1986). We suggest that there is a reduction of liquid phase and pores, with the formation of cristobalite, which probably is responsible for the thermal diffusivity decay.

Summarizing, the red clay from Campos dos Goytacazes-RJ region are used mainly for bricks and roofing tiles. In general, ceramic plants fire their products at temperatures below 900 °C. In the raw state the red clay, as shown in Fig. 1, is composed of a high proportion of kaolinite clay mineral besides accessory minerals including oxy-hydroxide, illite, quartz, and anatase. In this case sintering is dominated by particle-to-particle contact mainly of metakaolinite platelets, resulting in a more open structure and also ceramic products of low quality. High porosity results in a lower thermal diffusivity and thermal conductivity. On the other hand, the sintering accelerates above 950 °C with drastic microstructural changes due to the formation of a vitreous phase, resulting in better densification behaviour of the red clay. As a consequence, the thermal diffusivity increases abruptly. However, a decrease in the thermal diffusivity occurred between 1060 °C – 1100 °C. This is due mainly to formation of mullite, which is characterized by a high proportion of oxygen vacancies that lead to low thermal diffusivity. It will be reasonable then to consider that the optimum firing temperature range for the studied red clay is above 950 °C.
### Table 6. Thermal properties of the J clay as in function of some possible sintering temperatures

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Thermal diffusivity (cm²/s)</th>
<th>Specific heat capacity (J/cm³ K)</th>
<th>Thermal conductivity (W/cm K)</th>
<th>Thermal effusivity (Ws¹/²/cm² k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>0.003 ± 0.0004</td>
<td>0.61 ± 0.11</td>
<td>0.002 ± 0.00</td>
<td>0.034 ± 0.0013</td>
</tr>
<tr>
<td>950</td>
<td>0.005 ± 0.0000</td>
<td>0.83 ± 0.02</td>
<td>0.004 ± 0.00</td>
<td>0.061 ± 0.0005</td>
</tr>
<tr>
<td>1000</td>
<td>0.007 ± 0.0000</td>
<td>0.82 ± 0.13</td>
<td>0.006 ± 0.00</td>
<td>0.072 ± 0.0008</td>
</tr>
<tr>
<td>1050</td>
<td>0.004 ± 0.0000</td>
<td>0.92 ± 0.09</td>
<td>0.004 ± 0.00</td>
<td>0.061 ± 0.0001</td>
</tr>
<tr>
<td>1100</td>
<td>0.004 ± 0.0002</td>
<td>0.67 ± 0.11</td>
<td>0.003 ± 0.01</td>
<td>0.045 ± 0.0010</td>
</tr>
</tbody>
</table>

### Table 7. Thermal properties of the J clay with 30% sanitary ware mass residues as in function of some possible sintering temperatures

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Thermal diffusivity (cm²/s)</th>
<th>Specific heat capacity (J/cm³ K)</th>
<th>Thermal conductivity (W/cm K)</th>
<th>Thermal effusivity (Ws¹/²/cm² k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>0.008 ± 0.0001</td>
<td>0.98 ±0.00</td>
<td>0.007 ± 0.00</td>
<td>0.088 ± 0.0011</td>
</tr>
<tr>
<td>950</td>
<td>0.004 ± 0.0005</td>
<td>1.12 ± 0.15</td>
<td>0.005 ± 0.11</td>
<td>0.072 ± 0.0008</td>
</tr>
<tr>
<td>1000</td>
<td>0.009 ± 0.0008</td>
<td>1.57 ± 0.04</td>
<td>0.014 ± 0.08</td>
<td>0.148 ± 0.0005</td>
</tr>
<tr>
<td>1050</td>
<td>0.006 ± 0.0004</td>
<td>1.43 ± 0.17</td>
<td>0.008 ± 0.06</td>
<td>0.111 ± 0.0010</td>
</tr>
<tr>
<td>1100</td>
<td>0.004 ± 0.0009</td>
<td>1.25 ± 0.02</td>
<td>0.005 ±0.09</td>
<td>0.082 ± 0.0009</td>
</tr>
</tbody>
</table>

Tables 6 and 7 show the thermal properties of the J clay and J clay with 30% residue, respectively. Regarding to the ceramic thermal properties, the CG clay ceramic sample presented much higher values than the J clay ceramic. Thus, depending on the application, considering thermal properties we can use a kaolinite raw material if we need ceramics with fast thermalization or illitic clays for a better thermal isolation. We noted that the aggregation of 30% of sanitary ware mass residue in the J clay matrix generates higher values of the ceramic thermal properties.

### 6. Pollutant gases from the firing of clay ceramic added with residues

The gas emission concentrations during the CG and J clays firing process were measured. The figures were displayed in such way that it is possible to compare the whole samples for each gas, obeying the CG clay samples and the J clay samples.

#### 6.1 Experimental procedure

The following materials were studied in this present research: a) the CG clay and steel slag considered as a waste by the National Steel Plant (CSN) located at the south of the state. This slag was generated during the conventional oxygen blowing, LD (Linz Donawitz) process, of steel refining; b) The J clay and the sanitary ware mass rejects from a ceramic industry of São Paulo state. The emitted gases from the firing process were quantitatively measured by means of a photothermal technique.
The gas released from the furnace was directly connected to an infrared model URAS 14, ABB gas analyser under a suction flux of 0.3 L/min. This gas analyser detected and quantified simultaneously CO, CO₂, CH₄, NO, N₂O, NH₃, and SO₂. Gas samples were collected 20 min. after settled temperature stages of respectively, 150, 300, 450, 550, 650, 800, 950, 1050, and 1100 °C. The samples were brought to room temperature following the inertial cooling of the resistive furnace.

The gas analyser measurement process is based on resonance absorption at the characteristic vibrational rotation spectrum bands of non-elemental gases in the middle infrared range between 2 μm and 12 μm. Because of their bipolar moment, the gas molecules interact with infrared emissions. For selectivity, the receiver is filled with the applicable sample components to establish reference and sensitivity to these components (~1 ppm). It consists of the cell divided into two identical compartments: one in the measuring cell, through which the sampled gas is flowed, and the other acts as reference, filled with nitrogen. The light emitted from a hot filament is modulated by a mechanical chopper and divided by a beam splitter. Each beam goes simultaneously through the measuring cell and the reference cell. The detector consists of two sealed chambers separated by a diaphragm capacitor. Both chambers are filled with pure gas of the chemical species under study. The light beams emerged from the sample and reference cells reach independently the two detector chambers, causing a differential pressure that is proportional to the light absorption by the sample. The pressure difference is converted by the diaphragm capacitor into an electrical signal. A detailed description of the Uras performance can be found in the literature (11).

Before each sample analyses the cells were calibrated using pure standard N₂.

6.2 Results and discussion

Figures 14 and 15 show the released CO₂ and CO gases as in function of the temperature from the CG clay with (5%, 10%) and without (0%) steel slag residue in different concentrations in weight. The other gases had not presented significant values.

![Fig. 14. CO₂ profiles as in function of the firing temperature for the samples with 0 %, 5 %, and 10 %](image_url)
CO₂ concentration values were emitted more significantly in the presence of the residue. Generally, carbon composites, as CO₂, in the range of 300 °C to 500 °C are emitted due to the organic matter oxidation. Moreover, the reaction of the kaolinite and goethite dehydroxilation deals to a metakaolinite, that is, an amorphous phase.

![Fig. 15. CO profiles as in function of the firing temperature for the samples with 0 %, 5 %, and 10 %](image)

The CO₂ emission in temperatures higher than 850 °C, is possibly due to: the hydroxil (OH) release, proceeding from the gases that were locked up in the pores, which are set free later when the pores begin processes of volumetric reduction, due to the high temperature; the chemical dehydration of minerals that contains mica (muscovite); and the calcite decomposition (CaCO₃ = CaO+CO₂). Values reached in this section were just proportional to a laboratory furnace.

![Fig. 16. CO₂ emitted during the ceramic firing process as in function of the firing temperature](image)
Figures 16 and 17 show the CO$_2$ and CO emissions as a function of firing temperature from the J clay without and with 30% in weight of sanitary ware mass residue. Firstly, we observed that the addition of the residue diminishes the amount of CO$_2$ emission. The amount of CO$_2$ emitted between 300 and 550 °C has the same explanation previously cited, that is, due to organic matter oxidation and the dehydroxilation of clay minerals.

![Fig. 17. CO emitted during the ceramic firing process as a function of the firing temperature](image)

7. Conclusions

Here, red ceramic samples from Rio de Janeiro state and from São Paulo state were analysed as a function of firing temperature. In order to study the ceramics quality, technological essays were prepared. Comparisons between the Kaolinite CG clay and the illitic J clay were made, indicating the advantages and disadvantages of each specimen. The thermal property of red ceramic samples as well as their crystalline phases were analysed as a function of sintering temperature. Photothermal techniques were used to measure the thermal properties and the microstructures were identified by x-ray diffraction, in order to compare structural and thermal features of the samples. It was shown that there is an intrinsic relationship between the structure and the thermal diffusivity. When the crystalline structure undergoes strong perturbations the thermal diffusivity values decrease and vice-versa. When liquid phases achieve the highest concentration at around 1060 °C (CG clay) and 1000 °C (J clay), the thermal diffusivity shows its maximum peak. Afterwards, there is a decrease, although the thermal diffusivity maintains high values, due to mullite enhancement and vitreous phase consolidation in the red ceramics. The J clay sintering temperature is lower than to the CG clay, due to a larger amount of flux material. Thermal property values are consistent with the literature. As the specific heat capacity has values of approximately unity, thermal conductivity and effusivity follow that of thermal diffusivity. Considering thermal properties, it was shown that red ceramic sintering temperatures should be greater than 950 °C, but below 1060 °C from both clays.
The steel slag investigated, considered as a steelmaking waste, has an elevated amount of Ca, Fe, Mg and Si. The main crystalline phases identified were magnetite, Fe₃O₄, calcite, CaCO₃, magnesium manganese oxide, Mg₆MnO₈ and calcium silicate, Ca₂SiO₄, CaSiO₃. The incorporation of steel slag into clayey ceramics, must be done in amounts of up to 10 wt.%. In relation to the steel slag incorporation, it had been mainly detected CO and CO₂. Comparing the diverse percentages of residues into the ceramic mass, it observed that the CO₂ concentrations decrease in the range of 300 °C to 500 °C, when increased the percentage of residue to the mass. On the other side, between 500 °C and 950 °C, there was a reasonable increase of the concentration (in relation to the pure clay), when the residues percentage was enlarged. The calcite starts to decompose around 675 °C and its complete decomposition occurs up to 950 °C. When mixed to another minerals, the calcite presents lower temperature of decomposition (880 °C, approximately). It is possible that sanitary ware residues can attenuate the pollutant gas release from the ceramic firing. We concentrate in this chapter the CO and CO₂ gases, in order to facilitate the point of view of our study. It will appear elsewhere the complete set of measured gases from this research.
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1. Introduction

Firing of silicate ceramics, which are made of clays with high contents of kaolinite, transforms a green body into a ceramic product [1, 2]. The green body exhibits significant changes of its properties resulting from dehydration at low temperatures, phase changes during dehydroxylation and high-temperature reactions, and densification during sintering [3, 4]. All these changes significantly influence mechanical properties of the fired body as well as its other physical properties.

To save time and energy, it is desirable to conduct the firing in the shortest time possible without damage to the fired ceramic body. Calculating the safe upper limit of the heating or cooling rate of the large ceramic bodies (e.g. high-voltage insulators) is a complex task that requires knowing five material quantities: mechanical strength (MOR), Young’s modulus (YM), Poisson’s ratio, thermal conductivity, and coefficient of the linear thermal expansion (CLTE). All of these quantities must have to be known as functions of the actual temperature at the firing. The upper limit of the heating rate according to [2] is

$$v_{\text{max}} = \frac{\sigma_f (1 - \mu) \lambda}{A \alpha E r^2 c \rho}, \quad (1)$$

where $\sigma_f$ is MOR, $\mu$ is Poisson’s ratio, $\lambda$ is thermal conductivity, $A$ is the shape factor of the ceramic body, $\alpha$ is CLTE, $E$ is YM, $r$ is the characteristic dimension of the body, $c$ is volumetric heat capacity and $\rho$ is the volume mass density.

The relationships between the temperature and these qualities (MOR, YM, CLTE, $\mu$ and $\lambda$) can be identified only using experimental approach despite of some theoretical connection between YM and CLTE or between YM and MOR. These theoretical relationships were derived for simple materials and they are only very approximately applicable to complex multiphase material as kaolin-base ceramics. For thin-wall ceramic bodies such as whiteware, a more simple method based on thermodilatometric results can be used for control of the firing [5].
This chapter is devoted to the development of the two most important mechanical parameters, MOR and YM of the green ceramic material during heating and cooling stages of the firing, with the exception of the highest temperature region where the body becomes partially plastic. Poisson’s ratio $\mu = (E / 2G) - 1$, where $E$ is YM and $G$ is the elastic shear modulus, can be easily calculated if $\mu$ at the room temperature is known. The relationships between YM or shear modulus and the temperature during firing can be assumed as qualitatively identical, i.e. $\mu = \text{const}$ during the all firing.

2. Experimental

2.1 Samples

Samples from quartz porcelain mixture for the modulated-force thermomechanical analysis (mf-TMA) and measuring MOR were made from 50% kaolin and clay, 25% quartz and 25% feldspar. The mixture was ground and sieved on a 100 mesh/mm$^2$ sieve and turned into a plastic material. Then cylindrical samples (diameter 11 mm) were made with the laboratory vacuum extruder. The samples were dried in the open air and finally content $\sim 1$ wt.% of the physically bounded water.

2.2 Modulated force thermomechanical analysis (mf-TMA)

The mf-TMA is an effective experimental method to determine temperature dependence of YM of ceramics [6]. Most of the technical solutions of the method are based on continual measuring the resonant frequency of the sample during a defined temperature regime. The resonant frequency $f$, the volume mass density $\rho$, and the sample dimensions (length $l$ and diameter $d$) serve for the calculation of YM $[7, 8]$

$$E = 1.12336 \left( \frac{l^2 f}{d} \right)^2 \rho T$$

(2)

Here, $T$ is a correction coefficient, which should be used if $l/d < 20$. Since the ratio for the used samples $l/d = 15 < 20$, and assuming Poisson’s ratio $\mu = 0.2$, the coefficient $T = 1.06821$ can be determined from the table given in [9]. Since the mass and the dimensions of the green sample are not constant during firing, to obtain the correct value of Young’s modulus at the actual temperature $t$, the mass and the dimensions at the actual temperature $t$ should be substituted into Eq. (2). Then we obtain

$$E(t) = 1.52782 \frac{m_0 \left( 1 + \frac{\Delta m(t)}{m_0} \right) l_0^2 f^2(t)}{d_0^4 \left( 1 + \frac{\Delta l(t)}{l_0} \right)}$$

(3)

Relative changes in the mass $\Delta m(t) / m_0$ and dimensions $\Delta l(t) / l_0$ must be determined from the results of thermodilatometric (TDA) and thermogravimetric (TGA) analyses. The values $m_0$ and $l_0$ are the initial mass and length of the sample at room temperature. If Eq. (3) is used, simply considering $\Delta m(t) = 0$ and $\Delta l(t) = 0$, a certain error arises. Its relative value for measuring the green sample is shown in Fig. 1.
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Fig. 1. Relative error \( \frac{(E_{eq(2)} - E_{eq(3)})}{E_{eq(3)}} \) originated from neglecting the mass and dimensions changes of the sample.

Fig. 2. A scheme of the apparatus for measuring YM.

H - frame, HS - helical spring, W - weight, E - exciter, PtW - platinum wire, S - sensor, PA - preamplifier, SA - sample, F - furnace, PC - computer, TP - temperature programmer.
The apparatus for measuring Young’s modulus of ceramics at higher temperatures has to satisfy several requirements: a) the sample must be adequately large because some ceramic materials are inhomogeneous and contain crystals of different minerals, glassy phase, and pores; b) green ceramic material is brittle and soft and its mechanical strength is low, and c) the dimensions of the sample contract by up to 8 – 12% during sintering. We designed an apparatus that satisfies these requirements, see Fig. 2 [10]. It is based on the chart showed in [7, 8] and, in more detail, in [11]. A sample placed horizontally in a furnace is suspended on thin platinum wires (∅0.15 mm) which connect the sample with exciter and sensor located outside the furnace. For the measurement of the sample temperature we use the thermocouple Pt-PtRh10. Its hot ending is in the vicinity of the sample and the cold endings are connected to the temperature programmer.

2.3 Measurement of MOR

Measurements at high temperatures are energy and time-consuming. To make a measurement of MOR more effective, a new apparatus with a heated magazine for 10 samples was designed (Fig. 3). It allows testing of these samples in one heating cycle from 20 to 900 °C using the three-point-bending method.

\[ \sigma_f = \frac{8F_f}{\pi d^3} \quad (4) \]

where \( d \) is the diameter of the sample, \( l \) is the span between the supports and \( F_f \) is the force at the moment of the rupture. However, thermal expansion of the sample diameter \( \Delta d(t) \) and the span between supports \( \Delta l(t) \) must be taken into account at elevated temperatures. Then Eq. (4) obtains the form
\[
\sigma_f(t) = \frac{8[l_0 + \Delta l(t)]}{\pi[d_0 + \Delta d(t)]^3}[aF_{t_f}(t) + F_2],
\]

Where \(d_0\) and \(l_0\) are the diameter and the span at room temperature, \(a\) is a constant of the lever mechanism, \(F_{t_f}(t)\) is the force registered at the moment of the rupture and \(F_2\) is a small known initial pre-loading force.

3. Heating stage of firing

During heating, several important processes take place in ceramic material. To understand them in more detail it is useful to perform thermal analyses, mainly TGA, DTA and TDA. Their results are shown in Fig. 4 and Fig. 5. Both curves depicted in Fig. 4, TGA and DTA, are of a typical shape for kaolin base ceramics. Since the sample was not fully dried, some physically bounded water was present at the surface defects on walls of kaolinite crystals [13] and in micropores, which caused a subsequent loss of the sample mass at the lowest temperatures. This process is endothermic as confirmed by DTA.

Fig. 4. Relative mass loss (black line) and DTA (gray line)

Fig. 5 and Fig. 6 show the results of TDA and mf-TMA of the green porcelain sample reflecting the same processes as Fig. 4. Comparing Fig. 5 to Fig. 6, the rule “the higher thermal expansion, the lesser YM” is not fulfilled in the temperature range of 20 – 200 °C. Here, two concurrent mechanisms appear. The first is the escaping of the physically bound water from the finest pores and the surface of crystals. This leads to a) a closer contact between crystals and, thereby, to an increasing YM and b) to a small contraction of the sample. Simultaneously, thermal expansion makes YM lower and the dimensions of the sample larger. The net effect of these phenomena demonstrates itself as a steep growth of YM and as a very moderate deceleration of the thermal expansion up to 120 °C.
Fig. 5. Thermodilatometric curve of the green sample during heating

Fig. 6. The results of mf-TMA - Young modulus (calculated according to Eq. (3)) versus temperature
After removing the weakly bound physically water, the sample loses the rest of this water and a very small amount of the organic material, see TGA in Fig. 4. The course of the dilatometric curve represents a simple thermal expansion, as shown in Fig. 5. The values of the thermal expansion increase up to −500 °C when dehydroxylation occurs, which leads to a contraction of the sample and dropping of its mass. Following the escape of the physically bound water, there is no further change in the structure and composition. Hence, above 200 °C both TDA and mf-TMA results approximately satisfy the rule “the higher thermal expansion, the lesser YM” as long as dehydroxylation emerges at −450 °C. This process is exhibited in different ways for mf-TMA and TDA. The TDA reflects a) shrinkage of the kaolinite crystals as the result of escaping the crystalline water from their octahedral sheets and b) thermal expansion of the feldspar and quartz.

The mf-TMA is a complex result of four phenomena: a) creation of defects in the kaolinite crystals interiors (which makes YM lower), b) probably the beginning of the solid phase sintering (which makes YM higher), c) loss of the sample mass (which makes YM lower) and d) shrinkage of the sample dimensions (which makes YM higher).

We can conclude that the thermodilatometric behavior of the sample during dehydroxylation is determined primarily by the dehydroxylation process in the kaolinite crystals. The elastic behavior is determined mainly by improving the contacts between the crystals as a consequence of the solid phase sintering. Dehydroxylation plays a minor role in the mf-TMA results (except at a short temperature interval 550 – 620 °C). The temperature interval of dehydroxylation is considered a critical stage of the firing process. It is known that an inadequately high rate of heating or cooling leads to cracking of the ceramic body. This was studied in detail on large cylindrical samples in the dehydroxylation region [14].

The α → β transition of quartz takes place in the dehydroxylation background, and in spite of a relatively large content of quartz in the sample (25 wt.%), the transition proves only with a small peak at −570 °C on both curves, TDA and mf-TMA.

Thermal expansion after the completion of dehydroxylation ends at temperature −950 °C when the collapse of the metakaolinite lattice accompanied by a rapid shrinkage appears. Identically, there is a steep increase in YM in response to a faster solid state sintering and the new structure. A typical exothermic peak on the DTA curve at 1000 °C is characteristic for this process.

Mechanical strength (Fig. 7) approximately follows the course of mf-TMA in Fig. 6. As our preliminary (not yet published) results show, MOR slightly increases in the interval 20 – 200 °C. However, MOR is much more sensitive to defects created by dehydroxylation. Its values run through a clear minimum at −450 °C. Very similar results were published in [15].

It is interesting to compare the results of mf-TMA of the green porcelain sample (Fig. 6) to mf-TMA of kaolin (Fig. 8) [17]. Sound velocity \( c \) is related to YM by formula \( c^2 = \frac{E}{\rho} \); therefore the temperature dependence of YM and the sound velocity are similar. Comparing
Fig. 6 with Fig. 8 we can conclude that the changes of YM in the three-axial porcelain mixture are predominantly caused by the changes in the kaolin phase and the kaolin crystals interfaces. The same can be stated about MOR. We also made some trial measurements of the acoustic emission during heating. Weak signals were monitored at the temperature range of 250 – 650 °C, which is in accordance with the results of mf-TMA.

![Graph of mechanical strength vs. temperature](image1)

**Fig. 7.** Mechanical flexural strength measured during heating stage of the firing

![Graph of sound velocity vs. temperature](image2)

**Fig. 8.** Sound velocity of kaolin vs. temperature
In theory, the direct implication of Hooke’s law is that the relationship between MOR and YM is linear. As can be seen in Fig. 6 and Fig. 7, the courses of YM and MOR are similar, which confirms this theoretical assumption. But there is a considerable scatter of points in this relationship, see Fig. 9, which allows only for a rough estimation of MOR from YM [18].

$$y = 5.4751x - 54.978$$
$$R^2 = 0.6453$$

![Graph showing the relationship between mechanical strength and Young modulus measured at the actual temperature.](image)

**4. Cooling stage of firing**

During heating of the ceramic body from ∼1150 °C up to the maximum firing temperature, mullite is created, feldspar melts, the glassy phase occurs and the liquid phase sintering runs. The ceramic body losses elastic properties and becomes plastic. Shrinkage of the sample volume is significant, porosity decreases to a low value [3, 4, 19]. When the body cools down, a viscosity of the glassy phase increases and elastic properties progressively restore. The ceramic material becomes a porcelain.

Numerous studies deal with the influence of the unsolved quartz grains in the porcelain structure. It is recognized that residual quartz grains have a negative influence on the strength of the porcelain. The primary problems associated with quartz in electroporcelain and the ways to decrease the negative effects of quartz were recently described by J. Liebermann [20, 21, 22]. It is commonly believed that the relatively large volume change accompanying the $\beta \rightarrow \alpha$ transformation of the unsolved quartz grains ($\Delta V/V = -0.68 \%$ for free quartz grain) is the basic source of microcracking. Investigations performed at room temperature with the help of the electron or light microscopy show circumferential microcracks and (less often) microcracks in quartz grains, see Fig. 10. Based on the model of quartz grain with glassy cladding and the thermodilatometric results (as depicted in Fig. 11), the cooling interval can be divided in two parts. Above 570 °C, the volume of the quartz grain remains approximately constant, and the glassy cladding tends to contract its volume.
The grain is under the compressive stress and no circumferential cracks can arise. But in the narrow temperature interval around the $\beta \rightarrow \alpha$ transition of quartz, the quartz grain volume rapidly contracts and the circumferential microcracks can appear around the grain. The microcracks are the result of the release of the mechanical stress caused by the difference in the thermal expansion between the quartz grains and the glass matrix [21, 23, 24, 25].

Fig. 10. Fracture surface with quartz grains and circumferential cracks around them. SEM after etching with 2.5 % HF for 15 s. Courtesy of PPC Čab

Fig. 11. Thermodilatometric curve of porcelain during cooling stage of firing
Results obtained using the real time non-destructive methods applied during the cooling stage of firing offer another view on the cracking process. An acoustic emission measurement directly records the formation of the microcracks, and mf-TMA, which measures YM (or sound velocity), is sensitive to the concentration of the microcracks. The acoustic emission was employed in [26] to examine spontaneous cracking in porcelain samples during cooling. Acoustic emission signals were detected in the temperature range of 900 – 800 °C and never at temperatures less than 600 °C. These results were indirectly confirmed in [27] through measuring the sound velocity. Beside that, a decrease in the sound velocity below 570 °C was observed and assigned to the microcracks.

![Fig. 12. Relationship between Young's modulus and temperature of green quartz sample during cooling stage of firing from max. temperature 1250 °C](image)

A resonant flexural vibration develops in the sample if viscosity of the glassy phase is high enough for propagation of the mechanical flexural wave. This condition appears during cooling at the temperature of ~1000 °C. The relationship between YM and the temperature during cooling is depicted in Fig. 12. Values of YM increase with a decreasing temperature as long as the viscosity of the glassy phase is low enough to accommodate the mechanical stress generated during cooling. Subsequently, creation of microcracks may begin as a consequence of releasing the stress between phases with different thermal expansion coefficients. This process is demonstrated through descending values of YM below ~750 °C. Then there is a rapid decrease in the values with a sharp minimum at ~580 °C, which belongs to the β → α quartz transition. During the further temperature decrease, there is a moderate and temporary recovery of Young’s modulus values, followed by their restored drop from 500 °C to room temperature. This behavior supports results from the acoustic emission measurement. Intense acoustic signals, connected with the crack creation, were observed from ~800 °C to ~650 °C, then no signals appeared between 600 °C - 500 °C and
weak signals appeared again below 500 °C [28]. Consequently, most of the cracks in the vicinity of the quartz grains are created before the $\beta \rightarrow \alpha$ transition and not during this transition as commonly believed.

Crack creation around the unsolved quartz grain can be caused by mechanical stress. According to [19], the total stress $\sigma$ acting on the quartz particle may be calculated as

$$\sigma = \frac{\Delta \alpha \Delta T}{1 + \mu_g} \left(1 + \frac{2\mu_q}{E_g}\right)$$

(6)

where $\Delta \alpha = \alpha_g - \alpha_q$ is the difference between the thermal expansion coefficients of the glassy matrix and the quartz grain, and $\Delta T$ is the temperature range of the cooling process. $E_g$ and $E_q$ are Young’s moduli of the glassy matrix and the quartz grain, respectively, and $\mu_g$ and $\mu_q$ are their Poisson’s ratios. The thermodilatometric curves of the quartz and glassy phase and mullite (the last two curves are approximately identical according [26]) are depicted in Fig. 13. As can be deduced from Fig. 13, the quartz grain volume is almost constant and its glassy surrounding contracts its volume during cooling from 1000 °C to 570 °C. The stress applied on the grain according to Eq. (6) is positive (i.e. compressive stress). The glassy phase is under the tensile stress. Below the glass transformation temperature, the glassy matrix becomes brittle, which could result in formation of radial cracks nucleating at the quartz particles [19]. The nucleation and the growth of cracks are demonstrated by the decreasing values of Young’s modulus (Fig. 12) below 800 °C. This process is finished by the $\beta \rightarrow \alpha$ transition accompanied by a fast decrease in the thermal expansion of the quartz grains.

Fig. 13. Thermodilatometric curves of quartz (black line, main values from the curves for c-axis and a-axis [29]) and mullite [30] or glassy phase (gray line)
During the $\beta \rightarrow \alpha$ transition of quartz, the contraction of the quartz phase volume proceeds faster than the contraction of the glassy phase, i.e. $\alpha_q > \alpha_g$, and the stress applied on the quartz grains becomes negative according to Eq. (6). During this fast process the tensile stress applied on the glassy matrix was rapidly relaxed, and upon further cooling, the compressive stress built up. This process took place between 573 and 500 °C, demonstrating itself by vanishing of acoustic signals (no new cracks nucleated) and a partial recovery of Young’s modulus, likely due to the shrinkage of voids caused by previous cracking. Below 500 °C, the relation $\alpha_q > \alpha_g$ continues to be valid until the room temperature is reached. After a short interval between 600 °C and 500 °C where no acoustic signals were detected [26, 28] and YM passed over a small maximum, YM continued to decrease its values and weak acoustic signals appeared again [28]. This can be explained by the newly built compressive stresses which induce an interface decohesion that takes the form of cracks around the quartz grains. The acoustic signals disappear at temperatures below 300 °C, which indicates that no further cracking occurs and the ongoing decrease of Young’s modulus is caused by the accretion of already existing cracks [28].

![Graph showing mechanical strength vs temperature](image)

**Fig. 14.** Mechanical strength measured during cooling stage of the firing

The values of MOR measured in the cooling stage of firing, see Fig. 14, approximately confirm the conclusions shown above. MOR decreases before the $\beta \rightarrow \alpha$ transition occurs, which is in agreement with the decreasing YM, and reaches the minimum at ~550 °C. A slightly higher value of MOR at 500 °C can be hardly considered a maximum, although it could correspond to the maximum of YM. Because of a few measured points in this region (450, 500, 550, 600 °C) and relatively large standard deviations of MOR, it is questionable to unambiguously relate the small increase in MOR at ~550 °C to a temporary recovery of YM.
The behavior of MOR and YM below 450 °C differs from the theoretical requirement of the direct proportion between these two quantities. The values of MOR initially increase (between 450 and 350 °C) and then remain constant up to 200 °C. On the other hand, YM decreases its values permanently. Both quantities, MOR and YM, reach their lowest values at room temperature.

5. Conclusions

Elastic properties (Young’s modulus, sound velocity and mechanical strength) of the green quartz porcelain body reflect the changes in the structure of the body and the processes in it. They are linked to
a. escape of the physically bound water, dehydroxylation, the α → β quartz transition, high-temperature reactions and solid-phase sintering during the heating stage of firing,
b. solidifying of the glassy phase, differences between the thermal expansion coefficients of the glassy phase, mullite and quartz grains, and the β → α transition of quartz during the cooling stage of firing.

Results obtained by mf-TMA during heating showed a direct relationship between the elastic properties of kaolin and green porcelain samples. Young’s modulus and the mechanical strength of the green porcelain sample seem to be determined by the properties of the interfaces between kaolinite crystals. Mechanical properties improve between 50 – 250 °C and then between 650 – 1100 °C, which can be explained by solid-phase sintering. Young’s modulus and the mechanical strength in the cooling stage of firing are predominantly determined by the stresses created and relaxed between the glassy phase and the quartz grains. They are a source of microcracks that are mostly located in the vicinity of the quartz grains. As a consequence, Young’s modulus and the mechanical strength decrease.

Results obtained using the AE technique reveal several stages of microcracking. This process begins at the temperature of the glass transition. At the temperature of the β → α transition, cracking is temporarily interrupted and a partial recovery of the structure occurs. Below this temperature circumferential cracks around the particles appear with less intensity, especially when the temperature is decreased below 300 °C.
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1. Introduction

Granular solid residuals are produced by different industries in Mexico. Some of these are considered dangerous because they are stored in open areas contaminating and affecting the flora, fauna, and aquifers, and occasionally to the human being. These solid residuals coming from mines and diatomaceous earth are known as “jales” (náhualt derivated from xalli, it means sand). The “jales” have a high content of cyanide and heavy metals. These high contents are commonly out of the limits permitted by the Mexican standards. On the other hand, the “diatomita” (diatomaceous earth) is not as dangerous as the “jales”, however, this needs a treatment to eliminate the occluded organic material. This is normally used by producers of gelatin, antibiotics, industrial grease and oil, sugar refining, etc.

The leaching process of metals using the sodium cyanide was introduced in 1887 (Li, 1993). This revolutionizes the techniques to obtain gold and silver. This is a method usually employed in the world to recover metals. Two international patents were obtained by developing equipment and also a process to extract toxic metals and wastes from foundry sands (Vite, 1994a, 1994b). In addition, a national patent was achieved by the leaching of heavy metals from foundry sands (Vite, 1997).

Approximately, 330,000 tons of these solid residuals are generated daily in Mexico. In some states, such as Guanajuato, Zacatecas and cities as Pachuca in the state of Hidalgo, the waste deposits are found in open areas. The chemical composition of these solid residuals is varied. Figure 1 shows a photograph of the pipe used to transport the solid residuals until a “jales” dam.

An important case is related to “jales” when they have high pyrite content (FeS₂). This affects considerably the chemical composition due to their weathering. Due to this fact, it is necessary to process the “jales” before being used at applications such as the construction of landfills in the leveling of roads, additives for asphalt mixtures or dam construction (Botz & Stevenson, 1995, Orozco & Orozco, 1992, Sengupta, 1993, Vite et al., 2003, Wills, 1994).
In this study, a multidisciplinary work combining different mechanical, chemical and physical aspects was conducted. Industrial solid residuals coming from mines were leached to eliminate the toxic metals present in their chemical matrix. This process was carried out by using special equipment as mentioned and described above. It was developed and patented in Mexico and United States of America. The resultant solid material was mixed with solid residuals coming from diatomaceous earth and mines, and binders were employed to obtain new compact ceramic materials.

![Pipe used to transport the solid residuals until the jales dam](image)

The mechanical properties of these ceramic materials, such as the compressive strength were determined in accordance to ASTM C170-50 and ASTM C-36 standard. The final results showed that these ceramic materials are lighter and exhibit higher compression strength than conventional materials such as bricks.

1.1 Background of the invention

The invention refers to an apparatus and process for extracting metals from foundry sands and, more specifically, to an apparatus and process for extracting these metals by making use of a thermostated column.

In the field of metal extraction based on foundry sands, the extraction techniques most utilized to date in a liquid-solid system involve mechanically-stirred leaching tanks, the Pachuca (State of Mexico) tank and Bonotto, Kennedy or Rotocel extractors. None of this equipment however has been specifically designed to extract small quantities of metals from foundry sands, which represents a problem not, so far, resolved.

Of the conventional apparatus mentioned above, the Pachuca tank is that which most resembles the apparatus object of the present application. However, the thermostated column of the new apparatus differs from the Pachuca tank insofar as regards its air dispersion system, the use of decarbonated and humidified air, because it consists of a heating jacket and because temperature control of the heating fluid is by means of a thermostat. These features of an apparatus which is desired to protect, allow a suitable pulp suspension, prevent the formation of a silicate and carbonate layer at the bottom of the
column, permit better temperature control and a finer control of the process variables, such as the pH, the air flow and the solution’s oxidation-reduction potential.

1.2 Summary of the apparatus

The apparatus and the process of the present invention allow low concentrations of the metals contained in the mining tailings to be simultaneously extracted, thus achieving two main goals which are 1) the recovery of metal values which can be recycled and 2) An important reduction in the toxicity of the industrial solid wastes (Mining Tailings) which once treated, can be handled as normal industrial waste, which can be used to make ceramic materials or construction materials, with important savings. From among the metals which are possible to recover, one can mention, among others platinum, gold, cobalt, germanium, zinc, manganese, silver and copper, metals with many industrial uses, and some others such as chromium, vanadium and arsenic, which are highly toxic. Figure 2 shows a schematic diagram of the patented equipment ((Vite, 1994a, 1994b).

Fig. 2. Schematic diagram of the patented equipment (Vite, 1994a, 1994b)
Fig. 3. Side view of the thermostated column (Vite, 1994a, 1994b)
In order to achieve its purpose, the apparatus consists of a thermostatic includes column which is connected to a decarbonated and humidified air supply source, and with a controlled heating system. This column includes an inlet for introduction of the components to form an aqueous pulp, and device for sparging, it in such away that a suitable suspension and homogenization of same is obtained. For it’s part , the process is characterized by the introduction into the column of some reagents, distilled water and industrial solid wastes (mining tailings) in order to form an aqueous pulp which is processed in same for 2 hours under controlled temperature , air flow and pH conditions. Upon termination of the above mentioned period, the pulp in the column is extracted and once again heated for 20 minutes, after which it is filtered in order to obtain liquor with the metals in solution.

Another distinctive characteristic of this process is that, as distinguished from the existing system, it permits the extraction of metals from metallic alloys; the thermodynamic stability is higher than covalent bonds.

1.3 Detailed description of the invention
In the structural aspect of the invention (Figure 2, 3, 4 and 5) this consists of an apparatus comprising a thermostated column 20 having a double wall defining a heating jacket 25 through which a heating fluid circulates coming from a heating system 30 which is in flow communications with said jacked by means of the heating fluid inlet and outlet means 27, 29 disposed in element 25 for connection with said system 30. The purpose of said heating system is to maintain the interior of the column 20 at an approximate temperature of 60º C., in accordance with one of the variables of the process for extracting metals from foundry sands. To this end, the heating system 30 includes thermal control devices such as a thermostat 70 and thermometer 75 to control the temperature of the heating fluid.

The apparatus also includes a source 32 of supply of air to the column, where said source comprises a valve 34 for the admission of air and a carbonating device 35 and humidifier 40, the latter two placed in the path which communicates said source with de column. The air is passed through the device 35 and humidifier 40 before it reach the column, to which it is introduced by an inlet 43 and crosses to a sparging device 45 placed next to said inlet which server to finely divide the air in order to foster suitable suspension and homogenization of the pulp. Device 45 consist of a membrane with multiple orifices 46 of a diameter such as not to allow the pulp to pass through same towards the airflow inlet 43. The upper end of the column 20 includes an opening 48 through which the different components forming the aqueous pulp 50 are introduced, said pulp containing the metals which it is desired to extract in accordance with the aim of the apparatus and process invented. Pulp 50 is placed in the inner chamber 53 of the column, which has been previously heated by the heating system 30 and supplied with air from supply source 32, with the characteristics mentioned hereinabove, wherein said pulp is sparged by the air flow crossing device 45 in order to provide it with the suspension and homogenization properties required for the process. A frosted glass cap 60 is placed in opening 48 in order to avoid the escape of air and foam. However, the column is provided with means 61 through which the foam may leave into a reservoir 62. For extracting samples from the pulp during the process, the column has a valve 63, through which the necessary samples are taken to verify that the pulp being processed retains the ideal conditions for obtaining the desired results. In addition, a device 68 for controlling and measuring the airflow supplied to the column is located at a point
before the air inlet 43. With regard to the process the tailings are analyzed in order to verify their compatibility with said process and in order to subsequently carry out the corresponding metallurgic balances. Once analyzed the tailings are finely ground and suspended in an aqueous pulp with a solid-liquid ratio of 1 to 4 and the necessary reagents added; that from 10 to 40 g, of a mineral acid in order to reach a pH of 2, from 4 to 15 of a compound of the family of the bisulphites and from 0.3 to 1.5 g of mono and dialkylamines amineoxides and ethoxylated alkyl amines, all these reagents being of analytical grade. The addition of surfactant is preferred because it is a cationic surfactant which reduces the surface tension and promotes foam formation, thus obtaining a greater efficiency in the leaching process.

Figure 3 and 4 displayed a side view of the thermostated column and the membrane device of the column, respectively. Additionally, Figure 5 shows a design of diagram of a preliminary pilot plant for leaching metal values and toxic metals from industrial solid wastes. Finally, Figure 6 presents a block diagram of the process for the extraction of metal values from foundry sands.

![Diagram of the column](image_url)

Fig. 4. Membrane device of the column (Vite, 1994a, 1994b)
2. Experimental details

2.1 Preparation of granular solid industrial residuals

2.1.1 Treatment of granular solid industrial residuals coming from diatomaceous earth

The diatomite (diatomaceous earth) is a marine sedimentary rock. This can be found in lake deposits and consist mainly of the accumulation of shells or hydrated silica secreted by diatoms which are microscopic organisms. Chemically consists of silicon dioxide (SiO2), which is essentially inert; is attacked only by strong alkalis and hydrofluoric acid. Other components of the diatomite are: Sand, clay, volcanic ashes, magnesium carbonate, soluble salts and organic matter. The types and amounts of impurities are highly variable and depend on the conditions of sedimentation and deposition time of the diatomite. Diatomite is used primarily as filters, insulation or filler material. In the first case, the substance is used to filter sludge. Another application is in sugar refining and industrial plants in various solvents antibiotics, grass and oils. In many other cases diatomaceous earth are used for separation process. The diatomite is contaminated with organic material, after being used in the processes described above.

Fig. 5. Design plant for leaching of metal for values and toxic metals from industrial solidwastes (Vite, 1994a, 1994b)

In the laboratory, the organic material adhered to the diatomaceous earth was removed by a physical-chemical process developed here, thus obtaining innocuous material. Subsequently, the sample was sieved to achieve a grain size between 100-200 µm, likewise, a representative sample was taken, using the counting method and quartering, to analyze
qualitatively and quantitatively. Figure 7 shows the morphology of one of the samples obtained from granular solid industrial wastes coming from diatomaceous earth.

Fig. 6. Block diagram of the process for the extraction of metal values from foundry sands (Vite, 1994a, 1994b)
2.1.2 Treatment of the mining industrial residuals samples (MIR)

To determine the presence and concentration of cyanide and heavy metals, representative samples were analyzed qualitatively and quantitatively using conventional and nuclear techniques. Then, the content of cyanide was removed using thermostated coupled columns. This process and the equipment was developed and patented in the United States and Mexico (Vite, 1994a, 1994b). Samples are placed into the equipment, where sodium hypochlorite is added, the temperature in the columns is set at 28 °C, during 20 min. Once the process is completed, the separation solid-liquid is performed. Then, the solid sample is dried and placed back in the thermostated coupled columns in order to leach heavy metals. The sample of “jales” is mixed with reducers, surfactants and complexing agents to perform the leaching process at different pH. Then, an acid or a base is added, la pulp is stirred by injecting air and each sample is processed for 120 min. at 60 °C. After all this process, the solid-liquid separation is made. The solid was sieved to obtain a grain size between 100-200 µm and was analyzed qualitative and quantitatively, in order to verify the decrease in the concentration of cyanide and heavy metals content in the samples, if there is any evidence of a toxic component, the operation is repeated until obtain innocuous samples. The treatment of solid residuals to leach cyanide and heavy metals was successful, as it eliminates 100% of the cyanide content, as well as 80-100% of the heavy metals content occluded in the chemical matrix of the sample.

2.2 Specimens

The materials used to conduct the tests were ceramic materials identified as “JADIAR” due to a mixture of Jale-Diatomaceous earth-Clay. The samples were named as 1A, 1B and 1C. In the sample 1A, 50% was material coming from diatomaceous earth, 40% of mining industrial residual (Jale) and 10% clay. In sample 1B, was used 50% of diatomaceous earth, 30% solid residual (jale) and 20% clay. Finally, in sample 1C, the contents were 50% diatomaceous earth, 20% mining industrial residuals and 30% clay. Table 1 presents the
material contents. Each sample was mixed separately and was heat-treated first to remove moisture in an oven at a temperature of 100°C for 120 min., then the sample was treated in an oven at 950 °C for 180 min. The diagram shown in Figure 8, presents a flow chart of processing of materials coming from mining industrial residuals and diatomaceous earth.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Diatomaceous earth (%)</th>
<th>Mining industrial residuals (jales) (%)</th>
<th>Clay (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>50</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>1B</td>
<td>50</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>1C</td>
<td>50</td>
<td>20</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1. Material contents

Fig. 8. Flowchart of processing of materials

3. Results and discussion

3.1 Methodology for the production of construction materials (lattice and bricks)

The main objectives pursued with these building blocks are: Ease of construction, increased insulation and ease of operation. Light inert materials are generally chosen. The manufacture may be carried out by mortars and concretes conveniently dispensed with fluid consistencies, paste or dried, depending on the system followed and the shape of the final piece.
3.1.1 Pasta preparation
Pastas are prepared from the mixture of granular solid industrial residuals coming from mines and diatomaceous earth with binding agents such as cement or clay mixed with water conveniently without exceeding their plasticity.

3.1.2 Molding
The molding is made by direct compression or by vibration, with mortar or concrete, the materials has to be practically dry, if the process is done by casting, the material must be more or less fluid. The procedures may be manual or mechanical, depending on the production, cost and product quality.
In this particular case, the manual procedure was used because the pieces were made solely for laboratory analysis. Metallic and Wood molds were used for the lattices. The results of the materials obtained using the methodology mentioned above, can be seen in the bricks and lattices in Figure 9 and Figure 10 where it is possible to observe the manufactured samples for tribological tests.

Fig. 9. Bricks and lattices obtained from granular solid residuals coming from diatomaceous, mining industrial residuals and binders

Fig. 10. Manufactured samples with clay and materials coming from mines and diatomaceous earth, 1) Impact and flexion testing, 2) Compression testing, 3) Erosive wear tests (Vite et al., 2010) 4) wet abrasion tests, 5) dry abrasion tests (Vite et al., 2011)
These bricks and lattices were obtained from solid industrial residuals coming from diatomaceous earth, which were mixed with mining industrial residuals and clay. These materials duplicate in tensile strength compared to conventional bricks, according to NOM-C-101, also, the percentage of absorption in the material obtained is smaller (about 17.1%) than required by the NOM-C-101, whose maximum value is 25%.

Note: It should be mentioned in the case of the lattice there are no regulations that specify the quality requirements to be met. The procedure for manufacturing was based on the proportions of the materials that give to a brick, the optimal resistance conditions.

### 3.2 Mechanical testing

#### 3.2.1 Compressive strength according to ASTM C-170-50 and ASTM C-36

Compression tests are required to subject the sample to a compressive load, until it breaks or fractures. These can be made on most materials according to ASTM C-170-50 standard. The compression tests are conducted on materials such as cement, concrete, rubber, wood, plastic and clay (ceramics). This test consists of applying a variable vertical load to the material, in order to determine whether it complies or not the preset compressive load according to the type of the material studied. The manufacture of these materials can be carried out by mortars and concretes conveniently dispensed. The samples tested were named as 1A, 1B and 1C as mentioned previously. The dimensions of the test samples were 50.8 X 50.8 mm (a 2 inch cube). Figure 11 shows that the compressive strength of the samples analyzed had a maximum when the content of the binder agent was 30% in volume and such resistance was 160.3 kg/cm² and a minimum of 119.7 kg/cm² was obtained when the binder content was 10%. In both cases, the resistance was higher than that of a conventional brick whose resistance varies between 80-100 Kg/cm², also, the weight of the material obtained was 20-25% lower than the weight of conventional bricks, had less porosity and for this reason these materials were considered as a sustainable because the costs of processing were 25% lower, that the materials available on the market. Table 2 presents the compressive strength results for each testing sample.

The parameters obtained were:

- \( \sigma_{\text{max}} \) - Maximum stress
- \( \sigma_{\text{yield}} \) - Yield stress
- \( E \) - Young Modulus
- \( \varepsilon_{\text{max}} \) - Maximum strain

<table>
<thead>
<tr>
<th>Sample</th>
<th>Binder agent (%)</th>
<th>( \sigma_{\text{max}} ) (Kg/cm²)</th>
<th>( \sigma_{\text{yield}} )</th>
<th>E</th>
<th>( \varepsilon_{\text{max}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>10</td>
<td>119.7</td>
<td></td>
<td></td>
<td>2.7</td>
</tr>
<tr>
<td>1B</td>
<td>20</td>
<td>151.9</td>
<td></td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>1C</td>
<td>30</td>
<td>160.3</td>
<td></td>
<td></td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 2. Mechanical test results
Mechanical Properties of New Ceramic Materials Obtained from Granular Solid Residuals Coming from Mines and Diatomaceous Earth

There are a variety of granular solid industrial residuals in all industrial countries, of anthropogenic origin and produced by nature, with which it is possible to generate proposals based on technical feasibility, economic and social development for the implementation of processes that help to the production of ceramic materials [10] or inputs for the construction industry. Due to this fact, the use of the patented equipment and the process employed in this work can provide sustainable economic and environmental benefits.

The management and implementation of solid and semisolid industrial residuals coming from different industrial sectors is important because it is possible to recover its usability by incorporating the production cycle as materials applicable to the construction industry. In addition, the impact to the environment and health of the population caused by proper handling of industrial solid residuals, which are often stored in open areas and dispersed by wind and rainwater.

4. Conclusions

Using thermostated columns can completely remove the cyanide content of “Jales” present in a recent process. After this treatment, the solid material is dried, characterized and processed with a binder agent, the final result provides a material with excellent mechanical properties for application in construction industries.

The bricks obtained had excellent physical and mechanical properties, such as greater resistance to compression than conventional bricks. The materials obtained are 20-25% lighter than conventional materials, are also less porous and are sustainable, because development costs are 25% lower compared to other materials used in the construction industry.
There is a wide variety of possibilities of using solid residuals coming from mining and granular residuals from diatomaceous earth to be applied in the construction industry or to the development of ceramic materials.
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1. Introduction

Early types of metal-free ceramics did not enjoy success in dentistry, especially in the posterior region (Shimada et al., 2002). The high crystalline content ceramic systems have been developed in an attempt to improve the strength of metal-free restorations as well as deliver more esthetic results than conventional metal-fused-to-ceramic restorations (Ozcan et al., 2001; Valandro et al., 2006). Glass infiltrated alumina ceramic (eg. In-Ceram Alumina, Vita Zahnfabrik, Bad Sackingen, Germany), densely sintered aluminum oxide ceramic (eg, Procera AllCeram, Nobel Biocare AB, Gothenburg, Sweden) and zirconium oxide ceramic (eg, Lava 3M ESPE, St. Paul, MN, USA) are popular oxide-based high-strength ceramic materials that offer favorable esthetic characteristics, mechanical properties and biocompatibility (Blatz et al., 2004; Della Bona et al., 2007).

It is obvious from the different studies in relation to the occlusal fracture resistance of all-ceramic systems that the values reported are highly variable. This is because the testing of the occlusal fracture resistance of crowns is not a standard procedure like a bending test for a geometrically well-defined bar. As reported by some researchers (Webber et al., 2003; AL-Makramani et al., 2008a; Di Iorio et al., 2008), the results of the fracture load of all-ceramic crowns may be influenced by different factors. These include the microstructure of the ceramic material, preparation design, shape and thickness of the restoration, size and distribution of surface flaws, the magnitude, direction and location of the applied load, luting methods, the elastic modulus of the restoration components and storage conditions before loading to fracture.

Regarding the effect of finish line on the occlusal fracture resistance of all-ceramic crowns, it was shown that preparation with a 1.2 mm shoulder finish line and sharp axiogingival line...
angle produced the strongest Dicor crowns, while crowns prepared with a chamfer finish line produced the weakest restoration when cemented to metal dies (Doyle et al., 1990a; Doyle et al., 1990b). A similar in-vitro study on Procera AllCeram crowns found that the shoulder finish line showed significantly higher fracture resistance than chamfer finish line (Di Iorio et al., 2008). In contrast, some authors reported that the fracture resistance of Dicor crowns luted with a resin luting cement was unaffected by the type of finish line used (Bernal et al., 1993; Malament and Socransky, 1999).

The present study investigated the effect of three variables on the occlusal fracture resistance of all-ceramic crowns. Attempts were made to standardize the other variables that may have an influence on the results of the fracture load. The studies concerning the effect of ceramic material and margin design on the occlusal fracture resistance of Turkom-Cera restorations are limited. Therefore, the objectives of this study were to:-

1. Determine the occlusal fracture resistance of Turkom-Cera copings compared to In-Ceram and Procera All-Ceram copings cemented to extracted teeth.
2. Examine the effect of finish line design on the occlusal fracture resistance of Turkom-Cera copings.

**Null hypotheses**

1. There is no difference in the occlusal fracture resistance of Turkom-Cera, In-Ceram and Procera AllCeram copings when cemented to natural teeth.
2. There is no effect of finish line design on the occlusal fracture resistance of Turkom-Cera copings.

**2. Materials and methods**

**2.1 Materials used**

40 sound and crack-free maxillary premolar teeth, extracted for orthodontic reasons (the patient’s ages ranged from 15-20 years), were used for this study. In addition, three types of all-ceramic systems were used for coping production namely, Turkom-Cera™ (Turkom-Ceramic (M), Puchong, Malaysia), In-Ceram (Vita Zahnfabrik, Bad Sackingen, Germany) and Procera AllCeram (Nobel Biocare, Goteborg, Sweden), and one type of resin luting cement (Panavia-F, Kuraray Medical Inc., Okayama, Japan) with its silane coupling agent (Clearfil Silane Kit, Kuraray), were used in this study.

**2.2 Methods**

**2.2.1 Specimen collection and storage**

Based on criteria, the selected teeth were free of cracks and fractures, had no evidence of caries or restorations and had no previous endodontic treatment. The average bucco-lingul, mesio-distal crowns width and teeth length were 9.1 mm, 7.3 mm and 22.3 mm, respectively. The teeth were obtained directly after extraction and stored in 0.5% Chloramine-T trihydrate solution for one week (ISO/TS 11405/2003). Both calculus deposits and residual periodontal tissues were removed by Ultrasonic Scaler (Peizon® Master 400, EMS, Nyon, Switzerland). All teeth were examined under stereo microscope (Olympus SZ61, Olympus Corp., Tokyo, Japan) at 30x to detect cracks before including them in the study. Throughout this study, the teeth were kept hydrated in distilled water as this storage solution does not seem to alter dentine permeability (Goodis et al., 1993). The storage solution was changed every one week and the teeth were stored at 4 degrees Celsius (ISO/TS 11405/2003).
2.2.2 Preparation of teeth
The teeth were embedded in epoxy resin 2.0 mm below the cemento-enamel junction using a plastic mould with 30 mm diameter and 30 mm height (Fig. 1). Two layers of nail polish were applied to the external surface of the entire roots. A dental surveyor was used to position the long axis of the teeth vertically.

Fig. 1. The tooth embedded in the epoxy resin

The preparation of the teeth was carried out using high-speed handpiece attached to a paralleling apparatus (Fig. 2), which allowed standardized preparations. The apparatus consists of a specimen fixture as well as vertical and horizontal arms. The specimen fixture holds the specimen and designed in a way that the fixture can rotate the specimen against a diamond bur (Fig. 3a & b). The vertical arm of the apparatus which holds the handpiece permits vertical as well as rotational movement around the tooth. The high-speed handpiece was attached to the vertical arm of the paralleling apparatus using a custom made jig (Fig. 4). This jig secures the handpiece to the vertical arm in such a manner that the attached bur can be fixed at a set angle to that of the tooth during preparation.
Fig. 2. The paralleling apparatus used

Fig. 3a & b. Two views of the specimen fixture
The axial taper angle used in the present study was 6°. According to Shillingburg et al., (1997) a tapered bur will impart an inclination of 2-3 degrees to any surface it cuts if the shank of the instrument is held parallel to the intended path of insertion of the preparation. A specially designed jig which consists of a semi-circular transparent Perspex block with a protractor fixed to its side was used to set the degree of taper (Fig. 5). A hole was drilled along the outer side of the perspex block corresponding to a taper angle of 3°.

Therefore, to achieve a 6° axial taper preparation, the handpiece was secured to the apparatus so that the attached tapered diamond bur was oriented at a 3° angle to the vertical axis of the tooth. This, in additional to the 3° taper of the tapered bur, resulted in a total axial taper angle of 6° corresponding to a convergence angle of 12°.
The axial reduction was performed by rotating the specimen in the fixture against a coarse rotating tapered diamond burs (5856.314.018, chamfer; and 8847KR.314.018, shoulder, Komet GmbH, Lemgo, Germany) as shown in Fig. 6. After that, the preparation surfaces were finished with a fine grit diamond burs (No. 5856.314.018, chamfer; and 8847KR.314.018, shoulder).

Fig. 6. The tooth during axial preparation

After the completion of axial preparation, the occlusal surface of the teeth was cut flat. A pencil was used to mark the prepared tooth 4 mm above the margin and the occlusal surface was flattened with a diamond wheel (Komet No. 909.204.055) to the marked line (Fig. 7a), which resulted in a preparation with 4.0 mm height (Fig. 7b).

The preparation was smoothed and all sharp angles or internal line angles were rounded with a fine abrasive disk (Sof-Lex Discs, 3 M Corp., St. Paul, Minn.) connected to a micromotor handpiece. All preparations were made under copious water irrigation by the same investigator.

These series of reductions resulted in a standardized teeth preparation with 6° axial taper, a 1.2 mm circumferential chamfer/shoulder margin, placed 0.5 mm occlusal to the cemento-enamel junction, and total preparation height of 4.0 mm. The finished preparation is illustrated in Fig. 8a &b.

In summary, 30 premolar teeth were prepared with chamfer margin and divided randomly into 3 groups (n=10) for each of the three ceramic systems used (In-Ceram, Procera and Turkom-Cera). In addition, 10 premolars were prepared with round shoulder margin and used to study the effect of finish line design on the fracture resistance of Turkom-Cera all-ceramic copings.
Fig. 7a & b. The tooth before (a) and after (b) occlusal reduction

Fig. 8a & b. Occlusal (a) and buccal views (b) of the finished preparation

2.2.3 Impression and die preparation
The teeth were dried with an air/water syringe and impression was taken for each tooth using a bottle cap with pipette which act as an impression tray and silicone impression material (Aquasil Monophase Ultra; Dentsply Caulk, Dentsply International Inc., Milford, Germany) (Fig. 9a & b). The impression material was injected into the cap and placed on the tooth while maintaining finger pressure until setting. Then, the impressions were boxed (Fig. 10a) using boxing wax (Boxing In Wax, Metrodent Ltd., Huddersfield, England). The impressions were then vaporized with a wetting agent and poured in die stone (Densite, Shufo, Kyoto, Japan) (Fig. 10b). The stone was mixed with distilled water in a 20cc liquid to 100 grams of stone ratio as recommended by the manufacturer. After a 4 hours setting time, the dies were trimmed and numbered according to their respective teeth (Fig. 11).
Fig. 9a & b. The impression material, tooth model and plastic cap (a); and impression of the prepared tooth (b)

Fig. 10a & b. Boxing of the impression (a) and pouring with die stone (b)

Fig. 11. The die numbered according to its respective tooth
2.2.4 Fabrication of all-ceramic copings
Ten randomly selected stone dies with chamfer margin and the 10 stone dies with shoulder margin were sent to Turkom-Cera dental laboratory and 20 Turkom-Cera copings were fabricated with a thickness of 0.6 mm. The remaining 20 stone dies with chamfer margin were randomly divided into two groups of 10 specimens for In-Ceram (n=10) and Procera (n=10) and sent to other dental laboratories. 10 In-Ceram and 10 Procera copings were fabricated with a thickness of 0.6 mm. The macroscopic fit of all copings on the corresponding stone dies, and finally on the specimens were visually assessed. Copings that were found to rock or did not seat on the finish line were rejected and refabricated to ensure 10 copings per group.

2.2.5 Cementation
The specimens were identified by their numbers. The teeth were pumiced with a prophylaxis cup mounted on a slow speed handpiece and rinsed with an air/water syringe prior to cementation. The copings were then internally sandblasted with 50 µm aluminium oxide (Al2O3) particles at an air pressure of 2.5 bars for 13s from a distance of 10 mm. After that, the copings were steam cleaned and air dried. All copings were cemented to their respective teeth using Panavia F resin luting cement. The ED primer was applied to the entire surface of the tooth and allowed to set for 60s before air drying with gentle air flow. The fit surfaces of all copings were silanated with a mixture of Clearfil Porcelain Bond Activator and Clearfil SE Bond Primer. The mixture was applied to the internal surface of the coping and left for 5s before air drying with gentle air flow. Sufficient amount of the Panavia F (one complete turn from each cartridge A & B) were dispensed, mixed for 20s and applied to the internal surface of each coping. Finger pressure was applied to initially seat each coping on its respective tooth, and each coping was held in place while any excess paste remaining at the margins was removed with a disposable brush. A layer of Oxyguard II (Kuraray) was applied for three minutes around the margins of each specimen. The specimens were then placed in a custom-made vertical loading apparatus (Makramani Load) (AL-Makramani et al., 2008a), for 10 minutes under a 5 kg load. Following cementation, the 30 specimens with chamfer margin and the 10 specimens with shoulder margin were placed in a sealed container of distilled water and left in an incubator at a constant temperature of 37°C for 24 hours.

2.2.6 Testing procedure
The tooth with cemented coping was removed from the storage container, secured in a mounting jig and subjected to testing in a universal testing machine (Shimadzu, Shimadzu Corp., Tokyo, Japan) (Fig. 12). A 3 mm stainless steel bar, mounted on the crosshead of the Shimadzu testing machine was used and applied a compressive load at the centre of the occlusal surface, along the long axis of the cemented copings, at a crosshead speed of 1mm/min until failure occurred (Fig. 13). A piece of tin foil 0.7 mm thick was placed between the loading piston and the specimen to distribute the force over a larger area and to avoid loading stress peaks on the coping surface. The maximum force to produce fracture was recorded in Newtons. The failed copings were examined in order to determine the mode of fracture. The mode of fracture was classified using categories as described by Burke & Watts (1994) (Table 1).
Fig. 12. The universal testing machine used

Fig. 13. The specimen during testing
Mode of fracture | Description
--- | ---
I | Minimal fracture or crack in coping.
II | Less than half of coping lost.
III | Coping fracture through midline (half of coping displaced or lost).
IV | More than half of coping lost.
V | Severe fracture of coping and/or die.

Table 1. Modes of fracture (After Burke and Watts, 1994)

2.2.7 Statistical analysis
The first objective was to determine the occlusal fracture resistance of Turkom-Cera copings compared to In-Ceram and Procera AllCeram copings. Descriptive statistics will be recorded for load at fracture of the three groups. The normally distributed data of load at fracture (histogram and Shapiro-Wilk test) will be analyzed by One Way ANOVA to achieve the objective, provided that equal variances will be assumed (Levene’s test). Then, Tukey’s HSD test will be carried out for post-hoc comparisons.
Whenever assumptions of normal distribution and equal variances of load at fracture between the three groups will not be met, an equivalent nonparametric Kruskal-Wallis test will be conducted. Subsequently, a post hoc test using Mann-Whitney tests with Bonferroni correction will be performed to test which pair of groups differ from each other significantly.
Regarding the second objective, effect of finish line design on load at fracture of Turkom-Cera copings, descriptive statistics will be recorded for load at fracture of each group. Then, independent samples t-test should be used to determine the significant differences in load at fracture between the two groups of Turkom-Cera copings with chamfer and shoulder finish lines. However, this is dependent on the assumptions of normal distribution and equal variances of load at fracture between each two groups to be met.
Whenever assumptions of normal distribution and equal variances of load at fracture between the two groups will not be met, an equivalent nonparametric Mann-Whitney tests will be performed.
In addition, descriptive statistics for modes of fracture and load at fracture will be recorded and the result will be descriptively analyzed. Statistical analysis will be carried out using a computer program (SPSS, SPSS Inc., Chicago, IL). Statistical significance will be set at $\alpha = 0.05$.

3. Results
3.1 Effect of ceramic material on the fracture resistance
The objective is to test if the mean load at fracture of Procera AllCeram, Turkom-Cera, and In-Ceram all-ceramic copings differ from each other. Descriptive analysis was performed
and the mean load at fracture and standard deviation for the three groups are recorded in Table 2.

<table>
<thead>
<tr>
<th>Ceramic</th>
<th>n</th>
<th>Mean</th>
<th>SD</th>
<th>95% Confidence Interval</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procera AllCeram</td>
<td>10</td>
<td>975.0</td>
<td>112.7</td>
<td>894.3</td>
<td>1055.6</td>
<td></td>
</tr>
<tr>
<td>Turkom-Cera</td>
<td>10</td>
<td>1341.9</td>
<td>216.5</td>
<td>1187.0</td>
<td>1496.8</td>
<td></td>
</tr>
<tr>
<td>In-Ceram</td>
<td>10</td>
<td>1151.6</td>
<td>180.1</td>
<td>1022.7</td>
<td>1280.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. The mean load at fracture (N) and standard deviation for Procera AllCeram, Turkom-Cera, and In-Ceram copings

Since the assumption of normal distribution was met, the equality of variances (homogeneity) was tested using the Levene’s test and showed that there was no significant deviation from homogeneity ($p=0.163$). Therefore, the parametric One Way ANOVA procedure was used to achieve objective. The results were recorded in Table 3. There was a significant difference in load at fracture between the three groups ($p<0.001$).

<table>
<thead>
<tr>
<th>Ceramic</th>
<th>n</th>
<th>Mean (N)</th>
<th>SD</th>
<th>$F$ Statistics ($df$)</th>
<th>$P$ valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procera AllCeram</td>
<td>10</td>
<td>975.0</td>
<td>112.7</td>
<td>10.98 (2,27)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Turkom-Cera</td>
<td>10</td>
<td>1341.9</td>
<td>216.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-Ceram</td>
<td>10</td>
<td>1151.6</td>
<td>180.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Comparison of load at fracture between Procera AllCeram, Turkom-Cera and In-Ceram copings by One Way ANOVA

Further analysis using Tukey HSD Post Hoc Test was done to determine the pair of means that differ significantly. Based on Tukey HSD Post Hoc Test (Table 4), the mean load at fracture of Turkom-Cera (1341.9 ± 216.5 N) was significantly more than Procera AllCeram (975.0 ± 112.7 N) ($p<0.001$). There were no significant differences between the mean load at fracture of In-Ceram (1151.6 ± 180.1 N) and Procera AllCeram ($p=0.080$) and also between the mean load at fracture of Turkom-Cera and In-Ceram ($p=0.056$).
Strength of a New All-Ceramic Restorative Material “Turkom-Cera” Compared to Two Other Alumina-Based All-Ceramic Systems

<table>
<thead>
<tr>
<th>Pairedwise comparison</th>
<th>Mean (SD)</th>
<th>Mean Difference</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procera AllCeram vs Turkom-Cera</td>
<td>975.0 (112.7) 1341.9 (216.5)</td>
<td>-366.93 366.93</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>Procera AllCeram vs In-Ceram</td>
<td>975.0 (112.7) 1151.6 (180.1)</td>
<td>-176.60 176.60</td>
<td>0.080</td>
</tr>
<tr>
<td>Turkom-Cera vs In-Ceram</td>
<td>1341.9 (216.5) 1151.6 (180.1)</td>
<td>190.33 -190.33</td>
<td>0.056</td>
</tr>
</tbody>
</table>

* 2 pairs of means are significantly different by Tukey HSD Test

Table 4. Multiple pairwise comparisons of fracture load (N) using Tukey HSD Test

3.1.1 Mode of fracture
A cross-tabulation between treatment groups and modes of fracture was obtained (Table 5). The Chi-square test was used to test if there is any association between treatment groups (Procera, Turkom-Cera and In-Ceram) and modes of fracture. Due to unmet assumption of Chi-Square test and non-meaningful combination of different modes the result can be only descriptively analyzed.

Examination of the mode of fracture of specimens revealed that (70 %) of Turkom-Cera and (80 %) Procera AllCeram copings exhibited minimal fracture. Whereas, only 40 % of In-Ceram copings exhibited minimal fracture.

<table>
<thead>
<tr>
<th>Ceramic</th>
<th>Minimal Fracture n (%)</th>
<th>Less than half of coping lost n (%)</th>
<th>More than half of coping lost n (%)</th>
<th>Severe fracture of die and/or coping n (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procera All-ceram</td>
<td>8 (80%)</td>
<td>1 (10%)</td>
<td>1 (10%)</td>
<td>0 (0%)</td>
<td>10</td>
</tr>
<tr>
<td>Turkom-ceram</td>
<td>7 (70%)</td>
<td>2 (20%)</td>
<td>1 (10%)</td>
<td>0 (0%)</td>
<td>10</td>
</tr>
<tr>
<td>In-ceram</td>
<td>4 (40%)</td>
<td>1 (10%)</td>
<td>2 (20%)</td>
<td>3 (30%)</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5. Distribution of modes of fracture in each treatment group (Procera, Turkom-Cera and In-Ceram)

Descriptive summary for modes of fracture and mean load at fracture was recorded (Table 6). The identified modes of fracture were: minimal fracture, less than half of coping lost, more than half of coping lost and severe fracture of die and/or coping.
Table 6. Descriptive summary for modes of fracture and mean load at fracture (N)

As shown in Table 6, the severe fracture mode was not seen within Procera and Turkom-Cera groups. The minimal fracture mode occurred at a higher load with Turkom-Cera group (1344.09 N) followed by In-Ceram (1158.32 N) and Procera AllCeram (999.72 N) groups. Furthermore, the minimal fracture mode occurred at a higher load than other modes of fracture in the Procera group. Whereas, in the Turkom-Cera group the minimal fracture mode occurred at a lower load than the more than half of coping lost mode, and at a lower load than the more than half of coping lost mode. Regarding In-Ceram group, the minimal fracture mode occurred at almost similar load to the other modes of fracture.

3.2 Effect of finish line on the fracture resistance of Turkom-Cera

Specimens were divided into two groups according to finish line used; Group 1 (Turkom-Cera with chamfer finish line) and Group 2 (Turkom-Cera with shoulder finish line). The mean and median load at fracture of the two groups are shown in Table 7.

Table 7. The mean and median load at fracture (N) of Turkom-Cera (Chamfer) and Turkom-Cera (Shoulder) groups

For testing normality, the histogram and Shapiro-Wilk test were used and showed no normal distribution of the mean load at fracture of the two groups. Since the assumption of
normal distribution was not met, comparison of the load at fracture between the two groups was performed using the nonparametric Mann-Whitney U Test (Table 8). There was no significant difference in the load at fracture between the two groups (p=0.059). Therefore, there was no influence of the finish line on the load at fracture of Turkom-Cera all-ceramic copings.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Turkom-Cera (Chamfer) (n=10)</th>
<th>Turkom-Cera (Shoulder) (n=10)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load at fracture (N)</td>
<td>1341.9 (216.5)</td>
<td>1545.2 (186.6)</td>
<td>0.059*</td>
</tr>
<tr>
<td></td>
<td>1407.38 (343.99)</td>
<td>1549.35 (318.38)</td>
<td></td>
</tr>
</tbody>
</table>

* 2 pairs of medians are not significantly different by Mann-Whitney Test.

Table 8. Comparison of load at fracture (N) between Turkom-Cera (Chamfer) and Turkom-Cera (Shoulder) groups by Mann-Whitney Test

4. Discussion

4.1 Methodology

An ideal experimental model of an in-vivo situation to determine the occlusal fracture resistance of all-ceramic crowns is difficult to achieve. The occlusal fracture resistance of a clinical ceramic crown is influenced by several factors, such as method of luting, loading condition and the elastic modulus of the supporting die (Scherrer and de Rijk, 1993, Webber et al., 2003; AL-Makramani et al., 2008a). However, the so called “crunch-the-crown” mechanical test had been widely used to examine the occlusal fracture resistance of sound and restored teeth (Al-Wahadni et al., 2009).

Mechanical tests on ceramic materials are difficult to carry out because of the presence of several limitations related to specimen preparation (Di Iorio et al., 2008). The present study attempted to isolate the ceramic material, artificial ageing and the finish line as the only variables. Natural teeth with comparable size and length were selected for this study to eliminate a possible effect of variations. In addition, a paralleling apparatus was used to prepare the teeth which allowed standardized preparations for all teeth.

In vivo, the teeth are supported by a visco-elastic periodontal ligament, which was not duplicated in the mounting of the specimens in the current study. The ability of the artificial ligament to reproduce the complex visco-elastic properties exhibited by ligament in vivo is limited (King and Setchell, 1990; Gu and Kern, 2006). In the clinical situation, the periodontal ligament may help to dissipate some of the applied load but at high loads simulation of a periodontal ligament in vitro is not useful as previous work has indicated that the root compresses the simulated ligament and impacts against the rigid mounting system and this might not reflect the clinical reality (Fokkinga et al., 2006; Gu and Kern, 2006; Good et al., 2008).
In the current study, two layers of nail varnish were therefore used for coating the root surfaces prior to embedding them in epoxy resin, which helped to avoid external reinforcement of the root by resin (Gu and Kern, 2006).

In the present study, the ceramic copings were cemented to natural teeth to replicate fracture load results more related to clinical situations than using ceramic discs (Wakabayashi and Anusavice, 2000; Ku et al., 2002) or crowns cemented to resin or metal die replicas (Neiva et al., 1998; AL-Makramani et al., 2009). Die replicas made of steel or resin fail to reproduce the actual force distribution at the inner surface of the crown or to reliably produce the characteristics of bonding between crowns and prepared teeth (Kelly, 1999; AL-Makramani et al., 2008a). However, die replicas provide a standardized preparation and identical physical qualities of materials used in comparison with natural teeth (Potiket et al., 2004; AL-Makramani et al., 2008b). Natural teeth show a large variation depending on their age, individual structure, and storage time after extraction, thus, causing difficulties in standardization (Strub and Beschnidt, 1998; Potiket et al., 2004).

Since the effect of the veneering porcelain on the load at fracture of high-strength all-ceramic restorations is still debatable, the copings were not veneered with porcelain (Webber et al., 2003; Beuer et al., 2008). In fact, fracturing of multilayer crowns starts at their weakest part. In the case when a stronger and stiffer core substructure is veneered with weaker porcelain, the failure usually occurs in the weak veneering porcelain or at the bond between the core and veneer (Aboushelib et al., 2006; Zahran et al., 2008). In addition, the veneering procedures could actually introduce factors (such as: flaws, cracks, voids, or internal stresses) that influence the results of mechanical tests (Vult von Steyern et al., 2006; Di Iorio et al., 2008). As stated by Miranda et al., (2001) flaws play a crucial role in the fracture resistance of brittle materials. Therefore, all-ceramic copings without porcelain veneering were loaded until fracture in this study.

The most commonly used artificial ageing technique is long-term water storage. Another widely used technique is thermocycling (De Munck et al., 2005). The ISO/TS 11405 standard (2003) indicates that a thermocycling regimen comprised of 500 cycles in water between 5°C and 55°C is an appropriate artificial ageing test. In order to evaluate the effect of water storage and thermocycling on the fracture resistance of Turkom-Cera copings, 10 Turkom-Cera specimens were stored in distilled water for 30 days and subjected to 500 cycles in water between 5°C and 55°C before testing their fracture resistance.

The present study was conducted to evaluate the occlusal fracture resistance of copings fabricated using three ceramic systems and bonded to prepared teeth using resin luting cement. Such an in vitro study does not require natural teeth as a control group for comparison of results (Al-Wahadni et al., 2009; Komine et al., 2004; Potiket et al., 2004) since the stress distribution in restored teeth is different than in unrestored teeth (Arola et al., 2001). Furthermore, studies have found a large variability in the occlusal fracture resistance of extracted unprepared natural teeth (Attia et al., 2004; Attia et al., 2006).

4.2 Discussion of results

In the present study, the load at fracture of Turkom-Cera, In-Ceram and Procera AllCeram all-ceramic copings cemented to extracted teeth using resin luting cement was evaluated. The data showed that the mean load at fracture for Turkom-Cera, In-Ceram and Procera AllCeram were: 1341.9 N, 1151.6 N and 975.0 N, respectively. Statistical analysis showed that the differences were significant between Turkom-Cera and Procera AllCeram (p<0.001).
However, no significant differences were detected between Turkom-Cera and In-Ceram (p=0.056) and also between In-Ceram and Procera AllCeram (p=0.080).

The results of this study for Turkom-Cera and In-Ceram copings were in agreement with those obtained in a previous study (AL-Makramani et al., 2009), which found that Turkom-Cera had a significantly higher load at fracture than Procera AllCeram. Furthermore, the results of this study for In-Ceram and Procera AllCeram copings were in agreement with those obtained in previous studies (Webber et al., 2003; Neiva et al., 1998; Harrington et al., 2003; AL-Makramani et al., 2009), which found no significant differences in load at fracture between Procera AllCeram and In-Ceram copings that were resin cemented.

An in vitro study (AL-Makramani et al., 2009), which evaluated the fracture resistance of Turkom-Cera, In-Ceram and Procera AllCeram copings cemented on a metal master die using resin luting cement, shows that the load necessary to fracture the Turkom-Cera, In-Ceram and Procera AllCeram copings in the current study was less than that reported in that study. In this study, extracted natural teeth were used as abutments. However, metal dies are very rigid and have a higher modulus of elasticity than dentine so that metal dies deform less which results in a lower shear stress at the inner crown surface (Scherrer & de Rijk, 1993). Therefore, the fracture load of all-ceramic restorations may be greater if crowns are supported by dies with a high modulus of elasticity (Scherrer & de Rijk, 1993). This factor should also be considered when interpreting the results of the studies utilizing different die materials.

The results of the present study show that there is no influence of the finish line design on the load at fracture of Turkom-Cera all-ceramic copings. Statistical analysis revealed no significant difference between shoulder (1545.2 N) and chamfer (1341.9 N) margins used in this study (p=0.059). In this study only Turkom-Cera copings were evaluated. Due to this limitation, the load at fracture values obtained in this study should be compared with caution with results obtained in the studies where copings were veneered with feldspathic porcelain.

Results of the present study concurred with other studies on glass-ceramic crowns (Dicor) which did not demonstrate any differences in the loading capacity in relation to the type of finish lines used (Bernal et al., 1993; Malament and Socransky, 1999).

Di Iorio et al., (2008) found that the load at fracture for Procera (alumina-based) crowns with shoulder preparation was significantly higher than the chamfer preparation. In the current study, the load at fracture of Turkom-Cera copings with shoulder margin (1545.2 N) was higher than chamfer margin (1341.9 N), however, statistical analysis revealed no significant difference between them (p=0.059). A possible reason for this may be that the occlusal forces were also borne by the circumferential shoulder margin, and there was less stress concentration on the axial walls compared to chamfer margin (Beuer et al., 2008).

Conversely, a study on ceramic optimized polymer (Ceromer) crowns demonstrated that the fracture resistance of the chamfer finish line specimens was greater than that of the shoulder finish line (Cho et al., 2004).

The classification description of mode of failure by Burke & Watts (1994) was useful in distinguishing between minimal loss of crown material and catastrophic damage (mode II-IV). Examination of the mode of failure of specimens in the current study revealed that Procera AllCeram, Turkom-Cera and In-Ceram copings exhibited (80%), (70%) and (20%) of minimal fracture, respectively. The copings made from Turkom-Cera with shoulder margin and Turkom-Cera with artificial ageing exhibited 50% and 60% of minimal fracture, respectively.
Clinically, dental restorations are subjected to cyclic forces ranging from 60 N to 250 N during normal function and up to 500 N to 800 N for short periods (Zahran et al., 2008; Waltimo and Könönen, 1993; Waltimo and Könönen, 1995). Waltimo & Könönen (1993), reported that the maximum biting force in the molar region was 847 N for men and 597 N for women. The maximum biting force in the premolar region has been reported to be between 181 and 608 N (Widmalm and Ericsson, 1982). However, the normal masticatory forces in human beings have been reported to range from 37% to 40% of the maximum biting force (Lundgren and Laurell, 1986; Gibbs et al., 1981).

Although the results of the present study cannot be directly compared with the in vivo situation, the mean loads at fracture for all groups (ranging from 975.0 to 1545.2 N) exceed the clinically anticipated loads in the molar and premolar regions. However, clinical trials are necessary to validate the results.

Clinically, crown failure usually occurs under a complex type of stresses. However, all specimens in the current study were tested using vertical loads which appear to be appropriate for posterior teeth (Probster, 1992). Therefore, clinical implications of the current study must be limited to that application.

In this study, the specimens were loaded until failure in a single cycle, even though restorations may fail clinically through slow crack growth caused by cyclic fatigue loading (Baran et al., 2001). Subjecting the specimens to cycling fatigue loading could be considered in further investigation to give more information about the longevity and performance of Turkom-Cera crowns in condition relatively resemble the clinical situation.

5. Conclusions

Under the conditions of this study, it was found that:

1. Turkom-Cera copings cemented to extracted teeth using the resin luting cement (Panavia F) provided load at fracture (1341.9 N) that was significantly higher to that obtained by Procera AllCeram (975.0 N) copings tested under the same conditions. However, there was no significant difference between the mean load at fracture of Turkom-Cera and In-Ceram (1151.6 N) and also between In-Ceram and Procera AllCeram copings tested under the same conditions. Thus, the null hypothesis was rejected.

2. There is no influence of the finish line on the load at fracture of Turkom-Cera all-ceramic copings. Thus, the null hypothesis was accepted.

6. Acknowledgment

This study was supported by a grant (P019/2006C); University of Malaya, Kuala Lumpur, Malaysia.

7. References


Physical and Metallurgical Characteristics of Fiber Reinforced Ceramic Matrix Composites

Zdeněk Jonšta, Evelyn A. Bolaños C., Monika Hrabalová and Petr Jonšta
VŠB-Technical University of Ostrava
Czech Republic

1. Introduction

Ceramics represent a very wide range of materials, which differ from each other by their chemical composition, structure and properties. These materials can be defined as predominantly crystalline materials, formed mainly by inorganic compounds of non-metallic character, which are bound particularly by ionic and ion-covalent bonds.

Ceramics are most frequently divided by the purpose of its use into traditional and structural ceramics. Traditional ceramics are produced entirely from natural raw materials (such as kaolin, clays, quartz, feldspar), which are formed and fired. These ceramic materials can also be designated as vitreous or porous due to the fact that they contain a considerable portion of vitreous phase, pores and crystals of various compositions. Traditional ceramics can be further divided into constructional, artistic, utility and refractory.

Structural ceramics are produced only from synthetic raw materials. It is a newer type of ceramic, which has a considerable development from the seventies of the 20th century. It is used in numerous technical applications, especially under extreme conditions where, thanks to its properties, completely replaces the traditional ceramics. These ceramic materials include also functional and bio-ceramic materials.

Structural ceramics represent a fine-grained, poly-crystalline material, usually with grains smaller than 1 µm. It contains random technological defects and micro-structural heterogeneities. The structure of ceramic materials can be characterized as heterogeneous, poly-crystalline and poly-phased.

2. Classification of structural ceramics

2.1 Oxidic ceramics

The ceramics based on aluminium oxide ($\text{Al}_2\text{O}_3$) called also sintered alumina ($\text{Al}_2\text{O}_3$ with addition of $\text{ZrO}_2$) has the biggest significance for structural applications. Thanks to the zirconium oxide this ceramics has better mechanical properties. Increasing the $\text{Al}_2\text{O}_3$ content increases its mechanical strength and hardness, as well as thermal expansion coefficient.

Oxidic ceramics have high strength, hardness, corrosion resistance, and they are very good electric insulators. They are used mainly at the machining of cast iron, as a structural material for components of high-temperature devices, melting crucibles, cutting plates for metals machining, spark plug insulators for engines, etc.
2.2 Non-oxidic ceramics
This group includes mainly nitrides, carbides and borides. Non-oxidic ceramic materials have higher strength at high temperatures in comparison with oxidic ceramics. They have higher heat conductivity and lower thermal expansion coefficient than oxides, which means they have a better resistance to thermal shocks. For this reason they are in practice used mainly as high-temperature structural materials. Their disadvantage consists in lower resistance to oxidation. In non-oxidic compounds covalent bond prevails (for example SiC, B₄C, Si₃N₄, BN) or metallic bond (for example TiC, UC, WC, TaC, TiN). Carbides and nitrides have the broadest use of non-oxidic ceramics, mainly in special fields of mechanical and electrical engineering.

2.3 Mixed ceramics
It is formed by a combination of structural oxidic and non-oxidic ceramics. Composite cutting tools based on Al₂O₃+ZrO₂+SiC are used for the lathe work of quenched steels and hardened cast irons, at the end of the machining process, such as milling. Except SiC, the most frequently used non-oxide additives are TiC or TiN.

3. Ceramic properties
The physical, mechanical and chemical properties of ceramic materials depend on their chemical composition and micro-structure.

3.1 The positive properties of ceramic materials are the following:
- low density
- low thermal expansion coefficient
- high hardness
- high temperature and corrosion resistance
- high wear resistance
- high melting temperature
- stability of mechanical properties in a wide temperature interval

3.2 Main disadvantages of ceramic materials are the following:
- brittleness
- difficult reproducibility of complex shapes
- highly demanding processing
- difficult joining of different ceramic components or between ceramic components and other materials

3.3 Causes of brittleness
Brittleness is the main problem of structural ceramics. It expresses itself by:
- the creation of brittle failure
- static fatigue
- the degradation of properties at mechanical and thermal shocks

It results from the constitution of ceramic materials, that it is suppressed in them the development of plastic deformation under conventional conditions.
The causes of brittleness are divided into:

- Fundamental
- Secondary

FUNDAMENTAL CAUSES result from the type of inter-atomic bond (physical cause), but also from the type of crystalline lattice (geometric cause).

Fundamental causes of brittleness are essentially caused by **low mobility of dislocations** and by **bad manoeuvrability**.

Low mobility of dislocations is related to the high level of the Peierls-Nabarro stress in materials with an ionic and covalent bond. Bad manoeuvrability is connected with non-fulfilment of the requirement of five independent slip systems in single crystals – so called von Mises criteria.

The fundamental causes of ceramic brittleness as a result of ionic and covalent bonds comprise also a less perfect connection of the lattices along the grain boundaries, than with metallic bonds which manifest itself by a lower cohesion strength on the grain boundaries.

Brittleness transition temperature $T_P$ exists in ceramic materials. Below this temperature the materials suffer brittle failure - they are unable to deform plastically. The brittleness is caused by the fact that a plastic zone is not formed in front of initiated cracks and the crack propagates by cleavage along the grain boundaries or through the extend of the grains. Fundamental causes do not lead to absolute suppression of macroscopic plastic deformation below the transition temperature $T_P$. For example, BeO, AlN, Al₂O₃ in a poly-crystalline state at superimposed multiple pressures are capable even at room temperature of a plastic deformation up to 10% - easier formability of ceramics while loading with a big hydrostatic pressure. The strength of the boundaries is sufficient for the movement of dislocations and the activation of additional slip planes while realizing shear stress.

SECONDARY CAUSES include the heterogeneity of the structure and properties, as well as the significant weakening of the grain boundaries due to an imperfect sintering and to the presence of pores, cracks and vitreous phases along grain boundaries. The characteristic defects of ceramics include cracks and other defects caused by incorrect technological process at forming, drying or sintering.

The level of mutual contact of crystalline grains or of their contact with vitreous or binding phase is of great importance. The pores significantly influence the strength of ceramics by reducing the carrying section, as well as by the fact that they act as stress concentrators.

The mentioned secondary causes of brittleness are usual sources of failure of traditional ceramics already at low stresses. They are partly suppressed at structural ceramics.

These secondary causes are strongly applied at high temperatures, when the softening of the vitreous phase occurs and there is an easy slip along the grain boundaries, which cannot be compensated by the plastic deformation of the grain. It leads to the initiation of cracks and to their brittle inter-crystalline propagation above the transition temperature $T_P$.

## 4. Possibilities to enhance the mechanical properties by toughening the ceramics

Minimum capability of plastic deformation has an essential influence on the achieved level of mechanical properties of structural ceramics. The enhancement of the level of the mechanical properties can be therefore achieved by increasing the toughness of the ceramic materials, i.e. by the achievement of a certain level of development of the process zone for
the cracks under limited conditions. The increase of the fracture toughness can be achieved by several ways as follows.

4.1 Structure optimization
In this possibility to increase the toughness we talk about the so-called engineering of the grain boundaries. It consists in the reduction of porosity, the removal or reduction of the volumetric part of the vitreous phase on grain boundaries. This reduction requires highly pure initial powders and the perfection of all of the production of ceramics in sintering and pre-sintering processes.

If the ceramic contains a large portion of the vitreous phase, the crack propagates mainly through this phase and other phases have very little influence on this propagation. Ceramics with increased fracture toughness should contain only a very small part of the vitreous phase. Another condition is a homogenous fine-grained material, a grain size from tenths of micrometers to units of micrometers. The pores of spherical shape, occurring for example in the vitreous phase, can even have a favourable influence, since they obstruct the front of the crack.

The shape of the grains and their way of strengthening is of great importance. For example Si₃N₄ with acicular grains has even 4-times higher fracture toughness - $K_{IC}$ - than in the case of uniform equi-axial grains (Jonšta, 1998).

Increase the strength (toughening), i.e. to increase of resistance to crack propagation, can be achieved with the effect of dispersive particles. At the use of these particles the solid grains of the dispersed phase cause a deviation of the crack from its direct course, and this results in an extension of the fracture area. Except that the particles take over a greater part of the load and they thus reduce the stress on the matrix. This final result leads to a reduction of the stress factor on the front of the crack.

4.2 Phase transformation
It is based on an induced phase transformation of the dispersed particles in the matrix of a ceramic material. It is used mainly in the area in front of the crack, where the effectuation of a martensitic phase transformation contributes to energy absorption. A pre-requisite for using this type of strengthening is the requirement that the transforming material must have a greater volume of its low-temperature modification than it has in the high-temperature structural modification.

The considered process must therefore lead to the creation of a phase with bigger volume, where the phase transformation should be made with a martensitic mechanism. It may also be assumed that the strains are not relaxed, since the relaxation process proceeds very slowly. Among the materials that have this behaviour, zirconium dioxide ($ZrO_2$) seems to be the most advantageous technical ceramic.

$ZrO_2$ crystallizes in three modifications:
- * cubic - stable up to 2680°C
- * tetragonal - stable up to 2370°C
- * monoclinic - stable up to 950°C

A big volumetric change at the transition of tetragonal modification to a monoclinic one, when relaxation by diffusion or relaxation mechanisms is impossible, is the cause of the fact that pure $ZrO_2$ cannot be used as ceramic. That is because at cooling from the sintering temperature it could crack along the grain boundaries, at the modification change temperature, due to big internal strains.
If we stabilize this modification till room temperature (so called complete stabilization) by the addition of various oxides that are soluble in cubic modification of ZrO₂, such as for example Y₂O₃, in such case the detrimental transition from tetragonal to monoclinic modification cannot occur in whole volume.

The transformation of tetragonal modification to a monoclinic one occurs only at the places of high tensile stresses, i.e. in the front of the crack. Due to the fact that the monoclinic phase has a volume approximately by 4% bigger than the tetragonal phase, the development of pressure strains occurs at these places, which modify the state of stress on the crack and thus slows a further development of cracks.

The following three mechanisms participate in a decisive way on energy dissipation at a material failure, initiated by strengthening at phase transformation:

- stress induced transformation in the course of load
- initiation of fine cracks
- deviation of cracks from their initial direction of growth

The stress induced martensitic phase transformation of tetragonal ZrO₂ to monoclinic is significantly manifested by a protective effect of the crack, which is accompanied by the above mentioned volume changes. The dissipation of fracture energy occurs by the energy consumed for the nucleation of phase transformation and the energy consumed for the creation of a new volume originated by transformation. As a result of the already mentioned increase of volume, the tensile stresses are also eliminated (Pokluda et al., 1994).

Fig. 1. Schematic representation of the effects related to the dissipation of energy at crack growth in metallic and ceramic matrices

The creation of fine micro-cracks in the regions of dispersed particles, in which the tetragonal phase has transformed into a monoclinic phase, has a favourable effect on the increase of the fracture toughness. These cracks have usually lengths of 10 to 100 nm. They are initiated around the front of the crack in the process zones. Their frequency in the matrix
can be quite high and at the increase of the load there can be appropriately oriented micro-cracks expanded by a certain part of their original length, which is also connected with their ramification.

As a result we have the reduction or elimination of local stress peaks. It is possible to imagine this process as the distribution of stresses induced on the front of the crack onto a large number of small cracks. The material behaves under these conditions in an elastic-plastic manner, because the opening of micro-cracks is at the unstressing, partly reversible.

4.3 Formation of composite materials

The biggest increase of the resistance to crack propagation, i.e. the increase of the level of ceramic’s fracture toughness, promises the use of compound ceramic materials - composites. This means using the strengthening effect of ceramics thin fibres or whiskers in the ceramic matrix. The diameter of the used fibres is usually several μm and their length is of several millimetres, while the whiskers’ dimensions are smaller almost by one order. Optimum properties are achieved, if the cracks do not propagate through the fibres, and a considerable part of energy is consumed on extraction of the fibres and at the failure of the fibre interface - matrix.

5. Evaluation of mechanical properties of structural ceramics

The basic characteristics of structural ceramics are the fracture toughness, tensile and bending strength, compressive strength, elastic constants, the parameters of the statistical distribution of strength and parameters of growth curves of the statistical or dynamic fatigue. The evaluation of these parameters is often difficult, because there are a number of empirical relationships for the characterization of ceramic materials.

Right now, the attention is devoted mainly to the determination of the fracture toughness by the use of the indentation technique. This technique, usually used to measure hardness, finds its application in the evaluation of these important material characteristics. In our case it was used the Vickers indenter. In the use of these techniques there are measured the length of the cracks initiated at the corners of the indentation print when it is exceeded the critical value of the loading force, which involves the initiation of cracks and their subsequent development as shown in Fig. 2.

Fig. 2. Vickers´ print with a load of 10 N, for a sample material a) zoom 1000x b) zoom 100x
This approach, however, requires overcoming some limiting characteristics which are related to the type of the initiated cracks. Preferential incidence of one type or another is related to the type of materials and the intensity of load on the print. On Fig. 3 are schematically illustrated the cross-section variations of the initiated cracks by Vickers indentation. This is known as radial / median crack (see Fig. 3a), where \( m_t \) corresponds to the median crack and \( l_t \) to the side (lateral) crack. The figure 3b shows the radial or Palmquist cracks \( r_t \) and \( l_t \) shows the side (lateral) cracks. The Palmquist cracks type can be observed at lower levels of indenter loads and on the contrary the radial / median cracks are initiated at higher levels.

This evaluation technique requires the preparation of a relatively small area of the material sample for the indentation prints. Of course, there a number of restrictive conditions in its application related both to the level of surface preparation, and to the conditions for the initiation and propagation of the cracks. We could also consider a risk on the evaluation associated with the use of small areas and the fact that the measurement is performed on the material surface (assuming that the homogeneity and the volume of the tested material is maintained).

Matzke pointed out these limiting factors, on behalf of his special attention to the study of this kind of situation (Matzke, 1980, 1990, 1991). It should also be taken into account the possible presence of discontinuities by major or minor deviations in the width of cracks. It cannot be excluded in some cases the possibility to initiate more than one indentation crack in the corners of the print.

According to Matzke this leads to a possibility of underestimation of the crack length, but in macroscopic terms the fracture toughness values would be realistic data (Matzke, 1991). The processes of uneven development of cracks are an integral part of a complete evaluation of the parameter of resistance to brittle fracture.

In our works we have used, for determining the values of fracture toughness, a relationship that is independent of the crack profile and allows you to evaluate different types of materials or a type of material in a wide range of applied loads. This relationship was presented by Liang et al. (in 1990) and is expressed as follows:

\[
K_{IC} = \frac{2l}{u} \left( \frac{l}{\pi u^{1.51}} \right) \cdot HV \left( \frac{u}{2} \right)^{1/2} \cdot \left( \frac{HV}{E \cdot \Phi} \right)^{0.4} \cdot \alpha \cdot \Phi \quad [\text{MPa m}^{1/2}] \tag{1}
\]

Fig. 3. a) median crack, b) lateral crack
with:

$$\alpha = 14 \left[ 1 - 8 \left( \frac{4\nu - 0.5}{1 + \nu} \right)^4 \right]$$

(2)

and the length of the crack is:

$$l = \frac{\sum l_i}{n}$$

[m]

(3)

Where:

- HV – hardness by Vickers,
- \(u\) – diagonal length,
- \(l\) – crack length,
- \(\alpha\) – dimensionless constant dependent on the order of the Poisson’s number of a particular type of ceramic material – 9.3,
- \(\Phi\) – limiting factor – 3,
- \(E\) – Young’s module of elasticity.

With the indentation technique we can make an evaluation of structural ceramics response to repeated loadings. Here, we also have similar limitations as in the previous case. Informatively it may be noted that in the evaluation of the kinetics the advances of the fatigue cracks in structural ceramics the obtained and modified characteristics are compared with the results obtained at structural steels. Although this technique does not allow to establish an analogical relation with Paris’ kinetic equation, it allows to determine the response of a certain type of ceramic to repeated loading based on the dependence between the number of burdened cycles and the length of the induced cracks, or in that case based on a defined number of burdened cycles leading to the chip of the evaluated material around the indentation print.

6. Indentation model of the origin of cracks

At the formation of a Vickers’ indentation print an elastic-plastic stress fields in the material are originated, which affects the subsequent expansion of cracks. The period of the cracks derivation is an important factor that determines the fracture threshold value and could be the control parameter for determining the dominant influence of the surface radial cracks or of the subsurface median cracks in the first stage of propagation.

According to the model of Marshall and Lawn, the fully loaded indenter with an elastic/plastic field is considered as a superposition of a residual field of an unloaded material and as an ideal plastic contact field. The essence of the mentioned model is the assumption that during the unloading operation of the indenter does not appears the action of a reverse plasticity. (Marshall & Lawn, 1979)

During the indenter loading, in the material the origin of elastic deformation zones occur with the subsequent development of the radial/median cracks. The growing tensions cause the subsequent stable growth of median cracks. During the subsequent unloading the closure of median cracks occurs, while the lateral cracks grow until the indenter load is completely removed, and there is when the subsequent chipping can occur (Cook & Pharr,
1990). The initiation and propagation of the radial/median and lateral cracks leads, in brittle materials, to a subsequent chipping formation. On Fig. 4 a schematic representation of the cracks system under Vickers’ indentation print is shown.

Fig. 4. Schematic representation of the crack system under Vickers’ print

On the presented picture - P- is the index load at which the origin of median cracks with a length of – c- occurs. The plastic zone is formed during the application of the Vickers’ load of the indenter with an appropriate angle 2ψ, where - a – is half the diagonal of the Vickers’ print and – b – is the plastic deformation zone accommodated under the print in the plastic zones. The critical stress for the formation of radial/median crack is given by (Evans & Marshall, 1981; Kumar & Khamba, 2006):

\[ P = \alpha \cdot \frac{K_{IC}^4}{HV^3} \quad [N] \]  

(4)

where:
α - dimensionless constant
K_{IC} - fracture toughness
HV - hardness by Vickers

At the Vickers indenter loading, just below the indentation print in the material, the formation of irreversible strains occurs. From the schematic view of the cracks resulting in a material when exposed to Vickers indentation, we have that \( \delta V \) is the printed volume, \( V \) is the volume of the deformed zone and \( \psi \) is half the size of the Vickers’ indentation print. Then the next equation applies:

\[ \frac{\delta V}{V} = \left( \frac{a}{b} \right)^3 \cdot \cot \psi \]  

(5)

This zone is to maintain its constant volume elastically compressed with the surrounding material. The result is the formation of a residual force \( F_r \) on the surface of the indentation print, which then acts on the axis of the indenter in the opposite load direction. At the same time the formation of the residual forces \( F_m \) occurs, which are located in close proximity to the plastic zone. These residual forces cause on their surroundings the creation of tensile stresses and with the absence of a reverse plasticity they achieve, at full loading of the indenter, the maximum levels of the force \( F \) (\( F_{r0} \) and \( F_{m0} \)).
This level is maintained even after the subsequent unload of the indenter, if during the loading there are no material cracks. At a sufficient level of strength of $F_0$ occurs after unloading the indenter the formation of lateral cracks at the depth $h$, while the power $F_m$ is associated with the formation of radial/median cracks. The lateral crack grows up to the equilibrium length $l$ and the residual strength, leading to the formation of these cracks, is reduced from the maximum level $F_0$ to the level equilibrium value $F_r$ (Evans & Marshall, 1981).

Marshall et al. (in 1982) derived an equation from an elastic-plastic analysis that expresses the relationship between the so-called equilibrium length of the lateral cracks $l$ and the index load:

$$l = l_0 \cdot \left[1 - \left(\frac{F_0}{F}\right)^{\frac{1}{4}}\right]^{\frac{1}{2}} \text{[mm]}$$

(6)

where $F_0$ is the apparent threshold value, which can be expressed with the use of the fracture toughness:

$$F_0 = \frac{\xi_0 \cdot \frac{E}{H} \cdot K_c^4}{A^2 \cdot (\cot \psi)^{\frac{3}{2}} \cdot HV^3} \text{[N]}$$

(7)

where $l_0$ corresponds to the length of the crack limits defined by the following equation:

$$l_0 = \frac{\xi_l \cdot (\cot \psi)^{\frac{5}{6}} \cdot \left(\frac{E}{H}\right)^{\frac{3}{7}}}{A^2 \cdot K_c \cdot HV^{\frac{5}{2}}} \cdot F^{\frac{5}{8}} \text{[mm]}$$

(8)

In this equation $\xi_0$ and $\xi_l$ are dimensionless constants independent of the system material - indenter. These constants determined Marshall et al. (in 1982), based on the measurements of ceramic materials. The constant $\xi_0$ corresponds to the value $1.21 \times 10^3$ and the constant $\xi_l$ to the value $2.5 \times 10^{-3}$. The magnitude $A$ on the previous equations is a dimensionless geometric constant. Using the previous relationships it can be predicted the dependence between the equilibrium length of lateral cracks and indenter`s load.

7. Crack propagation and chipping formation

During the loading, in the material occurs the crack propagation and may subsequently also occur the chipping formation. The formation of cracks in the index corresponds to the time of contact of the indenter with the surface of the evaluated material and its subsequent entry into the volume of the material.

This process can be simply described as a penetrating process that leads to plastically deformed zones surrounding the Vickers` indentation prints. There also occurs the formation of the surface tension zones which are adjacent to the contact places between the indenter and the material and occurs the emergence of a field for tensile stresses in the front of the indenter (Antis et al., 1981).
The perforation of the indenter into the sample surface leads to the initiation of subsurface cracks at the indentation’s front. At this place the subsurface tensile stress levels reach their maximum. A bigger load leads to the development of already initiated median type cracks, in both directions: towards the material and towards the surface of the sample - radial/median crack- (see Fig.5).

The median crack remains, in the case of a no sufficient load during the loaded cycle, under the surface of the evaluated material, which means that it is primarily propagated into the volume of the material and only a minority to its surface.

The subsequent intersection of the cracks with the surface of the sample can be detected only after unloading, when the active surface compressive stresses are sufficiently reduced (Sglavo & Green, 1995).

Fig. 5. Schematic representation of the origin of median and radial/median cracks under load

The median crack has a tendency to close during the subsequent unload if the indenter. The full closure will not result because of the action of the fields of internal stresses, which is related to the execution of the elastic-plastic state. Such induced residual stress fields cause the formation of lateral (side) cracks that are initiated at the plastic zone and then propagated in a parallel to the sample surface plane. The development of lateral cracks continues during the indenter’s unloading.

The initiated induced internal stresses affect the next development of subsurface median or eventually radial/median cracks. Dissemination of lateral cracks increases proportionally with increasing the load of the indenter. Their intersection with the surface of the material leads to the chipping formation.

8. Composite materials based on ceramics

As previously mentioned, composite (compound) materials present due to their high resistance to brittle crack propagation, that is because of their high fracture toughness, promising materials for technical applications. Particularly, ceramic nanocomposites meet the demands of modern technologies.

Micro / nanocomposites based on nitride and silicon carbide are a new generation of the ceramic materials developed in the last decade. The range of materials based on Si$_3$N$_4$ is recently widely used in the manufacture of cutting tools, for components exposed to friction, combustion engine components, water pumps, industrial pumps, piston engines, gas turbines etc. This type of ceramic material is characterized mainly by the high strength
at normal and elevated temperatures, chemical stability, good hardness, wear resistance, low coefficients of friction and low density.

Ceramics and ceramic composites are nowadays used in various technological fields. The ceramic composites are classified according to their particles size into microcomposites where the secondary phase particle size is measured in microns, and nanocomposites where there is a nanometric size of the secondary phase particles.

In addition to improved mechanical properties of ceramic nanocomposites there were observed new features such as machinability and superplasticity. The aim of the preparation of ceramic composites is to improve not only the "traditional" mechanical properties such as hardness, strength and reliability at room temperature, but mainly to improve the mechanical properties at high temperatures, such as creep resistance to high temperature, strength and corrosion resistance.

As a disadvantage we can see quite a significant financial demand of the preparation of nanocomposites because of the high prices of the nanopowders and the expensive furnace equipment, because the compaction of the nanocomposite requires special methods of sintering with rapid heating and short holding time at high temperature.

The ceramic nanocomposites can be divided into four categories (Fig. 6): intragranular nanocomposites, intergranular nanocomposites, intra-intergranular nanocomposites and nano/nano composites. Intra and intergranular nanocomposites have a two to five times higher toughness and strength at room temperature than the monolithic materials.

![Fig. 6. Types of ceramic nanocomposites (Jonšta et al., 2010)](image)

9. Nanocomposites based on Si₃N₄/SiC

Ceramic materials on the base of Si₃N₄ are recently one of the best candidates for tribological application due to the combination of their good thermal and mechanical properties, chemical resistance and high hardness.
On recent investigations (Bolaños et al., 2010) it was studied the preparation of Si₃N₄/SiC nanocomposites with different rare earth oxide sintering aids (La₂O₃, Sm₂O₃, Yb₂O₃ a Lu₂O₃) and the evaluation of their hardness, indentation fracture toughness and wear resistance at room temperature.

### 9.1 Analyzed results of the investigation

#### 9.1.1 Density

The density of the samples after the hot pressing process amounted to 99%, so it is considered that the sintering conditions were chosen properly. At temperatures above 1510° C, there was a decrease in the vacuum, ie. CO gas was liberated proving the formation of SiC with the carbothermic reduction. After this reaction and the subsequent increase on the temperature to 1650° C occurred the formation of the liquid phase in the system RE₂O₃ - SiO₂. In the presence of Si₃N₄, the ternary eutectic point is lower, as for binary systems.

The formation of liquid phase allowed the compaction of the ceramic composite. The densities of the sintered samples prepared by hot pressing are shown in table 1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Density ρ [g·cm⁻³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K3Lu-2</td>
<td>3.378</td>
</tr>
<tr>
<td>K3Yb-2</td>
<td>3.348</td>
</tr>
<tr>
<td>K3Sm-2</td>
<td>3.322</td>
</tr>
<tr>
<td>K3La-2</td>
<td>3.289</td>
</tr>
</tbody>
</table>

Table 1. Densities of the K3Re-2 nanocomposite materials

#### 9.1.2 Microstructure

The microstructure of the hot-pressed composite materials denominated as K3La, K3Sm, K3Yb and K3Lu are shown in Fig. 7 and Fig. 8. According to the observed microstructures, we can conclude that the samples are slightly over etched (Si₃N₄ fine particles below 300 nm are not visible), so visually it appears that glass phase is more than 10% by volume. In all samples the microstructure contains large elongated particles of β-Si₃N₄ (whiskers) which are surrounded by finer particles of β-Si₃N₄ with needle shapes. We call this fine fraction the matrix and we call the larger β-Si₃N₄ whiskers the tougher particles.

It was expected a different evolution of the microstructures because of the used oxide RE₂O₃. A more detailed study of the Fig. 7 and Fig. 8, shows that the microstructure of the sample matrix of K3Yb and K3Lu is fine-grained. The large extended β-Si₃N₄ grains are comparable in thickness with the sample K3La, which has lower viscosity of the glass phase. In the process of sintering of Si₃N₄ some α-Si₃N₄ grains of the primary powder dissolved in the liquid phase and then precipitated, and grew in the form of β-Si₃N₄ needles.

Their growth was mainly controlled by diffusion, and that is why, in systems with a higher viscosity of the liquid phase (system containing Yb and Lu) the transport of material from the melting α-Si₃N₄ grains to the growing β-Si₃N₄ grains was slower, and that means that the microstructure of the matrix of these materials has then finer grains.

Another possible reason for the fine-grained microstructure of the systems with higher viscosity, is the slower dissolution of the original β-Si₃N₄ grains (about 5 wt.% on the
starting Si₃N₄ powder SN-E10) with small diameter so-called critical diameter (0,1 to 0,2µm). On the systems with the addition of La₂O₃ and Sm₂O₃ the dissolving speed of the Si₃N₄ is slightly higher, and therefore the matrix of these systems is slightly coarse-grained.

The rare earth metal oxides also affect the thinness of the β-Si₃N₄ particles. The average value of slenderness decreases with the growing ionic radius of the rare earth metals, or with the decrease of the viscosity of the liquid phase. The growth of elongated β-Si₃N₄ grains is affected not only by the viscosity of the liquid phase, but also by the ability of rare earth elements to adsorb itself on the surface of Si₃N₄ crystals. It was observed, with a transmission electron microscopy, that Lu has a higher stability in an oxy-nitride glass (stronger bond with O), while La adsorbs preferentially on the prismatic surface of the Si₃N₄ grains (binding with N), thereby preventing the further build up of dissolved Si in the surface of N, and thus growing on the thickness of the β-Si₃N₄ grains.

From the observation of 15 photomicrographs of each sample of K3RE-2, was showed that with the decrease of the ionic radius of the rare earth elements (La→Sm→Yb→ Lu) the structure is more bimodal, the matrix is finer and therefore has more elongated particles of...
β-Si₃N₄. From La to Lu their thickness slightly increases. For a more detailed statistical analysis it is necessary to measure the slenderness of at least 2000 grains of each microstructure of each ceramic material containing K3RE.

The microstructure of the samples contains, together with elongated Si₃N₄ grains, irregularly distributed SiC particles, which are located both at grain boundaries and inside the Si₃N₄ grains. The larger SiC particles are mainly located at the grain boundaries (inter SiC grains), and the finer SiC particles (<50 nm) were observed within the Si₃N₄ grains (intra SiC grains). The SiC nanoparticles can slow up, or may completely stop the abnormal growth of the β-Si₃N₄ grains. Therefore, the overall microstructure of the composites with K3RE was finer compared with the reference samples.

9.1.3 Abrasion resistance

The abrasion resistance tests were performed using the "ball-on-disc" method. The friction curve had a similar pattern for all the tested samples (K3RE-1). At the beginning, the friction coefficient was low, but then increased to a maximum value and then stabilized at a relatively constant value during the test.

The Fig. 9 shows the friction coefficients of reference (monolith: Si₃N₄ + 3 mol.% RE₂O₃) and composite samples with K3RE (Si₃N₄ + SiC + 3 mol.% RE₂O₃). The friction coefficient of the monolithic samples was higher compared with the composite samples with the same additive RE₂O₃ (RE = La, Sm, Yb, Lu). The lower friction coefficient of composite materials is attributable to their higher hardness compared to the reference monoliths and the presence of SiC nanoparticles. From the figure 3 it is also clear, that the friction coefficient slightly decreases with decreasing the ionic radius of RE³⁺. The better sliding properties of the composites with K3Lu and K3Yb compared with K3Sm and K3La may be due to a finer microstructure of the matrix (Fig. 7-8) and to a higher rigidity of the glassy phase at the grain boundaries, because the glass with a smaller radius of the RE³⁺ ion has a higher hardness, fracture toughness and Young’s modulus.

![Fig. 9. Effect of ionic radius of RE³⁺ sintering additives on the friction coefficients of the reference monoliths (Si₃N₄ + 3 mol. % RE₂O₃) and composite materials K3RE (Si₃N₄ + SiC + 3 mol. % RE₂O₃)](image-url)
The Fig. 10 shows the relationship of the abrasion rate (Ar) of the reference monoliths (Si₃N₄ + 3 mol.% RE₂O₃) and the composite materials K₃RE (Si₃N₄ + SiC + 3 mol.% RE₂O₃) with the ionic radius of the RE₃⁺ sintering additives. The difference in the abrasion rates is more pronounced than the difference in the friction coefficients; however, the tendency is maintained. The samples with the addition of smaller RE₃⁺ ionic radius (K₃Lu and K₃Yb) exhibit less abrasion in comparison with the samples containing additives with larger ionic radius (K₃Sm and K₃La). This is expected to be due to a higher rigidity of the glassy phase of the samples K₃Lu and K₃Yb because, in general, the abrasion rate of the ceramic materials based on Si₃N₄ with lower strength on the grain boundaries is higher. Moreover, the Si₃N₄ materials with the addition of Lu₂O₃ and Yb₂O₃ have better high-temperature properties compared with ceramics containing Sm₂O₃ or La₂O₃. Then, during the “ball-on-disc” tests, the tested sample or the standard Si₃N₄ ball could get heated to higher temperatures, because of the lack of lubricant, and this exhibits the high-temperature characteristics of the material.

### 10. Use of carbon nanotubes as reinforcement material

Recently, CNTs are considered for use as reinforcements in advanced composite materials in view of their high elastic modulus and strength compared to existing fibers. In that respect, being rolled up graphite sheets, their mechanical properties are expected to be equal to or greater than the value for a graphene sheet. Qualitative and quantitative TEM and AFM studies have been performed on individual tubes and have confirmed their superior strength and stiffness. The Young’s modulus of a CNT is over 1 TPa and its estimated tensile strength is over 150 GPa, i.e. they are a hundred times stronger than steel, though three to five times lighter.
The properties of carbon nanotubes are a mix of diamond and graphite: strong, thermally conductive like diamond; electrically conductive like graphite; and are light and flexible. Many potential applications have been proposed for carbon nanotubes like: conductive polymers; energy storage and energy conversion devices; sensors; field emission displays; replacing silicon in microcircuits; multilevel chips; probes for SPM (scanning probe microscopy).

The objective of current investigations is to prepare, by sintering in the presence of liquid phase, a dense ceramic material based on SiC with sintering additives, with the addition of CNTs, resulting in a composite with high electrical conductivity, while maintaining its good mechanical properties.

### 10.1 Sintering in the presence of liquid phase

This type of sintering is one of the used techniques to accelerate the process, while maintaining the mechanical properties of the material. The liquid phase is understood as an additive which is liquid at the sintering temperature. This liquid phase must fulfill two basic conditions: first, it has to drench all of the areas of the solid phase, and second, the sintered material has to have the liquid phase grains partly dissolved.

Sintering in the presence of liquid phase consists in three processes. First, we have the formation of the liquid phase and its flow, which causes changes in the spatial organization of the grains at the solid formation. This process is called relocation and it often leads to a sharp increase on the density of the sintered material. The relocation, which is due to the capillary forces of the liquid phase wetting the solid grains, is dependent on the amount of liquid phase, its viscosity, and the grain size and solubility of the solids in the liquid. The next and most important process for sintering in the presence of liquid phase is the process of increasing the density by dissolving the solid grains in the liquid phase and then the process of the subsequent elimination.

It is thus clear, that the melt should have the lowest possible viscosity at the sintering temperature and the highest possible at the application temperatures. These are conflicting requirements, and are very difficult to joint. The chemical composition of the phases at the grain boundaries is the subject of study of many authors, because grain boundaries have a significant effect on the mechanical and functional properties of the material.

### 10.2 Formation of the CNTs by CCVD

The CNTs can be added by a method called catalytical chemical vapor deposition (CCVD), where tubular carbon nanofibers are formed on a support by a catalytical deposition of carbon out of the vapor phase. This method is characterized by a catalyst layer, which is deposited without current, and is applied to the support at least in places. Said catalyst layer is thermally activated before depositing carbon out of the vapor phase in a reducing atmosphere. Since it was discovered, that the elements of the iron group, Fe, Co and Ni, are catalytically active, these elements are used as catalytics.

### 11. Conclusion

In the present paper are discussed issues of ceramic materials as basic elements of composite materials, which present advanced technical materials for a wide practical use. The attention was focused mainly on the causes of brittleness on ceramics and the possibilities of its
elimination. There were also discussed issues of composite materials based on ceramics considering their preparation and evaluation of selected properties. The results obtained extend the knowledge about the preparation of the above mentioned advanced materials with the addition of rare earth metals and their selected mechanical properties.
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Topics in Degradation, Aging and Healing of Ceramic Materials
Considerations about Degradation of the Red Ceramic Material Manufactured with Granite Waste
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1. Introduction
Ceramics are used as construction materials since the earliest days of civilization, around 5,000 B.C. Manufactured fired earth bricks had firstly been used as protection walls against invaders and fierce animals. However, during the industrial revolution on century XIX, the steam machines allowed a marked development of the ceramic industry. The term “Ceramic” is originated from Keramikos”, which, in Greek, means fired raw material. The most important materials used in the composition of the red ceramic bodies are clayey soils. Chemically the clay mineral is composed basically by hydrous aluminum, iron and magnesium silicates, which can be dispersed in fine particles. Presence of impurities such as ferric oxides, quartz among others plays an important role on the characteristics of the final product. Despite its great technological advances, some industries in the developing countries have not invested in high technology in order to manufacture bricks with high durability and acceptable mechanical properties. Therefore, for the achievement of the better quality of the ceramic bricks and in accordance with the environmental appeal, some industrial by-products have been used in the raw material in ceramic industries. In the case presented herein, by-products from decorative stone industry have been used aiming to improve the durability of the ceramic bricks as well as their mechanical properties. In this particular perspective, the ceramic industry emerges as a great attractive to promote the use of industrial by-products. Moreover, the use of industrial by-products, as being granulated materials, does not affect the path normally followed during ceramic processing. As a secondary effect, but not less important, the insertion of industrial by-products can also help to save noble materials in the pit borrow, avoiding, thus, the increasing on the rate of exploration works.

2. Red ceramic materials
Red ceramic raw materials are generally taken from natural deposits of clayey soils composed by clay minerals and others organic and/or inorganic particles that are very
“reactive” in the presence of water. This property is known as plasticity, which is very
dependent on chemical interaction among particles and the liquid, which percolates through
the pores.
Most of ceramic materials are fragile and stiff, with very low tenacity. They have high
fusion/sintering temperature and good chemical stability specially, in hostile environment,
due to their strong chemical bonding between structural units.

2.1 Durability of the red ceramic materials
Despite its stable mechanical behavior, it is not rare to observe problems in ceramic bodies
regarding its durability, i.e., strength against weathering.
This is commonly observed in artifacts that are fired at temperature below its sintering
point. Cracks and weathering signs are well developed inside the ceramic body, with time,
due to work done by external agents like temperature, humidity and insulation. The main
problem found in construction materials regarding their durability are:
1. Deterioration in brick wall and tiles resulting in cracks and infiltration (Fig. 1);
2. Degradation of the first lines of masonry due to capillarity effect of sulphate water
   (Na₂SO₄) (Fig. 1)
3. Rapid degradation due sudden changes in temperature (Fig. 2)
4. Quickly degradation in coastal environment resulting in complete deterioration of the
   ceramic brick (Fig. 4)
5. Mechanical and abrasive deterioration of the floor (Fig. 4)

Fig. 1. Fast degradation of masonry and tiles

Fig. 2. Fast degradation of masonry due to sulfate water and temperature change

White stain on masonry surface (efflorescence) appears as shown in Figure 3. This is
consequential from a chemical process where the cement reacts with water resulting, thus,
in a soluble binder, calcium hidroxile (Ca(OH)₂) that adheres on the ceramic brick. As long
as the mortar layer contains cement and this layer has high porosity, the free calcium
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Hydroxyl found in its composition reacts with air (carbonic anidre). This reaction between these two components results in calcium carbonate, non-soluble white salt, which leads to the expansion of the brick (Fig. 3).

![Fig. 3. Detachment of the floor brick and walls](image)

The process of degradation takes place when the body gets in contact with atmospheric conditions. Therefore, degradation can be understood as the effect of atmospheric agents on the ceramic bodies without crystallographic modification.

Alterability is defined as the susceptibility of a ceramic body to suffer degradation. Durability, on the other hand, means the capacity in keeping its structural stability, as well as the appearance with time. Therefore, alterability and durability will be closely dependent on the material and environmental characteristics and the exposure time, as well.

In tropical regions a wide range of temperature and humidity variation is commonly observed. The weathering agents that act directly on ceramic bodies are:

- Rain and air humidity
- Periodic insulation and drop of temperature in a short period of time, causing contraction and dilation, respectively.
- Air temperature favoring chemical reactions
- Wind and kinetic energy favoring abrasive deterioration.

Mechanisms that act on degradation process are the same as those that act on weathering. Dilation and contraction resulting from temperature and humidity changes can give rise to cracks that commonly leading the ceramic body to undermine.

Chemical agents can flow into these cracks and pores, reducing, thus, the bond between grains, making easier the erosion process and leaching the constituent materials. These transported constituents can induce the formation of new crystals resulting from chemical reactions, mainly when soluble salts are present in the mortar. When the air humidity
penetrates into the structure, these crystals are generally dissolved and carried to the surface, provoking thus, stains on the ceramic artifact. If these salts remain inside the ceramic body, they will re-crystallize causing expansion, favoring thus, degradation of the material. These alterations can be very harmful in particular in coastal zones and industrial areas due to the saline sprays and acid rain, respectively.

The intensity of the effects of these degradation processes is closely dependent on the environmental conditions and also on the level of the thermal treatment specified to the ceramic material.

3. Characterization of the materials and evaluation of the alterability and durability of ceramic mass with addition of granite waste

This chapter presents the adopted methodology in order to evaluate the durability of ceramic bricks when granite waste by-product is incorporated in the raw material. Figure 5 shows the flow chart for complete characterization of the materials used in the confection of brick ceramic.

It is presented here the test sequence for the identification of the studied raw material: the clay mass and the granite by-product.

![Flow chart for complete characterization of the raw material with different content of granite powder](image)

Fig. 5. Flow chart for complete characterization of the raw material with different content of granite powder
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3.1 Environmental characterization of the granite waste

The description of the results obtained from leaching test is shown in Table 1 and Table 2 where some results obtained from literature are shown in order to make the reader familiar with characteristic values and allow a direct comparison. Maximum allowed values for each chemical element are also presented aiming the classification of the material harmfulness.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>&lt;0.005</td>
<td>&lt;0.010</td>
<td>&lt;0.010</td>
<td>5.000</td>
</tr>
<tr>
<td>Cd</td>
<td>&lt;0.002</td>
<td>&lt;0.010</td>
<td>&lt;0.047</td>
<td>0.500</td>
</tr>
<tr>
<td>Cr</td>
<td>0.020</td>
<td>&lt;0.020</td>
<td>&lt;0.010</td>
<td>5.000</td>
</tr>
<tr>
<td>Pb</td>
<td>0.030</td>
<td>&lt;0.050</td>
<td>2.120</td>
<td>5.000</td>
</tr>
<tr>
<td>Ba</td>
<td>0.110</td>
<td>1.160</td>
<td>N.S.</td>
<td>100.000</td>
</tr>
</tbody>
</table>

Legend: N.E.: Not Specified.

Table 1. Results of the leaching test and presented in literature

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>pH Begin</td>
<td>9.400</td>
<td>10.300</td>
<td>9.400</td>
<td>N.S.</td>
</tr>
<tr>
<td>pH final</td>
<td>5.150</td>
<td>6.500</td>
<td>5.500</td>
<td>N.S.</td>
</tr>
<tr>
<td>Vol. Acid (ml)</td>
<td>80</td>
<td>130</td>
<td>400</td>
<td>N.S.</td>
</tr>
<tr>
<td>Time (h)</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>N.S.</td>
</tr>
</tbody>
</table>

Legend: N.S.: Not Specified.

Table 2. Conditions of the leaching test

Evaluating the results obtained in the leaching test and comparing them with the maximum limits established by the norm ABNT 10004 (1987), it is observed that none of its chemical elements of the gross mass presented superior concentrations than permitted, being the sample considered non toxic.

The pH of the leached extract from the gross mass (Table 2) falls in the interval between 5.15 and 9.4, being, thus, characterized as not corrosive (ABNT 10004, 1987).

The results of the leaching tests together with the results obtained in the literature are shown in the Table 3.

Evaluating the results obtained in Table 3 and comparing them with the maximum limits established by the norm ABNT 10004 (1987), the chemical element Pb (lead) of the mass gross has presented concentration slightly superior to the established as the maximum limit. Therefore, the residue is classified as class II, not inert.
### Table 3. Results of the leaching test and some values reported in literature

The results obtained in this work are similar to those obtained by Silva (1998) and Neves (2002), which can be conclude that the granite waste is a non toxicant material, not corrosive, not inert of class II.

#### 3.2 Chemical characterization

Following, the Table 4 depicts semi-quantitative chemical compositions of the standard clayey raw material granite waste.

<table>
<thead>
<tr>
<th>Chemical Element</th>
<th>Granite Waste (mg/l)</th>
<th>Granite Waste (Silva, 1998) (mg/l)</th>
<th>Granite Waste (Neves, 2002) (mg/l)</th>
<th>Maximum limits solubilized NBR – 10.004 (mg/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>&lt;0.005</td>
<td>&lt;0.010</td>
<td>0.070</td>
<td>0.050</td>
</tr>
<tr>
<td>Cd</td>
<td>&lt;0.002</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.005</td>
</tr>
<tr>
<td>Cr</td>
<td>&lt;0.020</td>
<td>&lt;0.020</td>
<td>&lt;0.001</td>
<td>0.050</td>
</tr>
<tr>
<td>Pb</td>
<td>&lt;0.060</td>
<td>&lt;0.050</td>
<td>0.001</td>
<td>0.050</td>
</tr>
<tr>
<td>Ba</td>
<td>&lt;0.020</td>
<td>0.120</td>
<td>0.230</td>
<td>1.000</td>
</tr>
<tr>
<td>Al</td>
<td>0.150</td>
<td>1.080</td>
<td>2.990</td>
<td>0.200</td>
</tr>
<tr>
<td>Cu</td>
<td>&lt;0.010</td>
<td>&lt;0.010</td>
<td>&lt;0.040</td>
<td>1.000</td>
</tr>
<tr>
<td>Fe</td>
<td>0.030</td>
<td>0.4000</td>
<td>0.010</td>
<td>0.300</td>
</tr>
<tr>
<td>Mn</td>
<td>&lt;0.010</td>
<td>&lt;0.010</td>
<td>&lt;0.010</td>
<td>0.100</td>
</tr>
<tr>
<td>Zn</td>
<td>&lt;0.003</td>
<td>&lt;0.010</td>
<td>0.005</td>
<td>5.000</td>
</tr>
<tr>
<td>Na</td>
<td>33.800</td>
<td>134.000</td>
<td>24.000</td>
<td>200.000</td>
</tr>
<tr>
<td>NaCl</td>
<td>9.440</td>
<td>78.000</td>
<td>35.500</td>
<td>250.00</td>
</tr>
<tr>
<td>Ca*</td>
<td>19.900</td>
<td>3.700</td>
<td>19.000</td>
<td>500.000</td>
</tr>
<tr>
<td>Sulfate</td>
<td>11.170</td>
<td>&lt;10.000</td>
<td>44.000</td>
<td>400.000</td>
</tr>
</tbody>
</table>

Table 4. Chemical Components of the clayey and granite waste materials

Observing the values obtained in Table 4, it is verified that for the standard clay sample, the amount of SiO₂ (42.3%) indicates the probable presence of kaolinite (Al₂O₃. 2SiO₂. 2H₂O) and illite, as well as the probable presence of free quartz in the total sample. The amount of Al₂O₃ (32.0%) almost totally is responsible for forming clay minerals, but it can also be credited to the presence of hydroxides as gibbsite (Al(OH)₃). The total value of 64.3% (SiO₂ + Al₂O₃) indicates the refractory character of the raw material.

The high amount of coloring oxide Fe₂O₃ (6.87%) characterizes it as fondant agent and also indicates the prone for the red color achieved after burning. It can also indicate the goethite presence (FeO.OH). The oxides of calcium and magnesium (CaO + MgO) corresponds a
total of 1%. They are fondant agents and, as consequence, they lower the refractory properties of the clay. The presence of alkalis (Na$_2$O + K$_2$O) in the amount of 0.98% indicates also fondants forming liquid phase during firing, reducing, thus, the porosities of the material.

The coloring oxide Ti$_2$O in the amount of 1.24% can be credited due to the presence of rutile or anatase (Toledo, 2003) and it contributes to the yellow color of the raw material. The loss of ignition (LOI) of 15.40% indicates the loss of free, adsorbed and constitution water of the raw material and, also, the degradation of the organic content of the sample.

It is noticed in the chemical analysis carried out on granite waste, that the amount of silica is higher than 69% and the amount of Al$_2$O$_3$ can reach values higher than 14%, indicating chemical compositions of primary minerals (quartz, feldspar and minerals of the group of the mica). The traces of CaO (3.21%) and Fe$_2$O$_3$ (3.49%) come mainly from the whitewash and from the metallic particle used as lubricant and abrasive, respectively.

The oxides of sodium and of potassium (Na$_2$O + K$_2$O) in the amount of 7.62% presented by the by-product, are almost totally originated from the feldspar and mica and they are considered as fondant agents that could fill the voids. The loss of ignition (LOI) of 1.55% of the by-product is considered small indicating structural stability of the waste. However, this loss can also be credited to the degradation of the mica.

Comparison the results of the chemical analysis shown on Table 4 between the standard clay mass and that of red ceramic reported by Souza Santos (1989), Alexandre (2000) and Vieira (2001), there is a clear indication that this material is quite suitable to be used in the Brazilian industry of red ceramic.

In the same way, comparison the results of the chemical analysis shown in Table 4 for the granite waste with the chemical analyses for granite waste carried out by Neves (2002), Mothé Filho (2003) and Vieira et al. (2003), it can be shown that the incorporation of the by-product in ceramic mass can be used in the process of production of red ceramic goods without any special measure.

3.3 Thermal characterization from Differential Thermal Analysis

Observing the thermal curves of the ceramic mass and the mass with addition of waste with 5R (5%) and 10R (10%) in Figure 6, it can be detached, for each curve, two endothermic events of medium intensity very close to each other.

In this figure it is verified that the clay samples 0R, 5R and 10R present endothermic events of medium intensity between 258.50°C and 260.90°C, indicating a shift to the left of the peak values (in relation to the sample 0R) due to the presence of waste in the ceramic mass. These peaks are mainly due to the loss of OH$^-$ of the hydroxides of aluminum (Al(OH)$_3$) and iron (FeO(OH)) probably credited by the presence of gibbsite and goethite.

There are also endothermic events of medium intensity between 448.50°C and 499.84°C due to the beginning of the reaction of loss of hydroxyls of the kaolinite creating, thus, an amorphous phase (metakaolinite). Endothermic bands are observed starting from 900°C. It could indicate the transformation of the metakaolinite (Al$_2$O$_3$·2SiO$_2$·H$_2$O) amorphous in spinally (2Al$_2$O$_3$·3SiO$_2$) forming a stable crystalline structure.

The corresponding curve of the granite waste in the Figure 6 shows an endothermic event of small intensity for 570°C, indicating the transformation of the quartz for generating expansion. At 663.18°C an endothermic peak of small intensity corresponding to the beginning of loss of OH$^-$ of the mica is verified in the sample.
Fig. 6. Curves of the Thermal Analysis Differential (ATD) of the ceramic samples 0R, 5R and 10R

4. Experimental program for natural and accelerated degradation of samples 0R, 5R and 10R

The condition of alteration of a ceramic piece depends primarily on their physical-chemical, mechanic properties and also on the characteristics that are correlated with the time of alteration. Another important features is the degradation potential caused by the aggression of the environment, affecting the durability of the material, especially, the red ceramic in tropical countries.

For the evaluation of durability of the red ceramic materials incorporated with granite waste in the proportions of 0%, 5% and 10% known herein as 0R, 5R and 10R respectively, fired at temperatures of 500ºC, 700ºC and 900ºC, it was used the methodology presented in the Figure 7, in the form of illustrative organization chart.

For the evaluation of the changes experienced by the red ceramic materials, it should be considered the following aspects (adapted from Maia, 2001):
- The characteristic of the change processes of the ceramic material used in the civil construction;
- The methodology adopted for the evaluation of the technological properties after alteration tests carried out in laboratory and in the field;
- The representativity of the considered intact and naturally altered samples,
- Correlation of the properties with the time of natural alteration, for the prediction of the potential of the damage caused by this alteration, i.e., long time prediction.

To evaluate the changes in the red ceramic materials it should identify the mechanisms that influence the natural alteration, whose processes of the evolution of the degradation are visually accompanied.
For the determination of the characteristics of the alteration of the red ceramic pieces incorporated with granite residue in the field and in the laboratory in an induced and accelerated way, it was used some procedures considered essential, as follows:

**4.1 Test of continuous leaching in laboratory**

This particular laboratory test is considered to mimic the climatic conditions that degrade the red ceramic artifacts. When it is intended to determine the state of alteration of a rock or other natural material, the extractor Soxhlet is most suitable because the samples are submitted to leaching in distilled hot and cold water. The extractor Soxhlet allows the samples to be submitted to temperature variation in controlled periods of precipitation and water level variation.

Farjallat (1971) used the extractor Soxhlet to evaluate changes in rocks specimens using correlation with Los Angeles abrasion test.

After associating the characteristics of the rock with the quality indexes, this author compared these characteristics in different alteration stages. The quality indexes are applied in the specific quantification of measurable properties as strength, porosity, water absorption and others (Maia, 2001).

Maia (2001) has used an extractor Soxhlet of great dimensions to evaluate the alteration of rocks used in rockfill. Based on this author's work, it was manufactured at LECIV/CCT/UENF in Campos/RJ a degradation equipment (Figure 8) similar to that extractor Soxhlet.

The Equipment of Degradation developed at LECIV was designed to make possible to control periods of temperature variation and of precipitation of the solution. Distilled water is used as leaching solution. During the leaching, this solution can be monitored and, if necessary, changed.
Inside the tank, samples are subjected to environment similar to atmospheric conditions, where the material is placed on shelves of stainless-steel and submitted the temperature variations. At the same time, the samples are washed periodically with hot and cold water, simulating the natural precipitation. The wash is made by the leaching solution, coming from the pumps of hot or cold water that goes through the sprinkles placed at the top of the tank creating a saturated vapor atmosphere (this phase is only when there is the circulation of hot water).

The vapor condensation also takes place when the cycle of hot water is in operation. The equipment was programmed to work for 1 hour for each cycle of hot or cold water, meaning that when the leaching for hot water is in operation, the cold water system keeps turned off. During the cycle (hot or cold water), the water is pumped every 15 minutes.

The hot water is controlled to be kept at approximately 70°C and the cold water around 35°C. The time periods of 300 hours, 658 hours and 1500 hours were used to submit to the samples to this complete process. The equipment possesses an electronic system of operation (I-square of command) which ignores manual control of the time and water cycles.

It also allows the verification of the temperature of the hot and cold water and the tank of samples as well (Figure 9). To avoiding shortage of water in the system, a device of production of distilled water is connected directly to a column of water. It is linked to the equipment and it monitors the level of the water tanks by means a level buoy, renewing the solution constantly allowing monitoring the pH of the solution.

To guarantee the required temperature of the cold water, it was installed a cooling system that starts operation when it reaches a pre-established temperature. The pumping system is constituted of three pumps. The 1st and 2nd are responsible for the suction and hot and cold water pressure toward the sample tank. The third pump, besides the cold water suction, directs it to the coolers and is also responsible to guide the water back to the cold water tank.

The pump of hot water possesses a system to support high temperatures. The tanks of hot and cold water possess a capacity of approximately 200 liters (each) and the container of samples possess 500 liters of volumetric capacity. The equipment is constantly monitored by a computer and by a camera installed in the laboratory to notice possible defects during the night and weekends when the same is in operation.

Curves shown in Figure 9 depict the temperature balance inside the sample tank (500 liters) and also the temperature balance inside the hot and cold water tanks. It can be noticed that
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at around 100 minutes from the beginning of the operation the balance is reached. This means that the electronic circuits work with synchrony and precision and that the samples are always under the same conditions inside the equipment.

![Temperature of the reservoir 500 L](image)

![Reservoir of hot water](image)

![Reservoir of cold water](image)

**Fig. 9. Temperature of the sample container, hot and cold water tanks with time**

In the change of cycle of hot and cold water inside of the samples tank, it is noticed the continuous fall in temperature, simulating in an accelerated way the climatic conditions of temperature variation between the days and the nights, provoking dilation and retraction in the samples due to thermal gradients.

**4.2 Laboratory test of wetting and drying cycles**

This particular test intends to simulate, in laboratory, the aggression suffered by the ceramic when subject to environmental natural conditions. It is known that the laboratory conditions are not the same that of the field. However, the results can be somewhat representative (Maia, 2001; Cunha, 2006).

![Laboratory tank for wetting and drying cycling test](image)

**Fig. 10. Laboratory tank for wetting and drying cycling test**

The washing water was monitored periodically every 15 days through pH meter aiming to assure keeping the solution as basic acidy. The environment temperature inside the room
was controlled to keep it about 21±1°C and relative humidity of the about 64±5%. Cycling was composed of 50 and 150 cycles, representing respectively 1.200 hours and 3.600 hours of soaking and drying steps.

4.2.1 Field natural degradation
This procedure has as the objective comparison of the degradation accelerated in laboratory to the alteration of the material under local environmental conditions. Samples were exposed to periods of 6, 8 and 10 months where variables like air temperature, relative humidity, wind speed, precipitation and the solar radiation, were recorded.

The natural degradation of the samples was carried out at the Campus of the State University of the Norte Fluminense Darcy Ribeiro - UENF, Campos of Goytacazes/RJ, with latitude of 21st 45 ' South, longitude of 41st 18 ' West and altitude of 11 m. This kind of degradation is used for the long time prediction which will serve as a base to obtain the information about the effects of the degradation of a specific material (Cunha, 2006).

The samples were fastened in a special support made of wood placed on the roof of a UENF building, according to the Illustration 11. It was placed in such way to guarantee ideal incidence and absorption of solar radiation, facilitating, thus, the effective degradation process during the research period. The supports for samples were designed to guarantee free air circulation.

Fig. 11. Samples on terrace exposed on the roof directed to the best insulation direction according to the local coordinates

The climatic conditions define the processes of degradation of ceramic materials exposed to the environment. It is naturally believed that those ceramics material that have been under more severe conditions of temperature variation and humidity are more susceptible to damage.

5. Evaluation of the alterability and durability of incorporated red ceramic pieces with granite waste

5.1 Technological properties of the intact material

The curves related to the technological properties of the standard clay for 0R, 5R and 10R after firing are presented. These curves were obtained from laboratory tests carried out on
the so-called intact samples. These curves considered as standard are compared to the results obtained from laboratory and natural degradation process.

Figure 12 presents the curves corresponding to the mean results of five determinations of the technological properties after firing. Results of the diametrical compression test are presented in Table 1.

![Graphs of technological properties](image)

**Fig. 12. Technological Properties of the samples 0R, 5R and 10R after firing**

<table>
<thead>
<tr>
<th>Mix (%)</th>
<th>0R</th>
<th>5R</th>
<th>10R</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.06 ±0.5</td>
<td>1.99 ±0.03</td>
<td>0.60 ±0.09</td>
</tr>
<tr>
<td>700</td>
<td>1.69 ±0.01</td>
<td>0.85 ±0.10</td>
<td>1.97 ±0.62</td>
</tr>
<tr>
<td>900</td>
<td>1.74 ±0.16</td>
<td>1.21 ±0.20</td>
<td>3.02 ±0.12</td>
</tr>
</tbody>
</table>

**Table 5. Values of the diametrical test on so-called intact samples**
The Figure 12 also shows the tendency of the absorption of water and apparent porosities of the samples 0R, 5R and 10R after firing. It is observed that the results indicate reductions in the mean values when added 5R in the sample for all firing temperatures, however, for 700ºC and 900ºC this effect is accentuated indicated by smaller peak.

This behavior is closely linked to the formation of liquid phase during the thermal treatment due to presence of alkaline (Na₂O+K₂O>7%) and earthy alkaline (CaO+MgO>3%), according to the Table 4, provoking, thus, a reduction in the mean values of the absorption of water and apparent porosities, as expected.

In this case, the amount of 5% of granite waste can be used in massive bricks and ceramic blocks because of the obtained absorption lower than 25% (ABC, 2000). This represents the formation of rigid vitreous phase during cooling filling voids of the ceramic pieces.

In general, it is observed a new increase in the curves starting from the addition of 10R, revealed by the higher values of absorption of water and porosities. Extrapolating the mean values, it seems that when the amount of waste is increased, the water absorption is also increased, which means that it may not be attractive for practical use.

However, the curves of the open porosities of the green samples converge for very close values (between 33 and 35%), showing that when rising the temperature, it does not provoke significant densification of the pieces, being close to that range shown for values of open porosities.

It is observed in the Figure 12(c), that the linear retraction of the ceramic mass with 5R at 900ºC, presents tendency of stabilization, being the largest values found for the samples with 0R. As expected, the higher the firing temperature, the higher the sample retraction is.

The Figure 12(d) indicates a tendency of increase of the apparent specific mass with the increase of the waste percentage, independently of the firing temperature. That increasing tendency can be justified for the granolas presence in the waste.

The convergence of the mean points for the samples is verified with 5R of addition, characterizing the densification of the ceramic pieces (Figure 12d). It is observed in the Figure 12(b) the same convergence tendency in the curves for open porosities. The tendency of these curves is to show opposite behavior, because when the open porosities are reduced the volumetric density is increased.

In Figure 12(e) and (f) it is noticed higher values for the curves of simple compression and flexural strength for sample 5R, regardless the firing temperature. The differences obtained from both tests are solely in the failure stress level. Higher mechanical strengths are achieved for sample 5R fired at 900ºC.

When the thermal curves (Figure 6) are observed, it can be observed transformations in the solid state of the particles increasing, thus, stiffness and strength of ceramic bodies. Consequently, the increase of the mechanical strength with the increase of the firing temperature is independent of the addition waste amount (Figure 12e).

It is noticed that when passing from 0R to 5R of addition of granite waste for samples fired above 700ºC, the strength increases considerably, which indicates that the addition of 5R for process of ceramic production can be a very acceptable value.

Observing the Table 5, it is noticed that the results of the diametrical compression strength for standard clay, show themselves varied and dispersed when compared to those obtained for incorporated samples which also depend on firing temperature, indicating that this test cannot be conclusive, not being indicated to evaluate the material behavior. This can be explained by the presence of cracks randomly distributed in all samples provoked by air drying process.
5.2 Technological properties of the natural and accelerated altered material
5.2.1 Physical properties: Water Absorption (WA) and Apparent Porosity (AP)
Figures 13 and 14 present the variations of the absorption of water and apparent porosities with the time for both natural and laboratory degradation of the samples fired at temperatures of 500°C, 700°C and 900°C and with 0, 5 and 10% of waste content in the ceramic mass. It should be stood out that the absorption of water and apparent porosities are inter-correlated properties, presenting the same pattern of variation of the degradation.

Fig. 13. Effect of the degradation type in the absorption of water for the samples with addition of granite waste for firing temperatures of 500°C, 700°C and 900°C.

The variation in the magnitude of the absorption of water with the degradation time observed in the Figure 13 is, in general, not much affected by the firing temperature. It is noticed in the last alteration stages a variation of the absorption of water about 2% in relation to that of intact material. Variations of the order of 3% were noticed in the naturally degraded material with 10R.
It is observed in Figure 14 that the variation of the range of the apparent porosities with the time of degradation was not very much affected by the firing temperature. It is also observed in the last alteration stages, a variation of the open porosities about 4% in relation to that of intact material. Variations of the order of 5% were noticed in the naturally degraded material with 10R.

5.2.1.1 Continuous leaching

For the leaching conditions also shown in Figures 13 and 14, the largest effect of the degradation was noticed in the samples with 0R at 700°C, which can evidence the loss of cohesion among particles due to the increase of the water absorption. In the samples fired at 900°C under continuous leaching, the variation of the absorption of water is small due to the great influence of vitreous phase and larger changes in the present
crystalline phases of the samples maintaining it, therefore, more resistant against leaching effects. It should be stood out that the elevation of the firing temperature is also responsible for the densification of the ceramic material due to the fondant properties of some existing oxides.

The vitreous phase is characterized by the presence of alkaline (Na₂O + K₂O) and earthy alkaline (Na₂O + MnO), that are fondant oxides, mainly when granite waste is added, as observed in the Table 4. When the temperature increases, a eutectic formation takes place. During cooling a plug partially or totally seals the pores, making difficult the effect of the continuous percolation of distilled water through voids of the ceramic sample.

The results of the apparent porosities are similar to the absorption of water for the intercorrelation among these properties. In general, the increments of open porosities observed in all cases provoked by the field and laboratory degradation facilitates the displacement of the particles welded by firing before submitting them to the continuous leaching. It has been observed reductions on the values obtained in the samples with 10R.

Open porosity decreasing in these samples reflects on the reduction of the absorption of water of the ceramic piece, when compared to the intact samples. This is accredited to the presence of the CaO and MgO (Table 4) in the granite waste, corroborating, thus, for plugging openings.

The largest increments of the porosities opened after the continuous leaching, were observed in the samples with 0R in all range of the thermal treatment. That indicates the susceptibilities of the samples to the degradation conditions imposed by the laboratory tests and calls for the attention for the suitability of waste use, aiming to assess more durability of red ceramic goods.

5.2.1.2 Cycles of drying and wetting

It is verified in the Figures of 13 and 14 that the values of the water absorption are similar to those of open porosity for 0R, 5R and 10R, as expected. It can be noticed in the curves of 500°C after 50 cycles a quite similar behavior of that observed for 150 cycles with reductions of the water absorption. The samples 5R at 500°C depict significant increase in water absorption for 50 (and after) cycles.

On the other hand, the curves of the samples fired at 900°C have shown reduction in water absorption after 50 and 150 cycles when compared to those values of the intact samples. This can be credited to the severity of the tests in laboratory, mainly if the stove is used to dry samples causing increase in volumetric density, as shown later.

The largest effect of the degradation given by larger water absorption was noticed for the samples with 0R at 700°C in all conditions of wetting and drying cycles due to the loss of mass induced by these cycles which favors the cohesion reduction among particles.

The samples fired at 900°C show the reduction of the water absorption after cycling, due to the great influence of the vitreous phase and also due to the crystalline phases presented in the sample at this temperature, increasing, thus, the volumetric density as a result of pore plugging.

The tendency of increasing the open porosity is verified for 50 wetting-drying cycles for sample 5R. On the other hand, small reductions are observed for the samples 10R under same conditions. This applies for all firing temperature.

After 150 wetting-drying cycles, the sample 10R has its porosity reduced for all tested firing temperature.
The open porosity values after degradation tests for each waste addition (0R, 5R and 10R), suffered alteration in the wetting-drying cycles. The samples 0R and 10R presented higher increase in porosity, and the samples 5R did not show any change in their initial porosity.

5.2.1.3 Natural alteration (Field)

The Figures 13 and 14 show that after 8 and 10 months of field alteration the values of the absorption of water and apparent porosities are quite similar. The values for the samples molded with standard clay at 500°C after 6 months of natural degradation, are kept unchanged. For samples 5R increasing in water absorption can be observed. On the other hand, for samples 10R this values decreases.

The largest variation took place for samples 0R after 8 months of natural degradation. However, the samples 10R tend to converge to the same point of water absorption, slightly below 25% after 8 months. For these same samples, after 10 months of natural degradation, the mean values of water absorption rise above 25%.

The smallest values are still observed for samples 5R for all firing temperatures, revealing, thus, their stability against natural degradation. The samples 0R are more inclined to suffer natural degradation as a consequence of high values of water absorption.

It is also noticed the similarity between natural degradation and wetting-drying cycles test regarding water absorption values obtained for the two groups. These results indicate that 6 months of natural degradation can be replicated by around 50 to 150 wetting and drying cycles, revealing that such laboratory test may, somehow, represent field effects acting on degradation process.

The largest variation of open porosity is shown for samples 0R after 8 months of natural degradation. Samples 10R, after 8 months of natural degradation, tend to converge to the same values of open porosity at values slightly below 40%, staying stable after further 10 months of natural degradation.

The smallest value of apparent porosities is observed in the samples with 10R to 900°C, revealing the stability to the natural degradation of the samples with addition of waste.

5.2.2 Mechanical properties

5.2.2.1 Index of Flexural Strength (FS)

Variation of the index of the Flexural strength (I_{FS}) with time for natural and laboratory degradation is shown in Figure 15.

This index expresses a correlation between a given material property for both intact and degraded states. The index I_{FS} which uses the flexural strength (FS) to define the degradation index is defined as follows:

\[ I_{FS} = \left( \frac{ES_D - ES_I}{ES_D} \right) \times 100 \]

Where, subscripts “D” and “I” mean “degraded” and intact, respectively.

It can be observed that the tendency of the curve of the index Flexural strength (I_{Flexure Strength} (%) with firing temperature follows the same pattern regardless the kind of degradation. These curves present similar pattern of those obtained for water absorption and open
porosity, as expected. This indicates that the firing temperature has little or no influence on $I_{FS}$.

The variation of the $I_{FS}$ with degradation time is significantly affected by the degradation process regardless the firing temperature and waste content, as well.

Fig. 15. Effects of the degradation process in the index of FS for samples with addition of granite waste fired at temperatures of 500ºC, 700ºC and 900ºC

5.2.2.2 Continuous leaching

The effect of the reduction of mechanical strength of the ceramic pieces after the continuous leaching is shown in Figure 15. It can be observed that this reduction on mechanical strength is accentuated at 500ºC and 700ºC, which can be explained by the low firing temperatures that are suitable for promoting coalescences among particles.

Flexural strength is reduced with leaching time for those standard clay samples (without waste content) when fired at 900ºC, (300 hours). After 1500 hours of leaching, samples with
waste content (5R and 10R) did not show any loss of strength which indicates that the granite waste content is a very suitable mechanical stabilizer.

In the leaching test, the samples are submitted to the cycles of hot (approx. 70°C) and cold water (approx. 35°C). These conditions intend to simulate the temperature variations and humidity of the environment and can be efficient when it is compared to those results from natural degradation.

5.2.2.3 Wetting – drying cycles

The loss of mechanical strength is verified for the samples after 50 cycles. For 150 cycles there is a significant gain of strength of IFS. The samples 5R show higher mechanical strength, once they present smaller strength indexes for all firing temperature.

Some degradation mechanisms may occur contributing for the increase of the IFS: Formation of new clay minerals, restructuring, suction, arrangement of glass phase and pores clogging. It is believed that, amongst these mechanisms involved in this process, suction and pores clogging are most presented.

5.2.2.4 Field or natural degradation

The Figure 15 depicts the values of IFS for the samples 0R, 5R and 10R for firing temperatures of 500°C to 900°C. It is observed that the samples, in these conditions, show higher increase in IFS after 6 months of natural degradation. After 8 months of natural degradation, the IFS decreases slightly and are kept stabilized thereafter, except sample 5R which shows increase in IFS after 10 months of leaching.

No significant degradation is verified for samples fired at 900°C for all waste content. This suggests high cohesion amongst the flat particles guaranteeing, thus, larger mechanical strength under the natural degradation. For samples 5R higher strength are obtained, showing, thus, that the firing temperature of 900°C or higher is suitable when waste is used.

6. Scanning electronic microscopy of the intact and degraded samples

For the evaluation of the surface morphology and texture of the intact and degraded samples, the Scanning Electronic Microscopy (SEM) was used. Images of the ceramic samples 0R, 5R and 10R, fired at 700°C in intact and degrades samples (wetting-drying cycling) were obtained and presented in Figure 16.

The Figure 16 (a, b and c) shows the evolution of the densification of the ceramic mass with and without addition of waste. It can be noticed that the absence of granite waste makes easy micro-cracks to occur and also to avoid small diameter pores clogging, characterizing the coarse texture of the sample.

The Figure 16 (b) also shows some defects associated to the pores of wide range of magnitude for samples 5R. It is observed that the texture is finer than of 0R and 10R, for the same firing temperature, indicating that 5R may be considered an optimum waste content for achieving higher densities.

The Illustration 16 (c) presents the image of the intact sample 10R, evidencing a coarse texture with pores of large diameters. It is noticed an intrusion of waste particles into the larger pores which can be attributed to waste that did not reacted to firing.

Figure 17 (a, b and c) shows SEM images from samples 0R, 5R and 10R fired at 700°C after 150 wetting – drying cycles.
Fig. 16. SEM micrograph of the intact samples (0R, 5R, 10R) fired at 700°C

It is observed in the Illustration 17 (a) an agglomeration of free flat particles on the surface along with a micro-crack and a considerable concentration of shallow pores which are believed to be created by the wetting-drying cycles. This pore size distribution and their characteristics are strongly linked to high values of water absorption shown by these samples.

The effect of the wetting-drying cycles was more intense than that of samples 5R and 10R, causing higher strength decrease (Figure 15).

In the Figure 17 (b) sample 5R presents a smoother surface texture and very few loose particles. This sample has, as expected, less porosity and less surface degradation when compared to sample 0R. This can be a clear indicative of pores clogging caused by thermal movement hysteresis and humidity variation imposed during the test.

It is also verified in the Illustration 17 (c), free particles, pores and defects on the whole surface area, aggravated by the degradation after 150 cycles.
Fig. 17. (a, b e c) SEM micrograph of the samples 0R, 5R and 10R fired at 700°C degraded after 150 wetting – drying cycles

7. Remarks

In this chapter, it was studied the behavior of the ceramic material with additions of granite waste (0R, 5R and 10R) fired at 500°C, 700°C and 900°C. The samples were submitted to artificial and natural degradation. Through these tests it was possible to obtain some response that can help the understanding the physical mechanisms associated to the mechanical behavior of the ceramic-based material used in civil construction industry.

The laboratory tests, in special that of wetting and drying cycles tests showed themselves suitable for testing samples fired at 500°C and 700°C. However, for 900°C the results did not matched well with those obtained from natural degradation test, indicating that, for this temperature, the samples seemed to be somewhat stronger than those submitted to natural degradation process.
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When technological properties of intact and degraded ceramic are evaluated in laboratory, it is possible to assess the mechanisms involved in this process based on changes in porosity, volumetric density, shrinkage and dilation amongst other parameters.

The images obtained in SEM allowed the analysis of the so called intact and degraded ceramic material surface, reflecting the effects suffered by the ceramic pieces, in accordance with the evolution of the degradation process imposed in laboratory and natural environment.

It was also observed that the natural and laboratory degradation causes heterogeneity on the mechanical behavior of the materials without following a pre-defined pattern.

It is verified that the granite waste addition influences in the degradation of the red ceramic materials, for propitiating them better durability characteristics, mainly for high firing temperature that, based on the results obtained herein, is the most important variable governing the ceramic materials behavior against degradation.

8. References


1. Introduction

Among the high-efficiency energy conversion devices that are environmentally friendly with little or no toxic emissions, the solid oxide fuel cell (SOFC) continues to show great promise as a future power source. It has potential applications in stationary power generation and as auxiliary power units. Among various SOFC designs under development, anode-supported planar cells have shown great potential in delivering high performance at reasonable costs (Teagan et al., 2000; Chung et al. 2005). Planar SOFCs offer a significant advantage of a compact design along with higher power densities. In the meantime, they require that hermetic gas seals be incorporated for efficient and effective channeling of fuel and oxygen.

Seals are the most critical components in commercializing the planar SOFC technology (Nielsen et al., 2007; Choi & Bansal, 2005; Smeacetto et al., 2008). They must adequately prevent air and fuel from leaking, effectively isolate the fuel from the oxidant, and insulate the cell from short circuit. Essentially, there are two standard methods for sealing: compressive sealing and rigid bonding (Singh, 2007; Fergus, 2005; Chou et al., 2003). In compressive sealing, a compliant, high-temperature material is captured between the two sealing surfaces and compressed with a load frame external to the stack to deliver hermetic sealing. The sealing surfaces can slide with respect to one another without disrupting the hermeticity of the seal. This technology, however, remains incomplete due to the lack of a reliable, high-temperature, sealing material (Simner & Stevenson, 2001) and the difficulty of designing the appropriate load frame under high-operating temperatures. Rigid seals rely on effective bonding of the seal material to the sealing surfaces. They offer significant advantages over compressive seals that suffer from problems of oxide scaling and chemical stability under highly reactive environments in addition to the disadvantages of incorporating an externally applied load (Singh, 2007).

As a rigid seal, glass joining provides a cost-effective and relatively simple method for bonding ceramic and metal parts. However, the softening point of the glass component typically limits the maximum operating temperature to which the joint may be exposed. As discussed by Weil et al. (2004), there are a number of other key materials and processing variables that can influence the performance of glass seals, including the composition of the metal substrate against which the seal is made, the operating parameters, such as the
expected lifetime of the device (and therefore the seals), and the degree of thermal cycling to which the seals will be exposed during system operation. In addition, a glass seal in room temperature is brittle, non-yielding, and particularly susceptible to fracture when exposed to tensile stresses. Because of these complications, much of the development effort for SOFC seal materials has been focused on developing materials that have compatible, temperature-dependent, coefficients of thermal expansion (CTEs) for each of the components being jointed, i.e., the ceramic cell, the seal, and the metal separator, to minimize the buildup of residual stresses within the joint. Only a handful of high-temperature glass compositions in the borate- or phosphate-doped aluminosilicate families satisfy these requirements (Lahl et al., 1999). The glass seal composition used in this study, designated as G18 (Meinhardt et al., 2002), was developed by Pacific Northwest National Laboratory (PNNL) for planar-type SOFC applications. G18 is a barium–calcium–alumino-silicate (BCAS)-based glass with boron oxide added. Silicon-based glasses provide a better combination of chemical compatibility and stability properties than phosphate- or borate-based glasses, although this material is susceptible to chromium migration when used with ferritic stainless steels (Yang et al., 2003; Yang et al. 2004). For rigid bonds as such, stress levels in the glass seal and its mechanical properties, such as Young’s modulus and interfacial strength between different interfaces, become critical for long-term reliability of the seal and therefore the stacks. To obtain a reliable SOFC design in the complex operating environments, the stress level in the glass seal materials as well as at the various interfaces must be carefully examined and managed. To accurately predict these stresses, accurate material models that consider the various aspects of the seal materials under different operating conditions, including aging and cooling, become critical for long-term performance of the sealing system and SOFC stacks.

This chapter first describes tests to investigate the temporal evolution of the volume fraction of ceramic phases, the evolution of micro-damage, and the self-healing behavior of the glass ceramic sealant used in SOFCs. Then a phenomenological model based on mechanical analogs is developed to describe the temperature-dependent Young’s modulus of glass ceramic seal materials. It was found that after the initial sintering process, further crystallization of the glass ceramic sealant does not stop, but slows down and reduces the residual glass content while boosting the ceramic crystalline content. Under a long-term operating environment, distinct fibrous and needle-like crystals in the amorphous phase disappeared, and smeared/diffused phase boundaries between the glass phase and ceramic phase were observed. Meanwhile, the micro-damage was induced by the cooling-down process from the operating temperature to the room temperature, which can potentially degrade the mechanical properties of the glass/ceramic sealant. The glass/ceramic sealant self-healed upon reheating to the SOFC operating temperature, which can restore the mechanical performance of the glass/ceramic sealant. The phenomenological model developed here includes the effects of continuing aging and devitrification on the ceramic phase volume fraction, and the resulting mechanical properties of glass ceramic seal material are considered. The effects of micro-voids and self-healing are also considered using a continuum damage mechanics (CDM) model. This formulation is for glass/ceramic seals in general, and it can be further developed to account for effects of various processing parameters. This model was applied to G18, and the temperature-dependent experimental measurements were used to calibrate the modeling parameters and to validate the model prediction.
2. Material and experimental

In planar-type SOFCs, different components need to be hermetically sealed to make certain that the SOFC system functions properly. The seals prevent mixing of the fuel and oxidant and also keep the fuel from leaking out of the stack. Thus, seal integrity is essential to stack performance and operation. The glass ceramic sealant material, named G18, which was developed at PNNL, was a BCAS-based glass designed in-house. It was originally melted from the following mixture of oxides (by weight percent): 56.4% BaO, 22.1% SiO₂, 5.4% Al₂O₃, 8.8% CaO, and 7.3% B₂O₃ (Meinhardt et al., 2002). The G-18 powder was milled to an average particle size of 20 μm and mixed with a proprietary binder system to form a paste that could be dispensed onto the substrate surfaces at a uniform rate of 0.075 g/linear cm with an automated syringe dispenser. The glass paste may be dispensed onto the YSZ side of the bilayer discs of the Ni-YSZ anode and the YSZ electrolyte, which are 25 mm in diameter. Each disk was then concentrically positioned on a washer specimen, loaded with a 100-g weight, and heated in air under the following sealing schedule: heat from room temperature to 850°C at 10°C/min, hold at 850°C for 1 hour, cool to 750°C at 5°C/min, hold at 750°C for 4 hours, and cool to room temperature at 5°C/min (Weil et al., 2004).

The hermetic seal is easily formed by dispensing a paste or tape casting followed by heating. The glass wets the surfaces to be bonded at the joining temperature, and partial crystallization then provides mechanical stiffness and strength at operating temperatures.

2.1 Temporal evolution of volume fraction of ceramic (crystalline) phase

The volume fraction of the ceramic (crystalline) phase varies with aging or operating time under SOFC operating temperatures. To evaluate the temporal evolution of the ceramic phase, the phase structure of the glass-ceramic sealant was determined by X-ray diffraction (XRD). XRD finds the geometry or shape of a molecule using X-rays, based on the elastic scattering of X-rays from structures that have a long-range order. XRD relies on the dual wave/particle nature of X-rays to obtain information about the structure of crystalline materials. The dominant effect that occurs when an incident beam of monochromatic X-rays interacts with a target material is scattering of those X-rays from atoms within the target material. In materials with a regular structure (i.e., crystalline), the scattered X-rays undergo constructive and destructive interference. This is the process of diffraction. The diffraction of X-rays by crystals is described by Bragg’s Law as

\[ n\lambda = 2d \sin \theta \]  

The directions of possible diffractions depend on the size and shape of the unit cell of the material. The most comprehensive description of scattering from crystals is given by the dynamical theory of diffraction (Azároff et al., 1974).

Specimens used for the XRD test were prepared according the aforementioned procedure with dimensions of 3 mm × 4 mm × 45 mm. They were heated in air under the following sealing schedule: heat from room temperature to 850°C at 10°C/min, hold at 850°C for 1 hour, cool to 750°C at 5°C/min, hold at 750°C for 4 hours, and cool to room temperature at 5°C/min. The specimen’s surfaces were ground to a 600-grit finish and then ultrasonically cleaned with distilled water and acetone.

Figure 1 shows the evolution of the volume fraction of crystalline phases that form within the devitrifying glass as a function of time held at 750°C (Weil et al., 2004). This graph was
constructed from a series of quantitative XRD measurements conducted on the aged glass-ceramic samples. For glass/ceramic sealing materials, the volume fraction of the ceramic crystalline is time dependent under the SOFC operating temperature. Some volume of the ceramic crystalline is formed at the end of the initial sealing process at 850°C. The crystallization process slows down but does not stop when it is subjected to the typical operating environment of 750°C. The volume fraction of the ceramic crystalline in the sealant material is increased with the holding time in the air at the operating temperature. After 1 hour of the initial sealing process at 850°C, the crystalline contents of BaSiO₃, (Ba₁.₅Ca₀.₅)SiO₄, and Hexa-BaAl₂Si₂O₈ were observed in the glass/ceramic seal. BaSiO₃ is the main crystalline phase composition, taking up approximately 40% of the volume fraction. After the first 20 hours under the SOFC working temperature of 750°C, the volume fractions of both BaSiO₃ and (Ba₁.₅Ca₀.₅)SiO₄ remained relatively unchanged, and the volume fraction of hexa-BaAl₂Si₂O₈ doubled from 7% to 15%. With a longer working time, the content of (Ba₁.₅Ca₀.₅)SiO₄ and the hexa-BaAl₂Si₂O₈ began to decrease, and the content of BaSiO₃ started to increase. A new phase of mono-BaAl₂Si₂O₈ started to appear at about 150 hours of working time and continued to increase because (Ba₁.₅Ca₀.₅)SiO₄ and Hexa-BaAl₂Si₂O₈ were both transformed into this phase. The overall crystalline phase increased almost linearly with log(time[hr]) in the first 300 hours of aging. After that, the crystallization process gradually stopped, and the crystalline content in the material remained relatively unchanged.

Fig. 1. Quantity of crystalline phase formed in glass-ceramic sealant (G18) as a function of time held in air at 750°C
In general, ceramic crystalline possesses more stable mechanical properties under high temperature than pure amorphous glass. The glass transition temperature of the amorphous glass is about 500°C to 600°C; therefore, the mechanical modulus of the amorphous glass will degrade dramatically over the glass-transition temperature. This causes the pure amorphous glass to overflow during the operation. An aging dependent increase of the volume fraction of the ceramic crystalline in the glass ceramic sealant enhances the mechanical modulus of the sealant at high temperatures to prevent the sealant from overflowing during the operation under stack clamping loads. This will greatly benefit the long-term reliability and performance of SOFCs.

2.2 Evolution of micro-damage of glass-ceramic sealant

During further devitrification of glass under the operating temperatures of SOFCs, not only does the volume fraction of the crystalline phases increase, but also the morphology of the crystalline phases changes. Samples used here for the evolution of micro-damage of glass-ceramic sealant were 3 mm × 4 mm × 45 mm. Ten samples were prepared. They were placed into the furnace and heat treated at 850°C for 1 hour and then aged at 750°C. Five samples were aged for 4 hours, and another five samples were aged for 1,000 hours. To look inside of the glass-ceramic sealant materials, these specimens were cross-sectioned along the central line. The top surface and the cross-section of the specimens were ground to a 600-grit finish and then ultrasonically cleaned with distilled water and acetone like the XRD experiments. Scanning electron microscopy (SEM) was adopted to probe the microstructure of the glass-ceramic sealant material. SEM images of the microstructure of the glass ceramic sealant materials were taken by JEOL JSM-840 with an LaB6 emitter.

Figures 2 and 3 show the typical microstructure of the top and cross-section of the glass ceramic sealant, respectively, after glass paste is spread and is sintered initially. At the end of the initial sintering process, no matter where it is (the surface or the interior of the glass-ceramic sealant), distinct boundaries between the glass (amorphous) phase and the ceramic (crystalline) phase can be observed, and the fibrous and needle-like crystalline structures can be seen clearly in the amorphous glass phase. Some small voids and flaws are also illustrated in the microstructures. The structure of the two phases is relatively intact even with some voids and flaws. The microstructures of the glass ceramic sealant after aging for 1,000 hours at 750°C are depicted in Figures 4 and 5 for the top surface and the cross-section, respectively. Obviously, many more small voids were now present, particularly in the amorphous phase. This occurred not only on the surface, but also the interior of the material. The overall void volume fraction also increased from the volume observed after the initial sintering process shown in Figures 2 and 3. Compared with Figures 2 and 3, the distinct fibrous and needle-like crystals in the amorphous phase disappeared, and smeared/diffused phase boundaries between the glass phase and ceramic phase were observed after aging for 1,000 hours. The CTE of the ceramic phase, in general, was higher than that of the amorphous glass phase (Roos et al., 2007; Brochu et al., 2006; Fei, 1995). The mismatch of the CTE of the ceramic and glass phases will cause different shrinkages of the ceramic phase and glass phase during cooling. The shrinkage of the ceramic phase is much larger than that of the glass phase; therefore, a crack will be created along the weak boundary between the glass phase and the ceramic phase; furthermore, this will possibly create micro-voids, particularly in the glass phase.
Fig. 2. SEM image of microstructure of top surface of glass-ceramic sealant after initial sintering process: a) magnification: 2000×; b) magnification: 5000×

At room temperature, the glass/ceramic sealant is characterized by brittle material. Small crack and flaw in the brittle materials is dreadful to cause the propagation of the small crack
and flaw under residual tensile stresses induced by the mismatch of CTE of various components, and to lead to failure of the sealant in SOFC.

Fig. 3. SEM image of microstructure of cross-section of glass-ceramic sealant after initial sintering process a) magnification: 2000×; b) magnification: 5000×
2.3 Possible self-healing of glass-ceramic sealant

Even though G18 exhibits creep/flow behavior under operating temperatures, its behavior at room temperature can be characterized as being brittle. During thermal cycling, the tensile residual stresses caused by the mismatch of CTEs of various cell components can potentially generate many small cracks and voids in the brittle seal material after cooling down. If left untreated/unhealed, these small cracks in the seal could be detrimental to the overall stack reliability for the next operating cycle.

To gain a deep insight into the behavior of damaged glass ceramic sealant under high temperatures, indentation and four-point bend tests were used on the short crystallized glass ceramic sealant. The short crystallized bend bar was polished to a diamond finish of 3 microns, and its edge was rounded. The polished bend bar was then indented with a Vickers diamond at 2 kg. Five indentations were made within the inner span of the bend bar with the objective to drive the crack under slow crosshead (0.025 mm/min) and stop the crack propagation to observe the damage ahead of the crack tip. As shown in Figure 6, the typical Vickers impressions with perfectly symmetrical, four radial cracks emanating from the four corners were created on the surface of the short crystallized glass ceramic sealant by the Vickers indentation. Under higher magnification for one of the radial cracks (Figure 7), it was observed that crack propagation followed a less tortuous path as compared to typical structural ceramics (Fang et al., 2002; Marliere et al., 2003). The white crystallite in rod shape (likely BaSiO₃) appears to be stronger than the featureless glass (gray area) because some crack deflection and bridging were observed as compared to the straight crack path through the gray area (likely the un-crystallized residual glasses). Nevertheless, the glass ceramic sealant used here showed typical brittleness with a single crack at room temperature.

After indentation, the bend bar was placed in a four-point fixture and tested at a slow cross speed of 0.025 mm/min (as compared to the normal speed of 0.5 mm/min) at 750°C. The sample was loaded up to ~20 N and held for a half hour at 750°C, and then was stopped for damage characterization under SEM. It may be seen that all the radial cracks were healed. Figures 8 and 9 show the typical SEM images of the example at low and high magnifications. It is evident that all of the four radial cracks healed completely. One would expect the Vickers impression to tend to smooth (rounding at four sharp corners) slightly during the half hour of soaking at 750°C such that the two radial cracks at N and S directions would be experiencing compressive stress (just like a circular hole) when the bend bar was loaded, and these two radial cracks could heal; however, this was not the case for the other two radial cracks (E and W directions) because they are under tensile stresses upon loading. These experimental observations can serve as evidence that the glass/ceramic sealant material exhibits some degree of self-healing: when reheated again to a high operating temperature, the damage in the glass ceramic sealant may disappear because of the flow of the glass phase, potentially restoring its mechanical property to its undamaged level. Other possible physical explanations for this healing behavior may be the capillary force of the residual glass phase as well as the residual stresses caused by the Vickers indentation.

The advantage of this self-healing behavior of the glass ceramic sealants is that materials with a dramatically different expansion can potentially be used for seals because at the cell operating temperatures, CTE mismatch-induced damage, like micro-voids, can be healed automatically. Then the mechanical performance of the glass ceramic sealant can be restored as undamaged. For SOFC stacks during the operating thermal cycles, the micro-damage in the glass ceramic sealant may be formed when cooling down from the operating
temperature to room temperature. Then the micro-damage may be healed at some threshold temperature.

Fig. 4. SEM image of microstructure of top surface of glass-ceramic sealant after 1000 hours of aging at 750°C: a) magnification: 2000×; b) magnification: 5000×
Fig. 5. SEM image of microstructure of cross-section of glass-ceramic sealant after 1000 hours of aging at 750°C: a) magnification: 2000×; b) magnification: 5000×
3. Degradation of mechanical properties of glass-ceramic sealants

The dynamic resonance technique (ASTM C1198) was used to measure the elastic moduli of the specimens of both non-aged and 1000-h aged short crystallized G18 at room and elevated temperatures. The instrument used to measure the resonant frequencies was constructed following ASTM C1198. The specimen was suspended within a resistance-heated furnace using single-crystal, sapphire fibers with beaded ends. Small, narrow notches were cut into the corners of the specimen to accept the fibers. The fibers coupled the specimen to two piezoelectric transducers mounted above the furnace. One transducer was used as a driver, and the other as a receiver. A computer-controlled system was used to send frequency signals sweeping from 20 Hz to 20 kHz through the driver transducer. The signal from the receiving transducer was fed back into the computer, and the resonant frequencies were identified and recorded. Both the transverse and longitudinal resonant frequencies could be reliably detected at the corners of the specimen. Resonant frequency data were then used in calculating the elastic moduli with the following equations (ASTM, 2008):

\[
E = 0.9465 \frac{mf^2}{b h^3} L T_i
\]

\[
G = \frac{4Lmf}{bh} \frac{B}{1 + A}
\]

where \(E\) and \(G\) are the Young’s modulus and shear modulus, respectively; \(m\) is the mass of the bar; \(b, h,\) and \(L\) are the width, thickness, and length of the bar, respectively; \(f_i\) represents the fundamental resonant frequency of the bar in flexure; and \(T_i\) denotes the correction factor for the fundamental flexural mode to account for the finite thickness of the bar and Poisson’s ratio, etc. The Young’s and shear moduli were then used to calculate Poisson’s ratio:

\[
\mu = \left( \frac{E}{2G} \right) - 1
\]

The precisions of the \(E, G,\) and \(\mu\) values were calculated by propagating the uncertainty of each term through the equations.

The test specimen was a right parallelepiped measuring 50.75 x 25.34 x 5.96 mm. All surfaces were ground smooth. Resonant frequencies were measured at room temperature and in 100°C intervals from 200–800°C. The furnace was heated at a rate of approximately 12°C/min and was held for 15 minutes at each temperature for equilibration.

The measured Young’s modulus for the non-aged and 1000-h aged G18 at room and elevated temperature is tabulated in Table 1. Both of the measured Young’s modulus and shear modulus for the non-aged and 1000-h aged G18 at room and elevated temperature are shown in Figure 10. For non-aged short crystallized glass/ceramic sealant (G18), both the Young’s modulus and shear modulus decrease with an increasing test temperature. The resonant peaks became very broad at about 700°C, making it impossible to differentiate between the longitudinal and transverse peaks with any certainty. This may have been

caused by the softening of the glass phase present in these specimens. Additional measurements were taken again at room temperature (30°C) after the high-temperature tests achieved the same moduli as the pre-test values.

Fig. 6. Typical impression of indentation with Vickers indenter at 2 kg indentation load on polished, short crystallized, glass-ceramic specimen
The measured Young’s modulus and shear modulus for the 1000-h aged G18 show some very distinct and interesting features. For temperatures lower than 400°C, both Young’s modulus and the shear modulus increase with increasing test temperature. The moduli...
exhibit somewhat temperature-independent behaviors from 400°C to 600°C. Above 600°C, the moduli start to decrease with increasing temperature.

Fig. 8. SEM pictures of the indentation impression on polished, short crystallized, glass-ceramic specimen after it was reheated and loaded to ~20 N at 750°C: a) overview with low magnification, and b) crack tip with high magnification
For temperatures lower than 400°C, the measured modulus for the aged glass ceramic sealant is consistently less than that of the non-aged (short-term aged) glass ceramic. At
about 500°C, the moduli for the aged and non-aged samples cross over. For temperatures above 600°C, the moduli trend reverses itself: the modulus for 1000-h aged G18 is higher than that of the non-aged G18.

Fig. 10. Young’s and shear moduli for aged and un-aged G18 at room and elevated temperatures. The furnace was heated at a rate of approximately 12°C/min, and was held for 15 minutes at each temperature for equilibration.

This distinct temperature-dependent modulus behavior for the aged G18 is another motivation for our current work. Our goal is to see whether this unique behavior can be predicted by coupling the various phenomena such as aging, cooling, and reheating-induced self-healing. The eventual goal is to develop a predictive capability for glass ceramic seals such that better seal materials can be developed for improved reliability and durability.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>1000-h Aged (GPa)</th>
<th>Un-aged (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>60.8 ± 0.3</td>
<td>77.7 ± 0.4</td>
</tr>
<tr>
<td>200</td>
<td>61.0 ± 0.3</td>
<td>75.8 ± 0.4</td>
</tr>
<tr>
<td>300</td>
<td>62.2 ± 0.3</td>
<td>74.3 ± 0.4</td>
</tr>
<tr>
<td>400</td>
<td>69.7 ± 0.3</td>
<td>71.7 ± 0.3</td>
</tr>
<tr>
<td>500</td>
<td>70.2 ± 0.3</td>
<td>70.6 ± 0.3</td>
</tr>
<tr>
<td>600</td>
<td>70.3 ± 0.3</td>
<td>67.7 ± 0.3</td>
</tr>
<tr>
<td>700</td>
<td>69.2 ± 0.3</td>
<td>---</td>
</tr>
<tr>
<td>800</td>
<td>67.4 ± 0.3</td>
<td>---</td>
</tr>
<tr>
<td>30</td>
<td>53.2 ± 0.3</td>
<td>78.1 ± 0.4</td>
</tr>
</tbody>
</table>

Table 1. Young’s modulus aged and un-aged G18 at room and elevated temperatures
4. Predicting Young’s modulus of glass-ceramic sealant with consideration of aging, micro-damage, and self-healing

4.1 Aging time-dependent volume fraction evolution of crystalline phase

Aging changes the volume fraction of the ceramic phase in the glass ceramic microstructure, hence influencing seal mechanical properties such as Young’s modulus, strength, fracture toughness and durability (Han & Tomozawa, 1989; Bhathena et al. 1984; Bentur et al., 1985; Schwarz et al., 2001; Baudin & Villar, 1998). For glass/ceramic sealing materials, the volume fraction of the ceramic crystalline is aging-time dependent under the SOFC operating temperature. At the end of the initial sealing process at 850°C, some volume fraction of the ceramic crystalline is formed. Subjected to the typical operating environment of 750°C, the crystallization process slows down but does not stop. This continuing devitrification causes the volume fraction of the ceramic crystalline in the sealant material to increase with the holding time at the operating temperature.

Assuming that the devitrification of glass/ceramic can reach an asymptotic level after 300 hours of aging/working time at 750°C, the evolution of the volume fraction of the crystalline phases with respect of time \( t \) may be expressed as

\[
f_c(t) = f_c^\infty - (f_c^\infty - f_c^0)e^{(-t/\tau)}
\]  

(5)

where \( f_c^\infty \) and \( f_c^0 \) represent the volume fractions of the ceramic phase in the stable stage and the initial stage of the sealing process, respectively. \( \tau \) represents the characteristic aging time. Note that various crystalline phases are lumped into one term, \( f_c \), in this work.

According to the experimental data shown in Figure 1, the parameters in Eq. (5) can be determined for G18 as:

\[
f_c^\infty = 72.0, \quad f_c^0 = 54.0, \quad \tau = 40.0 \text{(hour)}
\]  

(6)

These are material-specific parameters that are closely dependent on the glass composition and associated heat treatment processes.

4.2 Aging induced micro-voids in glass-ceramic

Aging at high temperature often leads to material property degradations (Nam & Seferis, 1991; Nam & Seferis 1992). One possible degradation mechanism is the appearance of the voids and cracks (Kim et al., 2002).

To capture the effect of aging and cooling-induced microstructure changes on the mechanical properties of the glass ceramic sealant, a continuum damage mechanics model (Jessen & Plumtree, 1991; Jeong & Adib, 2005; Lemaitre, 2002; Sun et al., in press) is used here as a phenomenological approach to the constitutive modeling of the glass/ceramic seal. The microstructure-level heterogeneous G18 is represented by an equivalent homogeneous material with effective properties. The model accounts for the material damage because of various mechanisms (i.e., void growth, void nucleation and coalescence, decohesion between different phases, etc.) in a phenomenological way through a scalar damage variable, \( D \), that governs the reduction of the homogenized elastic modulus (Sun et al., 2009):

\[
E^D(t,T,D) = E(t,T)(1-D)
\]  

(7)
where $E^D$ and $E$ represent the Young’s modulus with and without damage, $t$ is time, and $T$ is temperature. $D$ is the quantitative measure of the void volume fraction in comparison with the virgin microstructure.

### 4.3 Possible self-healing of glass-ceramic seals

It should be mentioned that the concept of self-healing glass seals was first reported by Singh (Singh 2006). The rationale behind this concept is that at the SOFC operating temperature, a sealing glass with appropriate properties can heal cracks created during thermal transients. The advantage of this approach is that materials with dramatically different expansions can potentially be used for seals because at the cell operating temperatures, the CTE mismatch-induced, thermo-mechanical stresses can be relaxed out. If proven feasible, this type of seal can tolerate some of the thermal expansion mismatch and still form a functioning seal between materials with a significant expansion mismatch. However, there are still a number of challenges in making a functioning seal with self-healing glasses. The first challenge is that the glass seal must maintain contact with all the components to be sealed without excess creep/flow at a cell operating temperature of 750°C. Concepts involving various ceramic phase stoppers have been proposed to address this. In addition, the self-healing glass seal must be capable of remaining chemically stable under SOFC operating temperatures for the designed stack operating time.

For SOFC stacks under deep thermal cycles, cracking and micro-voids may occur in the glass ceramic sealant because of the tensile residual stress caused by a CTE mismatch of different components during cooling. However, upon reheating, the damage/crack may be healed at temperatures above some threshold temperature because of the flow behavior of the glass phase. Therefore, the scalar damage $D$ defined in Eq. (7) is temperature and aging-time dependent, which may be simplified as the product of the following uncoupled factors:

$$D = A_D D_T$$

Here $A_D$ is the aging influence function, representing the increase of the micro-void volume fraction with aging time:

$$A_D = 1 - e^{-t / t_c}$$

where $t$ is the aging time, and $t_c$ represents the characteristic time.

$D_T$ in Eq. (8) represents the temperature-dependence of damage, reflecting the possible self-healing behavior of G18 above the threshold temperature, $T_{th}$:

$$D_T = D_0 \frac{\pi}{2.0 - \arctan[(T - T_{th}) / R]}$$

where $D_0$ is the damage parameter at room temperature, and $T_{th}$ is the threshold temperature above which damage to the glass ceramic composite starts to heal, $T$ is operating temperature and $R$ is a constant.

### 4.4 Assembly of the phenomenological model

Various formulations and frameworks have been developed to model the mechanical behaviour of composite materials (Bigaud & Hamelin, 1997; Annapragada et al., 2007; Chen
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& Argon, 1979; Leble et al., 1999; Ahzi et al., 2003; Makradi et al., 2005). For simplicity, we adopt here the simple Rule of Mixture approach. In general, the Young’s modulus of the multi-phase composite materials can be expressed as (Gibson, 2007):

$$E = \sum_{i=1}^{m} f_i E_i$$  \hspace{1cm} (11)$$

where $f_i$ and $E_i$ represent the volume fraction and modulus of the $i$th phase, and $m$ is the number of the phases in the composite material. The volume fractions of all the phases should satisfy

$$\sum_{i=1}^{m} f_i = 1$$  \hspace{1cm} (12)$$

In the case of the two phase glass/ceramic sealant composite material, the above equation can be rewritten as

$$E = f_C E_C + (1 - f_C)E_G$$  \hspace{1cm} (13)$$

or

$$E = f_C(E_C - E_G) + E_G$$  \hspace{1cm} (14)$$

where the subscripts “C” and “G” refer to the glass phase and the ceramic phase, respectively. In general, the modulus of the glass phase is temperature dependent, and the modulus of the ceramic crystalline is independent of temperature.

Substituting the aging-time–dependent volume fraction of the ceramic phase, i.e., Eq. (5), into Eq. (14) leads to

$$E(t,T) = \left(f_C^\infty - f_C^0 e^{(-t/A_t)}\right)(E_C - E_C(T)) + E_G(T)$$  \hspace{1cm} (15)$$

Incorporating the effects of micro-damage and self-healing described in Eq. (7–9) into Eq. (15) yields the following phenomenological model describing the elastic modulus of the glass ceramic materials:

$$E^D(t,T,D) = \left[\left(f_C^\infty - f_C^0 e^{(-t/A_t)}\right)(E_C - E_C(T)) + E_G(T)\right]^*$$

$$* \left\{ \frac{1 - D_0}{\pi} (1 - e^{-t/c}) \right\} \left\{ \frac{\pi}{2.0 - \arctan\left(\frac{T - T_{th}}{R}\right)} \right\}$$  \hspace{1cm} (16)$$

Again, $f_C^\infty$ and $f_C^0$ represent the volume fractions of the ceramic phase in the stable stage and at the initial stage of the sealing process, respectively. $A_t$ represents the characteristic aging time. $D_0$ is the damage parameter at room temperature, and $T_{th}$ refers to the threshold temperature above which damage to the glass ceramic composite starts to heal. $R$ is a material constant, $t$ is the aging time, and $t_c$ represents the characteristic time for aging-induced micro-damage.

5. Comparison between experimental measurements and predictions

For the phenomenological model described in Eq. (16), the modulus of the ceramic phase is considered to be temperature independent, and the modulus for the glass phase is
considered to be temperature dependent. In general, the Young’s modulus of glass drops dramatically over the glass transition temperature, \( T_g \) (McGraw, 1952). The input Young’s moduli used for the glass and crystalline phases are shown in Figure 11 in dashed lines (McGraw, 1952). The predicted Young’s moduli of G18 under different aging times are shown in solid lines in Figure 11. The following parameters for Eq. (16) are calibrated based on the experimental data:

\[
D_0 = 0.24, \quad T_{36} = 375^\circ C, \quad R = 50^\circ C, \quad t_c = 100 \text{ h}
\]

With the proposed phenomenological model, reasonably good comparisons between the predicted and measured Young’s moduli have been achieved for both the aged and un-aged G18. This is particularly true for temperatures lower than 600°C. Above 600°C, the predicted modulus decreases more rapidly with temperature than the measured data. This is because the predicted modulus is very sensitive to the input temperature-dependent modulus for the glass phase. For temperatures above 600°C, the Young’s modulus for glass may vary dramatically (Bourhis et al., 2001; Andrews, 1924). The exact high-temperature Young’s modulus for regular glass is rarely reported, and the high-temperature Young’s modulus for the glass phase in G18 has not yet been separately determined. Therefore, for temperatures above 600°C, the glass moduli used in Figure 10 could have been much lower than the actual values.

It is interesting to note that, by considering the combined effects of aging, micro-voids, and self-healing, the distinct feature of the moduli “cross-over” can be predicted by the following simple phenomenological model: below 500°C, the 1000-h aged sample has a lower Young’s modulus compared to the 4-h aged sample; above 500°C, the trend reverses itself when considering self-healing of the glassy phase.

6. Conclusions

We have investigated experimentally the effects of aging time, micro-damage induced by cooling down from the operating temperature to room temperature, and self-healing when reheating to operating temperatures on the microstructure and mechanical properties of a glass ceramic sealant. This sealant, a glass ceramic material for SOFC sealing applications, was developed at PNNL. The combined effects of aging, cooling-induced micro-voids, and possible reheating-related self-healing were examined and modeled with some simple, phenomenological models. After the initial sealing process, the crystallization process of G18 slows down but does not stop, and the volume fraction of the crystalline phase increases with aging/working time. In addition, aging causes the diffusion/smearing of the boundaries between the crystalline and the amorphous phases and potentially changes the mechanical properties of the amorphous phase.

Upon cooling to room temperature, shrinkage micro-voids form because of the CTE differences between the crystalline and the amorphous phases. On the stack level, cooling-induced micro-cracks are also likely to occur because of the CTE mismatch between different stack components. These micro-voids and micro-cracks can noticeably degrade the Young’s modulus of the glass ceramic seal at room temperature. However, when reheated back to SOFC working temperatures, this study shows that G18 does exhibit some degree of self-healing behaviors because of the flow characteristics of the glass phase at high temperatures. Therefore, the mechanical properties, i.e., the Young’s modulus of the glass/ceramic seal material, can be potentially restored to an undamaged level at high temperatures.
The phenomenological model based on some simple mechanical analogs has been developed to capture the above-described mechanical behaviors of glass ceramic seal materials. The aging-time-dependent, crystalline phase evolution model was first developed to describe the increase of crystalline content due to the continuing devitrification during operation. A continuum damage mechanics model was adapted to model the effects of micro-voids and self-healing. Reasonably good comparisons between the measured and the predicted temperature-dependent Young’s modulus have been obtained. The modeling parameters presented here were calibrated with the experimental data for G18, and yet the modeling framework should be applicable to glass/ceramic seals in general. The model can be further developed to account for the effects of various processing parameters on the mechanical properties of glass/ceramic seal materials.

![Graph showing Young's modulus versus temperature](image)

Fig. 11. Predicted and measured Young’s modulus versus temperature
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Crack-Healing Ability of Structural Ceramics and Methodology to Guarantee the Reliability of Ceramic Components
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1. Introduction

The heat-resistant limit of structural ceramics is 1273K ~ 1773K, which is greatly superior to that of metallic material. Structural ceramics are a candidate element for high-temperature apparatuses such as gas-turbines and fusion reactors. However, the fracture toughness of ceramics is fairly low compared with metallic material, and the following problems have occurred. (1) Cracks occur by the usual machining process (grinding, polish, etc.), lowering the reliability. In order to prevent this, precise polishing is required in the final stage, which is time-consuming, and there are also problems with fabrication efficiency and fabrication cost (2) Crack sizes of about 10 ~ 30 μm in depth affect the reliability. The nondestructive-inspection technology for detecting cracks of 10 ~ 30 μm is underdeveloped. Therefore, the reliability of major parts is low. (3) There is a possibility that a crack will occur in the components while they are being used at higher temperatures, by whatever cause. When a crack occurs, the reliability is greatly lowered.

The options for resolving these problems are as follows. (a) Improve the fracture toughness of the material by such means as microstructure control and fiber reinforcement. (b) Conduct a nondestructive inspection before use, and detect and repair any dangerous cracks found. (c) Conduct a proof test to prevent use of a low reliability member. (d) Induce a self-crack-healing ability, so that all dangers cracks can be healed. There are world-wide active investigations of options (a) to (c). In this chapter, special attention is paid to method (d), the self-crack-healing ability of structural ceramics.

There are three advantages to using a material that can heal surface cracks. (A) If the self-healing of the surface crack which exists is carried out after an efficient machine operation is performed, then there is a great advantage in fabrication efficiency and fabrication cost. (B) Since all surface cracks are healed, reliability improves greatly. (C) It is advantageous if a crack which occurs while in service can be healed and full recovery of strength achieved.

From the above ideas, the self-crack-healing behaviors of ceramics were investigated by Ando and co-worker. Silicon nitride (Ando et al, 1998; Yao et al., 2001), alumina (Takahashi et al., 2003; Ando et al., 2004; Nakao et al., 2005a), and mullite (Chu et al., 1995; Nakao et al., 2006), SiC (Kim Y.W. et al., 2003; Lee et al., 2005a) and ZrO₂ (Houjou et al., 2010), with the self-crack-healing ability have been developed. In the following section, an outline is given of the crack-healing behavior of ceramics.
2. Nano-composite and multi-composite

The nano-composite material has the following specificity (Niihara, 1991; Ando et al., 2004):

1. SiC particles of nano size are added to the material, preventing grain growth of the matrix in the sintering process, and improving the bending strength through grain refinement: For example, in the case of an alumina, bending strength can be increased from about 400 MPa to 700 ~ 1000 MPa (Ando et al., 2004).

2. SiC particles of nano size 15 to 30 vol% added to the material, and induce a self-crack-healing ability.

3. SiC particles of nano size are distributed not only in the grain boundaries of an alumina, but in individual grains and increases the heat-resistant limit by 300 K.

The fracture-surface photography of the Al$_2$O$_3$ nano-composite material is shown in Fig 1. Most of the SiC particles were distributed uniformly in the grain boundaries; however, several nanosized SiC particles were distributed in the Al$_2$O$_3$ grain, as shown in Fig. 1 (Ando et al., 2004).

![Fig. 1. Microstructure of Al$_2$O$_3$/ 15 vol% SiC particles nanocomposite](image)

A multi-composite material is a material which combines nanosized SiC particles and SiC whiskers in the proportion of 25 to 30%, and has excellent self-crack-healing ability, fracture toughness, strength (Nakao et al., 2006, Takahashi et al., 2007). The proportion fraction of SiC particles to SiC whiskers is determined by taking into consideration the self-crack-healing ability and fracture toughness requirements. If the proportion fraction of SiC particles is increased, then the crack healing rate will be increased. If the proportion fraction of SiC whiskers is increased, then the fracture toughness will be improved (Nakao et al, 2005a).

The composition system of the ceramics used in this paper and the effective temperature ranges in which crack-healing is possible are shown in Table 1. The room-temperature bending strength and fracture toughness of the multi-composite ceramics are shown in Table 2.

It has been common knowledge for many years that the strength of ceramics is improved by heat-treatment in air. This occurs by three mechanisms, as follows.

i. The crack-healing phenomena, which is explained in this paper.

ii. Re-sintering.


In case ii), the material must be heated to a nearly sintering temperature, which is a higher temperature than it is heated in the crack-healing phenomena (Lange et al., 1970; Kim et al., 2003). In case iii), the strength recovery rate is small and the crack still remains (Thompson et al., 1995).
The material with a self-crack-healing ability described in this paper has all of the following attributes.
1. The material itself detects an occurrence of a crack and begins crack-healing activities.
2. A crack causes a 50 ~ 90 % reduction in the strength of a material, but in material with a self-crack healing ability, the material heals the crack completely, and the strength of the material is completely recovered.
3. The strength of a crack-healed area is equivalent to or higher than that of a matrix area up to about 1673 K.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Effective Temperature Range for crack-healing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si₃N₄/ 20 vol% SiC particles composite (8 wt% Y₂O₃)</td>
<td>1073 - 1573 K</td>
</tr>
<tr>
<td>Al₂O₃/ 15 vol% SiC particles composite</td>
<td>1173 - 1573 K</td>
</tr>
<tr>
<td>Mullite/ 15 vol% SiC particles composite</td>
<td>1273 - 1473 K</td>
</tr>
<tr>
<td>SiC sintered with Sc₂O₃ and AlN</td>
<td>1473 - 1673 K</td>
</tr>
</tbody>
</table>

Table 1. Effective temperature range of self-crack-healing for several ceramics

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Alumina</th>
<th>Mullite</th>
<th>SiC Particle (Diameter: 0.27 μm)</th>
<th>SiC Whisker (Diameter: 0.8-1.0 μm, Length: 30-100 μm)</th>
<th>Strength (MPa)</th>
<th>Fracture Toughness (MPam¹/²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS15P</td>
<td>85</td>
<td>15</td>
<td></td>
<td></td>
<td>850</td>
<td>3.2</td>
</tr>
<tr>
<td>AS30P</td>
<td>75</td>
<td>30</td>
<td></td>
<td></td>
<td>1050</td>
<td>3.6</td>
</tr>
<tr>
<td>AS20W</td>
<td>80</td>
<td></td>
<td>20</td>
<td></td>
<td>970</td>
<td>4.8</td>
</tr>
<tr>
<td>AS30W</td>
<td>70</td>
<td></td>
<td>30</td>
<td></td>
<td>830</td>
<td>5.8</td>
</tr>
<tr>
<td>AS20W10P</td>
<td>70</td>
<td></td>
<td>10</td>
<td></td>
<td>980</td>
<td>5</td>
</tr>
<tr>
<td>MS15P</td>
<td>85</td>
<td>25</td>
<td></td>
<td></td>
<td>470</td>
<td>2.2</td>
</tr>
<tr>
<td>MS15W</td>
<td>85</td>
<td></td>
<td>15</td>
<td></td>
<td>710</td>
<td>2.8</td>
</tr>
<tr>
<td>MS20W</td>
<td>80</td>
<td></td>
<td>20</td>
<td></td>
<td>840</td>
<td>3.6</td>
</tr>
<tr>
<td>MS25W</td>
<td>75</td>
<td></td>
<td>25</td>
<td></td>
<td>820</td>
<td>4.2</td>
</tr>
<tr>
<td>MS15W5P</td>
<td>80</td>
<td>5</td>
<td>15</td>
<td></td>
<td>750</td>
<td>3.2</td>
</tr>
<tr>
<td>MS15W10P</td>
<td>75</td>
<td>10</td>
<td>15</td>
<td></td>
<td>740</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 2. Strength and fracture toughness of Al₂O₃ and Mullite reinforced by SiC particles and Whiskers

3. Nano-composite and multi-composite

3.1 Mechanism of crack healing
The crack healing of ceramics developed by the authors is caused by the following oxidation reaction of SiC.

\[ \text{SiC} + 2\text{O}_2 = \text{SiO}_2 + \text{CO}_2 (\text{CO}) + 943 \text{kJ} \]  (1)
From Eq. (1), it can easily be understood that a monolithic mullite or a monolithic alumina does not reveal a crack healing ability, since oxidization is saturated in these materials. A schematic diagram of the crack healing mechanism is shown in Fig 2. The following three conditions must be met for a crack-healed area to recover completely.

i. The volume between the crack walls must be completely filled with the products formed by the crack-healing reaction:

ii. The strength of the crack-healing substance must be equivalent to or higher than that of the matrix:

There is a glass phase and a crystalline phase in SiO$_2$ in Eq. (1). If the crack-healing material was crystal SiO$_2$, then the crack-healed sample would exhibit high bending strength even at an elevated temperature. However, if the crack-healing material was glassy SiO$_2$, then the crack-healed sample would exhibit low bending strength at an elevated temperature. A key point of crack-healing technology is how many crystalline phases are deposited in a crack-healing substance. The large exothermic heat of 943 kJ in Eq. (1) seems to satisfy this condition.

iii. The crack healing substance must be strongly bonded to a matrix.

Fig. 2. Schematic illustration of crack-healing mechanism

Fig. 3. Crack-healed and cracked strength of a Al$_2$O$_3$/SiC composites as a function of SiC volume fraction
Bonding to a matrix is attained by the huge exothermic heat of 943 kJ by fusion and mixture of a matrix and a healing substance. How much nano size SiC should be added to the Al2O3 matrix in order to satisfy the three crack-healing conditions? We investigated the effect of the volume fraction of SiC on the crack-healing behavior of an Al2O3/SiC composite. Figure 3 shows the experimental results. The crack introduced on the test specimen is a semi-elliptical crack 100 μm in surface length and 45 μm in depth (hereafter called a standard crack). The open circles show the fracture of the specimens initiated from outside the crack-healed zone, indicating that complete crack healing occurred. With respect to strength, the optimal volume fraction of SiC is 7.5 to 10 %. However, with respect to crack-healing ability, a volume fraction of SiC larger than 10 % is recommended. However, when the SiC additive rate exceeds 30%, the strength begins to vary greatly, since a SiC agglomeration is formed. On the other hand, a large crack can be healed with an increased SiC volume fraction. The authors recommend a standard SiC volume fraction of 15 ~ 30 %.

3.2 Oxygen partial pressure and temperature dependency of crack-healing behavior

We used three-point bending-test specimens as shown in Fig 4 to evaluate the bending strength ($\sigma_B$) of a crack-healed specimen. We introduced the standard crack into the central part of the test specimen. The decreasing rate of the strength by this crack was 50 to 85%, although it was greatly dependent on the fracture toughness of the material.

The influence of atmosphere on the crack-healing behavior of Al2O3/15 vol% SiC is shown in Fig 5 (Kim B.S. et al., 2003). The bending strengths ($\sigma_B$) of a as-received test specimen are about 650 MPa. When a standard crack was introduced into this specimen, the $\sigma_B$ was reduced to 180MPa and the decreasing rate of $\sigma_B$ was about 73 %. However, when the crack healing of this pre-cracked specimen was carried out in air at 1573K for 1 h, the bending strength ($\sigma_B$) was improved up to about 800 MPa. The $\sigma_B$ of a crack-healed specimen is larger than the $\sigma_B$ of a as-received specimen. The reason for this is because even minute cracks on the surface of the as-received specimens recovered completely. However, when the pre-cracked specimens were heated in a vacuum, N2 gas, and argon gas, the $\sigma_B$ recovered to at most 350 MPa. The recovery of $\sigma_B$ is insufficient. The slight increase of $\sigma_B$ by this heat-treatment occurred because the tensile residual-stress of the crack tip was removed. Similar crack healing and strength recovery behaviors were reported in mullite (Chu et al., 1995), Al2O3 (Chou et al., 1998) and Si3N4 (Ando et al., 1998; Jung et al., 2008a). Figure 6 shows a specimen after the bending test. Fig 6 (a) shows the case of a pre-cracked specimen. The pre-cracked specimens fractured from the pre-crack division. In the case of Fig 6 (b), because a crack was healed completely, the crack was initiated from matrix division.
Fig. 5. Crack-healing behavior of alumina / 15 vol% 0.27 μm SiC particles composite under several atmospheres.

Fig. 6. Fracture initiation of Al₂O₃ / 15 vol% SiC particles composite (a) as-cracked (b) crack-healed at 1573 K for 1 h in air, from that one can find that pre-crack healed is stronger than the other part.

Fig. 7. Effect of partial oxygen pressure on crack healing behavior at 1673 K.
As described in section 3.1, crack healing is dependent on an oxidation reaction. Therefore, it is assumed that crack-healing behavior is greatly dependent on oxygen partial pressure. The influence of oxygen partial pressure on crack-healing behavior is shown in Fig 7, in Al₂O₃/SiC composite materials (Osada et al., 2009). When crack-healing was carried out at 1673K, in air (oxygen partial pressure: 21kPa), the crack healed completely in about 20 minutes. When the oxygen partial pressures were 500 and 50 Pa, the crack healed completely in about 1 h and 70 h, respectively. Moreover, the test specimen which healed in thin oxygen showed a bending strength equivalent to a matrix division to 1673K. It is said that the oxygen partial pressure in the exhaust gas of a gas-turbine or a vehicle is about 8kPa-10kPa, which is approximately half in an atmosphere. So it is anticipated that the surface crack can be healed in oxygen partial pressure in the exhaust gas of a gas-turbine or a vehicle.

The influence of temperature on crack-healing behavior is shown in Fig 8 (Ando et al., 2009; Nakao et al., 2009). When the crack-healing times were 10 h and 300 h, the temperatures in which a crack was healed completely were about 1473 K and 1273 K, respectively. By conducting an experiment as shown in Fig 8 on various materials, we found the shortest time \( t_{HM} \) which can heal a crack completely from a certain temperature \( T_{HL} \). Fig 9 shows the Arrhenius plot of the experimental result. The relationship between \( 1/ t_{HM} \) and \( 1/ T_{HL} \) can be shown by the Arrhenius equation as follows (Ando et al., 2002a).

\[
\frac{1}{t_{HM}} = Q_0 \exp \left( \frac{-Q_H}{RT_{HL}} \right)
\]

The activation-energy \((Q_H)\) and proportional moduli \((Q_0)\) of each material were calculated from Fig. 9. The result is shown in Table 3. By using Table 3, the relationship between the time \( t_{HM} \) required to heal a standard crack completely and the crack-healing temperature can be estimated. However, Eq. (2) is applicable in \( t_{HM} = 1 \text{ h} \sim 300 \text{ h}. \)

![Fig. 8. Relationship between crack-healing temperature and strength recovery for Al₂O₃/15 vol% SiC particles composite](image)
Fig. 9. Arrhenius plots on the crack-healing of several ceramics having crack-healing ability

<table>
<thead>
<tr>
<th>Material</th>
<th>Activation Energy ( Q_H ) (KJ/mol)</th>
<th>Proportional Coefficient ( Q_0 ) (1/hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Si}_3\text{N}_4/\text{SiC} )</td>
<td>277</td>
<td>( 4.2 \times 10^{11} )</td>
</tr>
<tr>
<td>( \text{Si}_3\text{N}_4 )</td>
<td>150</td>
<td>( 5.3 \times 10^4 )</td>
</tr>
<tr>
<td>( \text{Al}_2\text{O}_3/\text{SiC} )</td>
<td>334</td>
<td>( 1.7 \times 10^{11} )</td>
</tr>
<tr>
<td>( \text{Mullite}/\text{SiC} )</td>
<td>413</td>
<td>( 4.7 \times 10^{23} )</td>
</tr>
</tbody>
</table>

Table 3. Active energy and proportional coefficient for crack-healing

### 3.3 Crack-length dependency of crack-healing behavior and strength

The crack-length dependency of a fracture stress or a crack-healing behavior is important. The crack-length dependency of a fracture stress or a crack-healing behavior obtained with \( \text{Al}_2\text{O}_3 \) strengthened with SiC whiskers is shown in Fig 10 (Nakao et al., 2005a). The crack-healing conditions are 1673K and 1h in air. The 2\( c \) in Fig. 10 is the surface length of a semi-elliptical crack. The aspect ratio of a crack is about 0.9. The open triangles are the bending strength (\( \sigma_B \)) of a pre-cracked specimen, and the solid circles are the bending strength of a crack-healed specimen. When the pre-crack length was less than 250 \( \mu \)m, the specimens recovered bending strength nearly completely and fractured from the matrix division except for one example. This result showed that the pre-crack length in which crack healing is possible is about 250 \( \mu \)m. In addition, with the material shown in Table 1 and Table 2, the pre-crack length in which crack healing is possible is about 250 \( \mu \)m, as in the case of Fig 10.
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Fig. 10. Bending strength of the crack-healed Al$_2$O$_3$ / 30 vol% SiC whiskers composite as a function of surface length of a semi-elliptical crack

4. High-temperature strength characteristic of crack-healed specimen

![Temperature dependence of bending strength](image)

The temperature dependency of the bending strength ($\sigma_B$) of a crack-healed specimen is shown in Fig 11. Each test specimen was crack healed by an optimum condition after a standard crack was introduced. The heat resistance limit for the bending strength of Al$_2$O$_3$/SiC is about 300 K higher than that of monolithic Al$_2$O$_3$; this excellent increase in the heat resistance limit was attained by a nano-composite, as mentioned in section 2. The heat-resistant limit at the crack-healed division of the commercial SiC was 873K, much lower than that of the matrix division (Lee et al., 2005b). As shown in the figure, a new SiC, which
has a heat-resistant limit of a crack-healed division of about 1673K, has been developed, and we examined its usage (Lee et al., 2005a). The heat-resistant limit of the silicon-nitride with Al₂O₃ added to it was about 1273K. The heat-resistant limit of the new silicon nitride which improves the composition system is about 1673K, which is higher than the heat-resistant limit of the silicon nitride with Al₂O₃ added. The large improvement in such a heat-resistant limit was attained by the crystallization of a grain boundary or a crack-healing substance. In addition, most test specimens fractured from the matrix division below to the heat-resistant limit temperature among the materials of Fig. 11, except the commercial SiC. This implied that the crack-healing division had sufficient bending strength.

5. Crack-healing behavior of machined specimens

In general, final machining processes such as polishing and lapping are performed to remove non-acceptable flaws. Although these processes are generally very costly, they cannot eliminate minute cracks. Moreover, even if final machining is adopted, a minute crack may remain, causing a reliability problem. It is anticipated that substituting the crack-healing process for the final machining processes leads to economical manufacturing of ceramic components with high reliability. The crack-healing behavior of machined specimens was investigated by several researchers (Lee et al., 2005c; Osada et al., 2007; Jung et al., 2008b). The experimental results showing the effects of crack-healing on increasing the reliability of machined components will be explained (Osada et al., 2007).

Machined Al₂O₃/20 vol.% SiC whiskers having a semicircular groove were used. The sintered plates were cut into 3 mm × 4 mm × 22 mm rectangular bar specimens. A semicircular groove was made at the center of the smooth specimens by using a diamond-coated ball-drill as shown in Fig. 12. The cut depth by one pass (dₖ) during machining of the semicircular groove was dc = 5 ~ 15 μm.

All fracture tests were performed on a three-point bending system with a span of 16 mm, as shown in Fig. 12. The crosshead speed was 0.5 mm/min. The tests were conducted at room temperature. The local fracture stresses (σLF) considering the stress concentration factor of the semicircular groove (α= 1.2) were evaluated.

Figure 13 shows the strength of the machined specimens with a semicircular groove as a function of the cut depth by one pass (dₖ). The open triangle symbols show the local fracture stress (σLF) of the as-machined specimen. The σLF of the as-machined specimens decreased with increasing dₖ. This behavior was caused by the fact that the crack depth caused by machining increased with increasing dₖ. The as-machined specimens always fractured from the surface cracks caused by machining, as shown in Fig. 14. Figure 14 shows the scanning electron microscope (SEM) images of the fracture surface of the as-machined specimen. The dashed lines in Fig. 14 indicate the crack front. As shown in this figure, these surface cracks acted as the fracture initiation. Thus, the σLF of the as-machined specimens decreased compared with the healed smooth specimens. The open square symbols in Fig.13 show the σLF of the machined specimen healed at 1673 K for 10 h in air. The σLF of these specimens increased significantly by crack healing. The σLF of the machined specimens was almost equal to the fracture stress of the healed smooth specimens (solid circles). Thus, the surface cracks introduced by the machining process were healed.

Therefore, it was concluded that crack healing could be an effective method for improving the structural integrity of machined alumina and reducing machining costs.
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Fig. 12. Schematics of machined specimen

Fig. 13. Effect of depths of cut by one pass on the local fracture stress at room temperature of the machined specimens healed

Fig. 14. SEM images of fracture surface of as-machined specimen

6. Crack-healing behavior during service

Ceramic components are often operated continuously under constant or cyclic loading at elevated temperatures under lower oxygen partial pressure. If a crack initiates during service, the component’s reliability will be considerably reduced. If the crack could be healed under even service conditions, and the healed zone had sufficient strength, the reliability and lifetime of ceramic components could be increased. The crack-healing behaviors under constant or cyclic stress have been systematically studied for Si₃N₄/SiC...
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(Ando et al., 2002b; Takahahi et al., 2005), Mullite/SiC (Ando et al., 2001; Takahashi et al. 2007), Al₂O₃/SiC (Nakao et al., 2005b), and SiC (Lee et al., 2005a). Pre-cracks of 100 μm can be healed completely, even under constant or cyclic stress.

To take advantage of the crack-healing ability during service, it is essential to determine the threshold stress for crack-healing below which a crack can be completely healed. In this section, the critical stress condition for crack healing in Si₃N₄/SiC and other ceramics are shown.

6.1 Crack-healing behavior of Si₃N₄/SiC under stress and low oxygen pressure

The material studied was a hot-pressed SiC-particle reinforced Si₃N₄ that contained 20 wt% SiC particles and 8 wt% Y₂O₃ as a sintering additive. Semi-circular surface cracks of 100 μm in surface length were introduced at the center of the tensile surface of the bending test specimens using a Vickers indenter. After introduction of the pre-cracks, crack-healing tests under cyclic or constant stress were carried out. Figure 15 shows the crack-healing process. Crack-healing was carried out under cyclic (σ_max, ap) or constant (σ_ap) bending stresses at a healing temperature (T_h) for a prescribed healing time (t_h). After the crack-healing process, the bending strengths of the specimens were measured at room temperature in air.

![Figure 15. Schematic illustration of crack-healing under stress and crack growth behaviors](image)

Figure 16 shows the results of the bending tests on specimens crack-healed at 1473K for 5h under constant stress in P_{O₂}=500 Pa (Takahashi et al., 2010). The solid triangles represent the bending strengths of the crack-healed specimens. Open triangle symbols indicate the bending strengths of the pre-cracked specimens. The asterisks indicate specimens that fractured outside the crack-healed zone, suggesting that the pre-cracks were healed completely. The threshold stresses for crack-healing were defined as the maximum stresses below which the crack-healed specimens recovered their bending strengths and below which most specimens fractured outside the crack-healed zone. The specimens crack-healed under a constant stress of 200 MPa showed quite high bending strength, comparable to that of the specimens crack-healed under no stress. Most of the specimens crack-healed under 200 MPa fractured outside the crack-healed zone. However, the specimens crack-healed under a constant stress of 250 MPa showed low bending strength and fractured from the
crack-healed zone. Therefore, the threshold stress for crack-healing in air was determined to be 200 MPa. These results indicate that complete strength recovery could be achieved by crack-healing even under service conditions, i.e., with an applied stress below $\sigma_{\text{app}} = 200$ MPa and an oxygen partial pressure over $P_{O_2} = 500$ Pa.

![Fig. 16. Room temperature bending strength of crack-healed specimen as a function of applied stress during crack-healing in $P_{O_2}=500$Pa at 1473K. (Si$_3$N$_4$/SiC)](image)

Figure 17 shows the bending strength ($\sigma_B$) and cyclic fatigue limit ($\sigma_f$) at the healing temperatures between 1173 K and 1473 K. The ratio of $\sigma_f / \sigma_B$ was 0.67 ~ 0.86 at each healing temperature (Takahashi et al., 2005). Therefore, it can be concluded that the cyclic fatigue limit was sufficiently high even at the healing temperature.

![Fig. 17. Results of bending tests and cyclic fatigue tests of Si$_3$N$_4$/SiC at healing temperatures between 1173 K and 1473 K. Cyclic stress during crack-healing: $\sigma_{\text{max}} = 210$ MPa, $R = 0.2$ and $f = 5$Hz. Asterisk indicate that fracture occurred outside of the crack-healed zone](image)
On the bottom of Fig. 15, the crack-healing behaviors under stress are indicated schematically (Takahashi et al., 2005). The change in the crack-length during crack-healing is divided into three cases, (I), (II) and (III). In process (I), slow crack growth from the pre-crack tip occurs and the cracks lead the specimen to failure because the crack growth rate is higher than the crack-healing process. In process (II), slow crack growth from the pre-crack tip also occurs. The crack-healing process starts at high temperature, the crack growth rate decreases due to crack-healing and finally the cracks are healed. In process (III), slow crack growth from the pre-crack does not occur, and thus the pre-cracks are easily healed.

In the case of crack-healing under the constant bending stress ($\sigma_{ap}$) of 250 MPa and 300 MPa, the crack-healing behavior is classified into process (I) or (II). However, in the case of $\sigma_{ap}$= 200 MPa, the crack-healing behavior is classified into process (III). The applied stresses are lower than the threshold stress for crack-healing and the pre-cracks were healed easily.

6.2 Threshold stress for crack-healing for Al$_2$O$_3$/SiC and Mullite/SiC

Figure 18 shows the threshold constant or cyclic stress for crack healing as a function of the bending strength of pre-cracked specimens (Nakao et al., 2007). Al$_2$O$_3$/15 vol% SiC particles (AS15P), Al$_2$O$_3$/15 vol% SiC whiskers (AS15W), mullite/15 vol% SiC particles (MS15P), and mullite/15 vol% SiC whiskers (MS15W) were tested. The closed and open symbols indicate the threshold constant and cyclic stresses, respectively. All data except that of MS15W are satisfied by the proportional relation in spite of the different crack-healing conditions. The proportional constants for the relationship between the threshold stress and bending strength of pre-cracked specimens is 64 % for constant stress and 76 % for cyclic stress.

Fig. 18. Relation between threshold stress during crack-healing and the fracture strength for the corresponding as-cracked specimens

7. A methodology to increase the structural integrity against embedded flaws

Oxygen is necessary for crack-healing, and thus embedded flaws such as pores and abnormally large grains cannot be healed. These facts suggest the importance of a proof test for higher reliability. However, engineering ceramics show nonlinear fracture behavior as shown in Fig. 19, and ceramics components are not used only at the proof-tested temperatures. Ando et al. have proposed a theory to evaluate the temperature dependence of a guaranteed
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(minimum) fracture stress of a proof-tested sample based on nonlinear fracture mechanics (Ando et al., 2002c). In this section, the theory and its application are explained. The nonlinear fracture behavior is expressed very well by the process zone size failure criterion, as shown in Fig. 19 proposed by Ando et al (Ando et al., 1993). The criterion is expressed by eq. (3) as follows:

$$D_c = \frac{\pi}{8} \left( \frac{K_{IC}}{\sigma_0} \right)^2 \left( \sec \left( \frac{\pi \sigma_C}{2 \sigma_0} \right) - 1 \right).$$

where $D_c$ is the critical process zone size, $\sigma_C$ and $\sigma_0$ are the fracture stress of the as-cracked specimen and the plain specimen (intrinsic bending strength), respectively, $K_{IC}$ is the plane strain fracture toughness and $a_e$ is the equivalent crack length.

Fig. 19. Schematic illustration of proof-test theory and the effect of equivalent crack on fracture strength at room temperature and high temperature

Figure 19 shows a schematic relationship between $\sigma_C$ and $a_e$. The dotted line and solid line show the relationship between $\sigma_C$ and $a_e$ at room temperature and high temperature, respectively. If the proof test is carried out at room temperature, the maximum residual equivalent crack size, $a_e^R$, can be expressed by eq. (4):

$$a_e^R = \frac{\pi}{8} \left( \frac{K_{IC}^R}{\sigma_0^R} \right)^2 \left( \sec \left( \frac{\pi \sigma_C^R}{2 \sigma_0^R} \right) - 1 \right)^{-1}$$

where $\sigma_0^R$ is the proof test stress at room temperature, and the superscript $R$ indicates the value at room temperature. Since embedded flaws cannot be healed, the value of $a_e^R$ is not changed in spite of the crack-healing treatment. Thus, the $\sigma_C$ can be expressed as follows by expanding eq. (5) with regard to room temperature and high temperature:

$$\sigma_C = \frac{2 \sigma_0^T}{\pi} \arccos \left( \left( \frac{K_{IC}^T}{K_{IC}^C} \right)^2 \left( \frac{\sigma_C^R}{\sigma_0^R} \right)^2 \left( \frac{\sec \left( \frac{\pi \sigma_C^R}{2 \sigma_0^R} \right) - 1}{1} \right)^2 \right).$$
where the superscript \( T \) indicates the value at elevated temperature \( T \). By obtaining the temperature dependence of \( K_{IC} \) and \( \sigma_0 \), one can estimate \( \sigma_G \).

Figure 20 shows the data on the fracture stress of the crack-healed and the proof-tested specimens as a function of temperature with the evaluated \( \sigma_G \) for the crack-healed alumina/20 vol\% SiC particles composite when \( \sigma_p = 435 \) MPa (Ono et al., 2007). Except the data at 1373 K, all specimens have higher strength than the \( \sigma_G \) at all temperatures. Also, the minimum values of the experimental fracture stress are almost equal to the \( \sigma_G \) at all temperatures. At 1373 K, the \( \sigma_{Fmin} \) is 6.8 \% less than \( \sigma_G \) but the value exists in the dispersion evaluated from the \( K_{IC} \) and the \( \sigma_0 \) that have large scatters.

![Figure 20](image-url)

Fig. 20. Fracture stress of the crack-healed and proof tested specimens as a function of temperature with the evaluated minimum fracture stress guaranteed of the crack-healed Al\(_2\)O\(_3\)/ 20 vol.% SiC particles composite proof tested under 435 MPa

![Figure 21](image-url)

Fig. 21. Comparison between minimum fracture stresses guaranteed and measured minimum fracture stress
Moreover, the guaranteed theory can be applied to Si₃N₄ (Ando et al., 2002b; Ando et al., 2005) and coil spring made of Si₃N₄ (Nakatani et al., 2005). The results obtained can be seen in Fig. 21, where the measured \( \sigma_{F_{\text{min}}} \) is plotted as a function of the evaluated \( \sigma_{G} \). \( N \) in the figure denotes the number of samples used to obtain \( \sigma_{F_{\text{min}}} \). Four solid diamonds indicate the data on the ceramic coil spring made of silicon nitride. All \( \sigma_{F_{\text{min}}} \) showed good agreement with \( \sigma_{G} \). From this figure, it can be concluded that eq. (5) can be applied to Al₂O₃/SiC, Si₃N₄, and even to a coil spring.

8. Through life reliability of ceramic components

The flow chart of a new methodology to guarantee the structural integrity of a ceramic component is shown in Fig. 22. This new concept consisted of the following three stages: (a) crack-healing under optimized conditions, (b) proof testing, and (c) in-situ (in-service) crack-healing.

![Flow chart](image)

Fig. 22. Through life reliability management of ceramic component using crack-healing and proof test

By machining, many surface cracks will be induced and reliability will decrease considerably. However, by crack-healing under optimized conditions, surface cracks can be healed completely and reliability will be increased. However, for the crack-healing of the above ceramics, oxygen is necessary. Consequently an embedded flaw cannot be healed. This means that the structural integrity of ceramic components before service cannot be guaranteed only by crack-healing technology. A new theory to explain the temperature dependence of minimum fracture stress guaranteed based on non-linear fracture mechanics was proposed as mentioned in section 7. Thus, before service, the structural integrity of ceramic components can be confidently guaranteed using the concept: crack-healing + proof test.

After service, if a crack is initiated, structural integrity will decrease considerably depending on the crack size. However, if a material can heal a crack in service, it would be very desirable for structural integrity. As mentioned in section 6, several materials developed by the present authors can heal a crack during service. Thus, a new concept shown in Fig. 22 is effective to increase the through life reliability of ceramic components.
9. Conclusion

Structural ceramics are generally brittle, which seriously affects the reliability of ceramic components. Four methods are used to resolve this weakness: (a) the ceramic is toughened by fiber reinforcement or microstructural control, (b) high level non-destructive inspection and repair of the unacceptable flaws, (c) using the proof test and then only using the components that have high reliability, and (d) making use of the self-crack-healing ability. In this chapter, special attention was paid to method (d), the self-crack-healing ability of structural ceramics.

In Section 1, the advantages of using the crack-healing ability of ceramics are outlined. In Section 2, nano-composite and multi-composite materials having crack-healing ability are presented. In Section 3, basic crack-healing ability is introduced in detail. In Section 4, the high-temperature strength characteristics of crack-healed specimens are explained. Machining is a necessary process for ceramic machine components, but machining can cause many cracks in the components. In Section 5, it is explained in detail how the many cracks introduced by machining can be healed and strength recovered completely. If a material were able to heal a crack that initiated during its service, it would be extremely beneficial for the structural integrity of a ceramic component. Thus, in Section 6, crack-healing behavior under stress and the resultant strength at the temperature of the crack healing are introduced in detail. Even if all surface cracks were healed completely, embedded flaws such as cracks and pores cannot be healed, because oxygen is necessary for crack healing. Thus, a proof test is necessary for the higher reliability. In Section 7, a detailed explanation of the proof test theory and its usefulness is given. In Section 8, a methodology to increase the through life reliability of ceramic components is explained.

In conclusion, the crack-healing ability of structural ceramics is a very useful technology for higher structural integrity and for reducing the machining and non-destructive inspection costs.
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