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MP472 QUANTUM INFORMATION PROCESSING

Classical information
- classical bit
- Boolean function
- Boolean circuit

Quantum information
- quantum bit(s)
- quantum operations
- quantum state measurement
- quantum circuit
- example: quantum entangler

Example of quantum information processing:
Teleportation



Classical information and its processing

An elementary unit of classical information is bit

B = {0, 1}

Information is physical (Rolf Landauer, IBM):

The values 0 and 1 of the bit correspond to two distinct values (states) of some
physical quantity, for example electric voltage.



A Boolean function on n variables

F(x1, x2, ..., xn) : Bn → Bk

Examples: simple Boolean functions



A Boolean circuit is a representation of a Boolean function as a composition of other
Boolean functions from a set B, for example:

B {∧,⊕}
A circuit overB is a sequence of assignments involving n input variables {x1, x2, ..., xn}
and several auxiliary variables

�
y1, y2, ..., yk

�
where yk = fk(u1, ..., ur) and each of the

variables u1, ..., ur are either input variables or auxiliary variables preceeding yk.

Example: Addition of two 2-digit numbers (Kitaev et al.)

A basis B is called complete , if for any Boolean function f , there is a circuit over B
that computes f . For example B {∧,⊕}.



Quantum information

Quantum bit or qubit is a two dimensional Hilbert space H2 � C2
.

Qubit values are vectors, states, from this Hilbert space:

|φ� = c0|0� + c1|1�

where |0� and |1� are an orthonormal set called the standard computational basis
and c0, c1 ∈ C and |c0|

2 + |c1|
2 = 1.



Physical realization of a qubit can for example be a spin-1/2 particle:

|0� = | ↑� |1� = | ↓� |φ� = c↑| ↑� + c↓| ↓�
or two energy levels of an atom or ion,

or opposite superconducting fluxes in a superconducting flux qubit,

or ...

Quantum logic operations are rotations of a quantum state vector in a Hilbert

space:

they are unitary, and thus reversible, operations.

(Classical computation can be made reversible.)



Qubits

A quantum state of n qubits is a vector in 2n
-dimensional Hilbert space:

n�

k=1
H

2 = H2 ⊗H2 ⊗ ...H2
(n-times) = H2n

Examples: Composite product states

|φ� = |0� ⊗ |0� = |0�|0� = |00�
or

|ψ� = �c0|0� + c1|1�
� ⊗ |0� = c00|00� + c10|10�

where in the latter we identified c00 = c0 and c10 = c1.



Examples: Entangled states: the Bell states

|β00� =
1√
2

(|00� + |11�)

|β01� =
1√
2

(|01� + |10�)

|β10� =
1√
2

(|00� − |11�)

|β11� =
1√
2

(|01� − |10�)



No-cloning theorem: Quantum information can not be cloned (copied):

Assume there is a cloning operator Ĉ such that

Ĉ|0� = |0� ⊗ |0� = |00� and Ĉ|1� = |1� ⊗ |1� = |11�

then applying it onto a superposition |ψ� = c0|0� + c1|1� proofs the theorem

Ĉ|ψ� � |ψ� ⊗ |ψ�

Ĉ
�
c0|0� + c1|1�

�
= c0Ĉ|0� + c1Ĉ|1�
= c0|00� + c1|11�
�
�
c0|0� + c1|1�

� ⊗ �c0|0� + c1|1�
�

= c2
0|00� + c0c1|01� + c0c1|10� + c2

1|11�



Quantum computing operations

Single qubit gates

Phase flip Ẑ

Ẑ|0� = |0�
Ẑ|1� = −|1�

Ẑ
�
c0|0� + c1|1�

�
= c0 Ẑ |0� + c1 Ẑ |1� = c0|0� − c1|1�

This operation or gate has no analog in classical world.

Homework:

Show that the states |ψ� = 1√
2

(|0� + |1�) and |Ẑψ� = Ẑ|ψ� are orthogonal.



Bit flip X̂

X̂|0� = |1�
X̂|1� = |0�

X̂
�
c0|0� + c1|1�

�
= c0 X̂ |0� + c1 X̂ |1� = c1|0� + c0|1�



Hadamard gate Ĥ

Ĥ|0� = 1√
2

(|0� + |1�)

Ĥ|1� = 1√
2

(|0� − |1�)

Ĥ
�
c0|0� + c1|1�

�
= c0 Ĥ |0� + c1 Ĥ |1�
=

c0√
2

(|0� + |1�) + c1√
2

(|0� − |1�)

=
c0 + c1√

2
|0� + c0 − c1√

2
|1�

Homework:

Show what operations correspond to the following products ĤĤ, ĤẐĤ, ĤX̂Ĥ.



Two-qubit gates

Two-qubit states have the standard computational basis B = {|00�, |01�, |10�, |11�}.

Controlled-NOT

CNOT12 (the first qubit is the control qubit, the second is the target qubit):

CNOT12|00� = |00�
CNOT12|01� = |01�
CNOT12|10� = |11�
CNOT12|11� = |10�

CNOT12
�
c00|00� + c01|01� + c10|10� + c11|11�� = c00|00� + c01|01� + c11|10� + c10|11�



CNOT21:

CNOT21|00� = |00�
CNOT21|01� = |11�
CNOT21|10� = |10�
CNOT21|11� = |01�

CNOT21
�
c00|00� + c01|01� + c10|10� + c11|11�� = c00|00� + c11|01� + c10|10� + c01|11�



Application: the Bell state generator

|φ1� = |0� ⊗ |0� = |00�
|φ2� =

�
Ĥ ⊗ 1̂

�
|φ1� = Ĥ|0� ⊗ 1̂|0� = 1√

2
(|0� + |1�) ⊗ |0� = 1√

2
(|00� + |10�)

|β00� = CNOT |φ2� =
1√
2

(|00� + |11�)

(Here CNOT stays for CNOT12.)

Homework: Design circuits to generate the other Bell states

|β01� =
1√
2

(|01� + |10�) |β10� =
1√
2

(|00� − |11�) |β11� =
1√
2

(|01� − |10�)



Single qubit measurement

Measurement of one qubit |φ� = c0|0� + c1|1� in the standard computational basis
gives classical bit of information:

• with the probability
���c0
���2 the measurement gives the result M = 0 and the quan-

tum state immediately after the measurement has collapsed to |ψ� = |0�;

• with the probability |c1|2 the measurement gives the result M = 1 and the quan-
tum state immediately after the measurement has collapsed to |ψ� = |1�.



Measurement of an entangled state - Einstein-Podolsky-Rosen paradox

Measurement of the first qubit of a two-qubit entangled state |φ� = c00|00� + c11|11�
yields the following outcome:

• with the probability
���c00
���2 the measurement gives the result M1 = 0 and the

quantum state immediately after the measurement has collapsed to |ψ� = |00�;

• with the probability |c11|2 the measurement gives the result M1 = 1 and the
quantum state immediately after the measurement has collapsed to |ψ� = |11�.

The measurement of one qubit of an entangled two-qubit state completely de-
termines the state of the other qubit after the measurement even if both qubits
are spatially separated and can not communicate or interact.



Teleportation 



Teleportation

Teleport an unknown qubit state |ψ� using the Bell state |β00� and single-qubit and
two-qubit operations, two measurements and communication of two classical bits.



|ψ� = c0|0� + c1|1� |β00� =
1√
2

(|00� + |11�)

|φ1� = |ψ� ⊗ |β00� = |ψ�|β00� =
1√
2
�
c0|000� + c0|011� + c1|100� + c1|111��

|φ2� =
1√
2
�
c0|000� + c0|011� + c1|110� + c1|101��



|φ2� =
1√
2
�
c0|000� + c0|011� + c1|110� + c1|101��

|φ3� =
1√
2
�
c0|000� + c0|100� + c0|011� + c0|111� + c1|010� − c1|110� + c1|001� − c1|101��



|φ3� =
1√
2
�
c0|000� + c0|100� + c0|011� + c0|111� + c1|010� − c1|110� + c1|001� − c1|101��

Four possible results of the measurements on the first and second qubit are

(i) M1 = 0, M2 = 0 (ii) M1 = 0, M2 = 1
(iii) M1 = 1, M2 = 0 (iv) M1 = 1, M2 = 1



|φ3� =
1√
2
�
c0|000� + c0|100� + c0|011� + c0|111� + c1|010� − c1|110� + c1|001� − c1|101��

Measurement results: M1 = 0, M2 = 0

|φ4� = c0|000� + c1|001� = |00� ⊗ �c0|0� + c1|1�
�
= |00� ⊗ |ψ��

|ψ� = Ẑ0 X̂0 |ψ�� = |ψ�� = c0|0� + c1|1�
The final state of the third qubit is now the same as the initial state of the first qubit.



|φ3� =
1√
2
�
c0|000� + c0|100� + c0|011� + c0|111� + c1|010� − c1|110� + c1|001� − c1|101��

Measurement results: M1 = 1, M2 = 0

|φ4� = c0|100� − c1|101� = |10� ⊗ �c0|0� − c1|1�
�
= |10� ⊗ |ψ��

|ψ� = Ẑ1 X̂0 |ψ�� = Ẑ
�
c0|0� − c1|1�

�
= c0|0� + c1|1�

The final state of the third qubit is now the same as the initial state of the first qubit.



|φ3� =
1√
2
�
c0|000� + c0|100� + c0|011� + c0|111� + c1|010� − c1|110� + c1|001� − c1|101��

Measurement results: M1 = 0, M2 = 1

|φ4� = c0|011� + c1|010� = |01� ⊗ �c1|0� + c0|1�
�
= |01� ⊗ |ψ��

|ψ� = Ẑ0 X̂1 |ψ�� = X̂
�
c1|0� + c0|1�

�
= c0|0� + c1|1�

The final state of the third qubit is now the same as the initial state of the first qubit.



|φ3� =
1√
2
�
c0|000� + c0|100� + c0|011� + c0|111� + c1|010� − c1|110� + c1|001� − c1|101��

Measurement results: M1 = 1, M2 = 1

|φ4� = c0|111� − c1|110� = |11� ⊗ �−c1|0� + c0|1�
�
= |11� ⊗ |ψ��

|ψ� = Ẑ1 X̂1 |ψ�� = ẐX̂
�−c1|0� + c0|1�

�
= Ẑ
�
c0|0� − c1|1�

�
= c0|0� + c1|1�

The final state of the third qubit is now the same as the initial state of the first qubit.



QUANTUM MECHANICS FOUNDATIONS OF QUANTUM INFORMATION
PROCESSING

STATES



FIRST POSTULATE

At a fixed time t, the state of a physical system is defined by specifying a ket |ψ(t)�
belonging to the state space H .

The state space is a space of all possible states of a given physical system, and it is
a Hilbert space, i.e.

(1) a vector space over the field of complex numbers C
(2) with inner product, and
(3) with a norm and a metric induced by the inner product, and
(4) it is also a complete space (relevant to infinite dimensions).



Definition of a vector space.
A vector space over the field of complex numbers C is a set of elements, called
vectors, with an operation of addition, which for each pair of vectors |ψ� and |φ�
specifies a vector |ψ� + |φ�, and an operation of scalar multiplication, which for each
vector |ψ� and a number c ∈ C specifies a vector c|ψ� such that (s.t.)
1) |ψ� + |φ� = |φ� + |ψ�
2) |ψ� + (|φ� + |χ�) = (|ψ� + |φ�) + |χ�
3) there is a unique zero vector s.t. |ψ� + 0 = |ψ�
4) c(|ψ� + |φ�) = c|ψ� + c|φ�
5) (c + d)|ψ� = c|ψ� + d|ψ�
6) c(d|ψ�) = (cd)|ψ�
7) 1.|ψ� = |ψ�
8) 0.|ψ� = 0
Example:
A set of N-tuples of complex numbers.



An inner product.
Dirac bra-ket notation:

|ψ�, |φ� ∈ H
�φ|ψ� ∈ C

A bra �φ| is the adjoint of a ket |φ�, e.g.

if |ψ� = c1|φ1� + c2|φ2�,
then �ψ| = c∗1�φ1| + c∗2�φ2|

We call |φ1� and |φ2� a basis (or basis elements) of H if and only if

span{|φ1�, |φ2�} = H
and �φi|φ j� = δi j

where δi j is the Kronecker delta-symbol. And with a norm and metric induced by the
inner product.



Norm:

e.g. �φi|φ j� = δi j i.e.

�φ1|φ1�1/2 = �φ1� = 1
≡ the norm of |φ1�

If the norm is 1, the state is said to be normalized, i.e. its length equals 1.

Two vectors are orthogonal if their inner product is zero. A set of mutually orthogonal
vectors of unit norm is said to be orthonormal.



Metric: a metric is a map which assigns to each pair of vectors |ψ�, |φ� a scalar ρ ≥ 0
such that

1. ρ (|ψ�, |φ�) = 0 iff |ψ� = |φ�;

2. ρ (|ψ�, |φ�) = ρ (|φ�, |ψ�)

3. ρ (|ψ�, |χ�) ≤ ρ (|ψ�, |φ�) + ρ (|φ�, |χ�) (triangle identity)

We say that the metric is induced by the norm if

ρ (|ψ�, |φ�) = �|ψ� − |φ��
So the Hilbert space is normed and a metric space. What else?



It is also a complete space so every Cauchy sequence of vectors, i.e.

�|ψn� − |ψm�� → 0 as m, n→ ∞
converges to a limit vector in the space.

(We need this condition to be able to handle systems with infinite-dimensional Hilbert

spaces, i.e. with infinite degrees of freedom.)

Can we be more concrete about quantum states? What really is a ket |ψ�?

Now, we need the concept of representation.

Let us say we have the Hilbert space H and the basis

B = {|φ1�, |φ2�}



and we have a ket

|ψ� ∈ H
which we wish to express in the representation given by the basis B.

We use the completeness relation
�

i
|φi��φi| = 1̂

as follows

|ψ� =
�

i
|φi� �φi|ψ�����

a number∈C
=
�

i
ci|φi�

Our state becomes a specific superposition of the basis set elements, i.e. we have

expanded |ψ� in terms of {|φi�}.



Quantum bit

Quantum bit or qubit is a two dimensional Hilbert space H2 � C2
. Its values

are vectors, states, or kets, from this Hilbert space:

|φ� = c0|0� + c1|1� =
�

c0
c1

�

The vectors |0� and |1� are the basis vectors from the standard computational ba-
sis:

B = {|0�, |1�} =
��

1
0

�
,

�
0
1

��

so that H2 = span (B). The conjugate bra �φ| = c∗0�0| + c∗1�1| =
�

c∗0 c∗1
�

The coefficients c0 and c1 are complex numbers, c0, c1 ∈ C, satisfying |c0|
2+ |c1|

2 = 1.



Recall that multiplying a quantum states by global phase, a complex number of unit
modulus e

iθ, has no observable consequences:

|φ� = c0|0� + c1|1� → |φ�� = e
iθ|φ� = c0e

iθ|0� + c1e
iθ|1� = c

�
0|0� + c

�
1|1�

The probability of obtaining the measurement result 0 or 1 when measuring the qubit
in the standard basis remains the same:

���c�0
���2 = c

�∗
0 c
�
0 = c

∗
0e
−iθ

c0e
iθ = c

∗
0c0 =

���c0
���2

���c�1
���2 = c

�∗
1 c
�
1 = c

∗
1e
−iθ

c1e
iθ = c

∗
1c1 = |c1|2

The expectation value or average value of an observable Ô, obtained from its re-
peated measurement on the qubits in an equally prepared state, is also invariant
with the global phase:

< Ô >φ�= �φ�|Ô|φ�� = e
−iθ

e
iθ�φ|Ô|φ� =< Ô >φ

This suggests that we need three real numbers to specify a state of one qubit.



Density operator/matrix

We can represent a qubit state |φ�, and any quantum state, by the projector onto
the one-dimensional subspace it spans:

ρ̂ = |φ��φ| = �c0|0� + c1|1�
� �

c∗0�0| + c∗1�1|
�

=
���c0
���2 |0��0| + c0c∗1 |0��1| + c∗0c1 |1��0| + |c1|2 |1��1|

In matrix representation given by the standard computational basis, we have

ρ̂ =

�
ρ00 ρ01
ρ10 ρ11

�
=

�
c0
c1

� �
c∗0 c∗1

�
=




���c0
���2 c0c∗1

c∗0c1 |c1|2




We observe that the norm of a state is Tr(ρ̂) = |c0|2+ |c1|2 = 1 and also that ρ10 = ρ
∗
01.



Bloch representation

The single-qubit density matrix can be decomposed as follows

ρ̂ =
1
2

�
Î + �r . �σ

�
=

1
2

�
Î + rx σx + ry σy + rz σz

�

=
1
2

��
1 0
0 1

�
+ rx

�
0 1
1 0

�
+ ry

�
0 −i
i 1

�
+ rz

�
1 0
0 −1

��

where σx, σy, and σz are the Pauli matrices.

The vector �r =
�
rx, ry, rz

�
is called the Bloch vector and its components, real num-

bers between 0 between 1, are related to the density matrix elements as follows:

rx = 2 Re
�
ρ10
�

ry = 2 Im
�
ρ10
�

rz = ρ00 − ρ11



Examples

To construct their Bloch representation of pure states of one qubit (mixed states
will come later) we use

rx = 2 Re
�
ρ10
�
= 2 Re

�
c∗0c1
�

ry = 2 Im
�
ρ10
�
= 2 Im

�
c∗0c1
�

rz = ρ00 − ρ11 =
���c0
���2 − |c1|2



1. |φ� = |0�

ρ̂ = |0��0| =
�

1
0

� �
1∗ 0∗

�
=

�
1 0
0 0

�
⇒ �r = (0, 0, 1)

2. |φ� = |1�

ρ̂ = |1��1| =
�

0
1

� �
0∗ 1∗

�
=

�
0 0
0 1

�
⇒ �r = (0, 0,−1)

3. |φ� = 1√
2

(|0� + |1�)

ρ̂ = |φ��φ| =




1√
2

1√
2




�
1√
2
∗ 1√

2
∗
�
=

1
2




1 1

1 1


 ⇒ �r = (1, 0, 0)



4. |φ� = 1√
2

(|0� − |1�)

ρ̂ = |φ��φ| =




1√
2

− 1√
2




�
1√
2
∗ − 1√

2
∗
�
=

1
2




1 −1

−1 1


 ⇒ �r = (−1, 0, 0)

5. |φ� = 1√
2

(|0� + i|1�)

ρ̂ = |φ��φ| =




1√
2

i 1√
2




�
1√
2
∗
�
i 1√

2

�∗ �
=

1
2




1 −i

i 1


 ⇒ �r = (0, 1, 0)



Bloch sphere

The set of all Bloch vectors for single qubit pure states form a surface of a sphere of
unit radius.

Examples

|φ� = |1� |φ� = 1√
2

(|0� + |1�) |φ� = 1√
2

(|0� + i|1�)
�r = (0, 0,−1) �r = (1, 0, 0) �r = (0, 1, 0)



Composition of Hilbert spaces

A tensor product of vector spaceV andU is a vector spaceW whose dimension is
(dimV).(dimU).

Let BU = {|u1�, |u2�, . . . , |un�} be a basis of U and BV = {|v1�, |v2�, . . . , |vn�} be a
basis of V, then a basis of W = U ⊗V is BW = {|u1v1�, |u1v2�, . . . , |unvn�} where
|ukvl� = |uk� ⊗ |vl�.

Example

Let BU = {|0�, |1�}, BV = {|0�, |1�}, then BW = {|00�, |01�, |10�, |11�}.



Qubits

A quantum state of n qubits is a vector in 2n
-dimensional Hilbert space:

n�

k=1
H

2 = H2 ⊗H2 ⊗ ...H2
(n-times) = H2n

The standard computational basis of n-qubit Hilbert space:

B
H2n = {|0 . . . 000�, |00 . . . 001�, |00 . . . 010�, |00 . . . 011�, . . . |1 . . . 111�}

Example: The standard basis of a two-qubit Hilbert space

B
H4 = {|00�, |01�, |10�, |11�}



Examples of two-qubit states:
(i) Composite product states

|φ� = |0� ⊗ |0� = |0�|0� = |00�
|ψ� = �c0|0� + c1|1�

� ⊗ |0� = c00|00� + c10|10�
(ii) Entangled states: the Bell states

|β00� =
1√
2

(|00� + |11�)

|β01� =
1√
2

(|01� + |10�)

|β10� =
1√
2

(|00� − |11�)

|β11� =
1√
2

(|01� − |10�)



Superdense coding

Task:
Alice wants to send two classical bits of information, that is one of the bit strings
{00, 01, 10, 11}, to Bob.

Resources:
i) Alice and Bob share two qubits in the Bell state |β00� = 1√

2
(|00� + |11�)

ii) Alice can send her one quantum bit to Bob.



Superdense coding protocol

1. Alice and Bob share two qubits in the Bell state |β00� = 1√
2

(|00� + |11�).
2. Depending on what bit string, 00, 01, 10, 11, Alice wants to send to Bob, she applies
one of the following transformations to her qubit:

00 : Î : |β00� = 1√
2

(|00� + |11�) → |β00� = 1√
2

(|00� + |11�)
01 : Ẑ : |β00� = 1√

2
(|00� + |11�) → |β10� = 1√

2
(|00� − |11�)

10 : X̂ : |β00� = 1√
2

(|00� + |11�) → |β01� = 1√
2

(|01� + |10�)
11 : ẐX̂ = iŶ : |β00� = 1√

2
(|00� + |11�) → |β11� = 1√

2
(|01� − |10�)

3. The resulting Bell states are orthogonal and hence Bob can distinguish them by a
measurement in the Bell basis.

One qubit is sufficient to transmit two bits of classical information.



Einstein-Podolsky-Rosen paradox

The measurement of one qubit of an entangled two-qubit state completely deter-

mines the state of the other qubit after the measurement even if both qubits are

spatially separated. This implies that the first qubit communicates with the other

instantaneously, that is, faster than light, across the space ⇒ spooky action at a

distance - A. Einstein.

Resolving the paradox:

Hidden variables theory: Quantum mechanics can not be complete. There must

be some unknown mechanism acting on quantum mechanical variables to give rise

to observable effects of noncommutative quantum observables like Heisenberg un-

certainty principle.

Bell inequalities: No hidden variable theory.



Bell inequalities John S. Bell 1962

Alice and Bob share a two-particle system.

Each can perform one of two different measurements and they can decide which
measurement to perform by flipping a coin once they receive a particle. The mea-
surement outcome can be +1 or −1.

Alice can measure physical properties of her particle PQ or PR, and Bob can mea-
sure properties PS or PT of his particle; both measurements take place at the same
time.



We calculate the quantity

QS + RS + RT − QT = (Q + R)S + (R − Q)T

Because R,Q = ±1 it follows that either

(Q + R)S = 0 or (R − Q)T = 0

In either case

QS + RS + RT − QT = ±2



Suppose that p(q, r, s, t) is the probability that before the measurements, the system
is in the state where Q = q, R = r, S = s, and T = t.
The mean value

E(QS + RS + RT − QT ) =
�

q,r,s,t
p(q, r, s, t)(qs + rs + rt − qt) ≤

�

q,r,s,t
p(q, r, s, t) × 2 = 2

Also

E(QS + RS + RT − QT ) =
�

q,r,s,t
p(q, r, s, t)qs +

�

q,r,s,t
p(q, r, s, t)rs

+
�

q,r,s,t
p(q, r, s, t)rt −

�

q,r,s,t
p(q, r, s, t)qt

= E(QS ) + E(RS ) + E(RT ) − E(QT )

Comparing both gives the Bell inequality

E(QS ) + E(RS ) + E(RT ) − E(QT ) ≤ 2



Now let Alice and Bob share a quantum system of two qubits in the state

|ψ� = |01� − |10�√
2

( = |β11� )

They perform measurements of the following observables:

Alice: Q = Ẑ1 R = X̂1 Bob: S = −Ẑ2−X̂2√
2

T = Ẑ2−X̂2√
2

The expectation values of these observables are

< QS >=
1√
2

; < RS >=
1√
2

; < RT >=
1√
2

; < QT >= − 1√
2

Thus quantum mechanical systems violate the Bell inequality:

< QS > + < RS > +RT > − < QT >= 2
√

2

Experiment: Alain Aspect 1982.



Evaluation of the expectation values:

< QS > = �ψ|−Ẑ1 ⊗ Ẑ2 − Ẑ1 ⊗ X̂2√
2

|ψ� = 1
2
√

2
(�01| − �10|)(−Ẑ1 ⊗ Ẑ2 − Ẑ1 ⊗ X̂2)((|01� − |10�)

=
1

2
√

2
(�01|(−Ẑ1 ⊗ Ẑ2)|01� + �10|(−Ẑ1 ⊗ Ẑ2)|10�) = 1

2
√

2
(1 + 1) =

1√
2

< RS > = �ψ|−X̂1 ⊗ Ẑ2 − X̂1 ⊗ X̂2√
2

|ψ� = 1√
2

< RT > = �ψ|X̂1 ⊗ Ẑ2 − X̂1 ⊗ X̂2√
2

|ψ� = 1√
2

< QT > = �ψ|Ẑ1 ⊗ Ẑ2 − Ẑ1 ⊗ X̂2√
2

|ψ� = − 1√
2



Entanglement on bipartite systems

Theorem: Schmidt’s decomposition

Suppose |ψ� is a pure state of a bipartite system, AB. Then there exist orthonormal
states |iA� for system A, and |iB� for system B such that

|ψ� =
�

i
λi |iA�|iB�

where λi are non-negative real numbers satisfying
�

i λ
2
i = 1 known as the Schmidt

coefficients.

The number of non-zero values λi is called the Schmidt number.



Proof

Let us assume for the sake of simplicity that the Hilbert spaces for the system A
and the system B have the same dimension. Let {| j�} and {|k�} be any fixed basis for

systems A and B, respectively. Then |ψ� can be written as

|ψ� =
�

jk
a jk | j�|k�

for some matrix a of complex numbers a jk.

By singular value decomposition, a = udv, where d is a diagonal matrix with non-

negative real elements, and u and v are unitary matrices. Thus

|ψ� =
�

i jk
u jidiivik | j�|k�



Defining |iA� =
�

j u ji | j� and |iB� =
�

k vik |k�, and λi = dii we get

|ψ� =
�

i
λi |iA�|iB�

Both |iA� and |iB� form orthonormal sets. This follows from the unitarity of u and v
and orthonormality of | j� and |k�. Q.E.D.

If the Schmidt number is 1, then the quantum state of the bipartite system
is a product state, otherwise it is an entangled states.



Examples
(i) Schmidt number = 1
a) Let us have the state |ψ� = 1√

2
(|00� + |01�. The matrix a is then

a =




1√
2

1√
2

0 0




Now we construct the matrix aa†

aa† = udvv†d†u† = ud2u† =




1 0

0 0




where d = d† because d is diagonal matrix with real entries.The matrix aa† is already
diagonal and has one nonzero eigenvalue.Thus the state |ψ� is a product state.



b) Let us have the state |ψ� = 1
2(|00� + |01� − |10� − |11�). The matrix a is then

a =




1
2

1
2

−1
2 −

1
2




Now we construct the matrix aa†

aa† =




1
2 −1

2

−1
2

1
2




The matrix aa† is not diagonal so we have to diagonalize it. The eigenvalues are
given as the roots of the characteristic equation

det
�
aa† − λÎ

�
=

�
1
2
− λ
�2
− 1

4
= 0

we get λ1 = 1 and λ2 = 0, so the state is again a product state.



(ii) Schmidt number = 2
a) Let us have the state |ψ� = 1√

2
(|00� + |11�. The matrix a is then

a =




1√
2

0

0 1√
2




Now we construct the matrix aa†

aa† = udvv†d†u† = ud2u† =




1
2 0

0 1
2




The matrix aa† is diagonal and has two nonzero eigenvalues.Thus the state |ψ� is
entangled.



b) Let us have the state |ψ� = 1√
2
(|01� − i|10�. The matrix a and a† are then

a =




0 1√
2

−i 1√
2

0




a† =




0 i 1√
2

1√
2

0




Now we construct the matrix aa†

aa† =




1
2 0

0 1
2




The Schmidt number thus equals to 2, and therefore the state |ψ� is entangled.



QUANTUM MECHANICS FOUNDATIONS OF QUANTUM INFORMATION
PROCESSING

OPERATORS



SECOND POSTULATE

Every measurable physical quantity A is described by an operator Â acting on H ;

this operator is an observable.

————–

An operator Â : H → F such that |ψ�� = Â|ψ� for

|ψ� ∈ H����
domain D(Â)

and |ψ�� ∈ F����
range R(Â)



Properties:

1. Linearity Â
�

i ci|φi� =
�

i ciÂ|φi�

2. Equality Â = B̂ iff Â|ψ� = B̂|ψ� and D(Â) = D(B̂)

3. Sum Ĉ = Â + B̂ iff Ĉ|ψ� = Â|ψ� + B̂|ψ�

4. Product Ĉ = ÂB̂ iff

Ĉ|ψ� = ÂB̂|ψ�
= Â

�
B̂|ψ�
�
= Â|B̂ψ�



5. Functions Â2 = ÂÂ, then Ân = ÂÂn−1 and if a function f (ξ) =
�

n anξn, then by
the function of an operator f (Â) we mean

f
�
Â
�
=
�

n
anÂn

e.g.

eÂ =

∞�

n=0

1
n!

Ân

We will see later how to calculate a function of an operator using its spectral
decomposition.



Iff the operator is diagonal, the function of the operator is obtained by
taking the function of each of its diagonal elements, its eigenvalues.

Example:
Let

Ẑ =

�
1 0
0 −1

�

then

Ŝ =
�

Ẑ =
� √

1 0
0
√
−1

�
=

�
1 0
0 i

�
=




1 0

0 eiπ/2






Commutator and anticommutator
In contrast to numbers, a product of operators is generally not commutative, i.e.

ÂB̂ � B̂Â

———–
For example: three vectors |x�, |y� and |z� and two operators R̂x and R̂y such that:

R̂x|x� = |x�, R̂y|x� = −|z�,
R̂x|y� = |z�, R̂y|y� = |y�,
R̂x|z� = −|y�, R̂y|z� = |x�

then

R̂xR̂y|z� = R̂x|x� = |x� �
R̂yR̂x|z� = −R̂y|y� = −|y�

—————



An operator
�
Â, B̂
�
= ÂB̂ − B̂Â is called commutator.

We say that Â and B̂ commute iff
�
Â, B̂
�
= 0 in which case also

�
f (Â), f (B̂)

�
= 0.

An operator
�
Â, B̂
�
= ÂB̂ + B̂Â is called anticommutator.

Basic properties:
�
Â, B̂
�
= −

�
B̂, Â
�

�
Â, B̂
�
=
�
B̂, Â
�

�
Â, B̂ + Ĉ

�
=
�
Â, B̂
�
+
�
Â, Ĉ
�

�
Â, B̂Ĉ

�
=
�
Â, B̂
�
Ĉ + B̂

�
Â, Ĉ
�

the Jacobi identity:
�
Â,
�
B̂, Ĉ
��
+
�
B̂,
�
Ĉ, Â
��
+
�
Ĉ,
�
Â, B̂
��
= 0



Types of operators (examples)

1. Â is bounded iff ∃β > 0 such that
���Â|ψ�

��� ≤ β �|ψ�� for all |ψ� ∈ D(Â). Infimum of
β is called the norm of Â

2. Â is symmetric if �ψ1|Âψ2� = �Âψ1|ψ2� for all |ψ1�, |ψ2� ∈ D(Â).

3. Â is hermitian if it is bounded and symmetric.

4. Let Â be a bounded operator (with D(Â) dense inH); then there is an adjoint operator Â†

such that

�ψ1|Â†ψ2� = �Âψ1|ψ2�



i.e.

�ψ1|Â†ψ2� = �ψ2|Âψ1�∗

for all |ψ1�, |ψ2� ∈ D(Â).

Properties:
����Â†
���� =

���Â
���

�
Â†
�†
= Â

�
Â + B̂

�†
= Â† + B̂†

�
ÂB̂
�†
= B̂†Â† (the order changes)

�
λÂ
�†
= λ∗Â†



How can we construct an adjoint?

E.g. Let us have an operator in a matrix representation (so it is also a matrix)

then

Â† =
�
AT�∗ = transpose & complex conjugation

5. Â is selfadjoint if Â† = Â.

This is the property of observables!

Their eigenvalues are real numbers, e.g. X̂|x� = x|x�

6. Â is positive if �ψ|Â|ψ� ≥ 0 for all |ψ� ∈ H

7. Â is normal if ÂÂ† = Â†Â i.e.

�
Â, Â†

�
= 0

������������������
commutator



8. Let Â be an operator. If there exists an operator Â
−1

such that ÂÂ
−1 = Â

−1
Â = 1̂

(identity operator) then Â
−1

is called an inverse operator to Â

Properties:

�
ÂB̂

�−1
= B̂

−1
Â
−1

�
Â
†�−1

=
�
Â
−1�†

9. an operator Û is called unitary if Û
† = Û

−1
, i.e. ÛÛ

† = Û
†
Û = 1̂.

Formal solution of the Schrödinger equation leads to a unitary operator: if Ĥ is

the Hamiltonian (total energy operator),

i�
d
dt
|ψ(t)� = Ĥ|ψ(t)�

⇒
�

t

0

d|ψ(t�)�
|ψ(t�)� = −

i

�

�
t

0
Ĥdt
�



If the Hamiltonian is time independent then

|ψ(t)� = e
− i

�Ĥt|ψ(0)� = Û |ψ(0)�

10. An operator P̂ satisfying P̂ = P̂
† = P̂

2
is a projection operator or projector

e.g. if |ψk� is a normalized vector then

P̂k = |ψk��ψk|
is the projector onto one-dimensional space spanned by all vectors linearly de-

pendent on |ψk�.



Matrix representation of quantum computing operations



Matrix representation in general
Operator is uniquely defined by its action on the basis vectors of the Hilbert space.
Let B =

�
|ψ j�
�

be a basis of H (= D(Â))

Â|ψ j� =
�

k
|ψk��ψk|Â|ψ j�

=
�

k
Ak j|ψk�

where Ak j = �ψk|Â|ψ j� are the matrix elements of the operator Â in the matrix repre-
sentation given by the basis B.
For practical calculations

Â =
�

k j
|ψk��ψk|Â|ψ j��ψ j| =

�

k j
Ak j|ψk��ψ j|



Single-qubt operations in the standard computational basis

(i) Phase flip

Ẑ =



�

k=0,1
|k��k|


 Ẑ



�

l=0,1
|l��l|

 =
�

k,l
�k|Ẑ|l� |k��l|

= �0|Ẑ|0�|0��0| + �0|Ẑ|1�|0��1| + �1|Ẑ|0�|1��0| + �1|Ẑ|1�|1��1|

= �0|Ẑ|0�
�

1
0

� �
1 0

�
+ �0|Ẑ|1�

�
1
0

� �
0 1

�

+ �1|Ẑ|0�
�

0
1

� �
1 0

�
+ �1|Ẑ|1�

�
0
1

� �
0 1

�

=

�
�0|Ẑ|0� �0|Ẑ|1�
�1|Ẑ|0� �1|Ẑ|1�

�
=

�
1 0
0 −1

�
= σz



(ii) Bit flip

X̂ =

�
�0|X̂|0� �0|X̂|1�
�1|X̂|0� �1|X̂|1�

�
=

�
0 1
1 0

�
= σx

(iii) Ŷ = iẐX̂

Ŷ =

�
�0|Ŷ |0� �0|Ŷ |1�
�1|Ŷ |0� �1|Ŷ |1�

�
=

�
�0|iẐX̂|0� �0|iẐX̂|1�
�1|iẐX̂|0� �1|iẐX̂|1�

�
=

�
0 −i
i 0

�
= σy



(iv) Ŝ =
√

Ẑ

Ŝ =

�
1 0
0 i

�

(v) T̂ =
�

Ŝ

T̂ =

�
1 0
0 eiπ/4

�



(vi) Hadamard gate

Ĥ =

�
�0|Ĥ|0� �0|Ĥ|1�
�1|Ĥ|0� �1|Ĥ|1�

�
=




1√
2

1√
2

1√
2
− 1√

2



=

1√
2
�
σx + σz

�



Two-qubt operations in the standard computational basis

(i) CNOT12 (the first qubit is the control qubit, the second is the target):

CNOT12 =




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



= |0��0| ⊗ Î + |1��1| ⊗ X̂ = P̂0 ⊗ Î + P̂1 ⊗ X̂

(ii) CNOT21:

CNOT21 =




1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0



= Î ⊗ |0��0| + X̂ ⊗ |1��1| = Î ⊗ P̂0 + X̂ ⊗ P̂1



(iii) S WAP = CNOT12CNOT21CNOT12

S WAP =




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0







1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0







1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



=




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1






Composition of operators (by example)



1. Direct sum Â = B̂ ⊕ Ĉ
B̂ acts on HB (2 dimensional) and Ĉ acts on HC (3 dimensional)
Let

B̂ =
�

b11 b12
b21 b22

�
and Ĉ =




c11 c12 c13
c21 c22 c23
c31 c32 c33




Â =




b11 b12 0 0 0
b21 b22 0 0 0
0 0 c11 c12 c13
0 0 c21 c22 c23
0 0 c31 c32 c33




Acts on HB ⊕HC



Properties:

Tr
�
B̂ ⊕ Ĉ

�
= Tr

�
B̂
�
+ Tr
�
Ĉ
�

det
�
B̂ ⊕ Ĉ

�
= det

�
B̂
�

det
�
Ĉ
�



2. Direct product Â = B̂ ⊗ Ĉ:

|ψ� ∈ HB, |φ� ∈ HC, |χ� ∈ HB ⊗HC

Â|χ� =
�
B̂ ⊗ Ĉ

�
(|ψ� ⊗ |φ�)����������������

|ψ�|φ� to simplify the notation
= B̂|ψ�Ĉ|φ�

Â =


b11c11 b11c12 b11c13 b12c11 b12c12 b12c13
b11c21 b11c22 b11c23 b12c21 b12c22 b12c23
b11c31 b11c32 b11c33 b12c31 b12c32 b12c33
b21c11 b21c12 b21c13 b22c11 b22c12 b22c13
b21c21 b21c22 b21c23 b22c21 b22c22 b22c23
b21c31 b21c32 b21c33 b22c31 b22c32 b22c33






Examples Hadamard gates

Ĥ =




1√
2

1√
2

1√
2
− 1√

2




on two qubit states:

(i) Hadamard gate on the second qubit:

Î ⊗ Ĥ =




1.Ĥ 0.Ĥ

0.Ĥ 1.Ĥ


 =




1√
2

1√
2

0 0

1√
2
− 1√

2
0 0

0 0 1√
2

1√
2

0 0 1√
2
− 1√

2






(ii) Hadamard gate on the first qubit:

Ĥ ⊗ Î =




1√
2
.Î 1√

2
.Î

1√
2
.Î − 1√

2
.Î



=




1√
2

0 1√
2

0

0 1√
2

0 1√
2

1√
2

0 − 1√
2

0

0 1√
2

0 − 1√
2






(iii) Hadamard gates on both qubits:

Ĥ ⊗ Ĥ =




1√
2
.Ĥ 1√

2
.Ĥ

1√
2
.Ĥ − 1√

2
.Ĥ



=




1
2

1
2

1
2

1
2

1
2 −

1
2

1
2 −1

2

1
2

1
2 −1

2 −
1
2

1
2 −

1
2 −

1
2

1
2






Eigenvalues and eigenvectors

Solving a quantum mechanical system means to find the eigenvalues and eigenvec-

tors of the complete set of commuting observables (C.S.C.O.)

1. The eigenvalue equation

Â|ψα� = α����
eigenvalue

|ψα�����
eigenvector

If n > 1 vectors satisfy the eigenvalue equation for the same eigenvalue α, we

say the eigenvalue is n-fold degenerate.



2. The eigenvalues of a self-adjoint operator Â, which are observables and repre-
sent physical quantities, are real numbers

α�ψα|ψα� = �ψα|Âψα�
= �Âψα|ψα�∗ = α∗�ψα|ψα�

⇒ α = α∗ ⇒ α ∈ R



3. Eigenvectors of self-adjoint operators corresponding to distinct eigenvalues are
orthogonal.
Proof: if β � α is also an eigenvalue of Â then

�ψα|Âψβ� = β�ψα|ψβ�
and also

�ψα|Âψβ� = �ψβ|Âψα�∗

= α∗�ψβ|ψα�∗ = α�ψα|ψβ�
which implies

�ψα|ψβ� = 0



Spectral decomposition of an operator

Assume that the eigenvectors of Â define a basis B =
�
|ψ j�
�
,

then Ak j = �ψk|Â|ψ j� = α jδk j.

Operator in this basis is a diagonal matrix with eigenvalues on the diagonal

Â =
�

k j
Ak j|ψk��ψ j|

=
�

j
α j|ψ j��ψ j|

=
�

j
α jÊ j

Ê j is a projector onto 1-dim. space spanned by |ψ j� ⇒ Spectral decomposition!



Function of an operator using its spectral decomposition

f (Â) =
�

j
f (α j)|ψ j��ψ j| =

�

j
f (α j)Ê j

If and only if the operator is diagonal, the function of the operator is obtained by tak-
ing the function of each of its diagonal elements, its eigenvalues.

Example:

Ŝ =
�

Ẑ =
� √

1 0
0
√
−1

�
=

�
1 0
0 i

�
=




1 0

0 eiπ/2






QUANTUM MECHANICS FOUNDATIONS OF QUANTUM INFORMATION
PROCESSING

DYNAMICS



THIRD POSTULATE
(Time Evolution)

The time evolution of the state vector |ψ(t)� is governed by the Schrödinger equation

i�
d
dt
|ψ(t)� = Ĥ(t)|ψ(t)�

where Ĥ(t) is the observable associated with the total energy of the system.



Formal solution of the Schrödinger equation:

(i) Time-dependent Hamiltonian

|ψ(t)� = e
− i

�

�
t

0 Ĥ(t�) dt
� |ψ(0)� = Ût |ψ(0)�

(ii) Time-independent Hamiltonian

|ψ(t)� = e
− i

� Ĥt |ψ(0)� = Ût |ψ(0)�

The operator Ût is called evolution operator or propagator. It evolves or propa-

gates state of a quantum mechanical system from the initial time t
� = 0 to a final time

t
� = t.



Since the Hamiltonian is self-adjoined, the evolution operator is unitary:

Ût = e
− i

� Ĥt

Û
†
t
= e

i

� Ĥt = Û−t = Û
−1
t

ÛtÛ
†
t
= e

− i

� Ĥt
e

i

� Ĥt = Û
†
t
Ût = e

i

� Ĥt
e
− i

� Ĥt = Î

The evolution operator can also evolve the state given by a density operator. Since

|ψ(t)� = Ût|ψ(0)� and the adjoint is �ψ(t)| = �ψ(0)|Û†
t
, the density matrix at time t is

given as

ρ(t) = |ψ(t)��ψ(t)| = Ût |ψ(0)��ψ(0)| Û†
t
= Ût ρ(0) Û

†
t



Example: A two-level atom

Let us have an atoms with two energy levels separated by the energy �ω:

E− = − �ω/2
E+ = + �ω/2

In the representation given by the corresponding eigenvectors, |E−� and |E+� respec-

tively, the Hamiltonian is

Ĥ =
�ω

2
σz

and the evolution operator then reads as

Ût = e
− i

� Ĥt = e
−i ω t σz/2 =

�
e
−iωt/2 0

0 e
iωt/2

�



Connecting with Bloch representation

We can rewrite the evolution operator above as

Ût =

�
e−iωt/2 0

0 eiωt/2

�
=

�
e−iθ/2 0

0 eiθ/2

�

=

�
cos θ/2 0

0 cos θ/2

�
− i
�

sin θ/2 0
0 − sin θ/2

�

= cos
θ

2
Î − i sin

θ

2
σz = R̂z(θ)

and examine its action on a qubit |ψ� = c0|0� + c1|1�, where |0� = |E−� and |1� = |E+�,
whose initial state is given by the density matrix in the Bloch representation

ρ(0) =
1
2

�
Î + �r(0) . �σ

�



We evaluate the action of the evolution operator as follows

ρ(t) = Ût ρ(0) Û†t = R̂z(θ) ρ(0) R̂†z (θ) = R̂z(θ)
�
1
2

�
Î + �r(0) . �σ

��
R̂†z (θ)

=
1
2

�
Î + R̂z(θ)�r(0) . �σR̂†z (θ)

�

=
1
2

�
Î +
�
cos
θ

2
Î − i sin

θ

2
σz

� �
rxσx + ryσy + rzσz

� �
cos
θ

2
Î + i sin

θ

2
σz

��

=
1
2

�
Î + (rx cos θ − ry sin θ) σx + (rx sin θ + ry cos θ) σy + rz σz

�

We observe that it causes the rotation of the Bloch vector around the axis z by
the angle θ:

�r(0) = (rx, ry, rz) → �r(t) = (rx cos θ − ry sin θ, rx sin θ + ry cos θ, rz)



Similarly, we can define the rotation operators about any axis in the Bloch represen-
tation

R̂x(θ) = e−iθσx/2 = cos
θ

2
Î − i sin

θ

2
σx =

�
cos θ/2 −i sin θ/2
−i sin θ/2 cos θ/2

�

R̂y(θ) = e−iθσy/2 = cos
θ

2
Î − i sin

θ

2
σy =

�
cos θ/2 − sin θ/2
sin θ/2 cos θ/2

�

R̂z(θ) = e−iθσz/2 = cos
θ

2
Î − i sin

θ

2
σz =

�
e−iθ/2 0

0 eiθ/2

�



Using the Taylor expansion of exponential function and properties of the Pauli oper-
ators, we can show that the operator for rotation by an angle θ about an axis defined
by a real unit vector �n is

R̂�n(θ) = e−iθ �n . �σ /2

= cos
θ

2
Î − i sin

θ

2
�n . �σ

=




cos θ2 − inz sin θ2 −inx sin θ2 − ny sin θ2

−inx sin θ2 + ny sin θ2 cos θ2 + inz sin θ2






Properties of the set of all unitary operators R̂�n(θ):

1. product of two operators from this set is again a unitary operator

R̂�n(θ)R̂�n�(θ
�)
�
R̂�n(θ)R̂�n�(θ

�)
�†
= R̂�n(θ)R̂�n�(θ

�)R̂†
�n�

(θ�)R̂†
�n(θ) = Î

�
R̂�n(θ)R̂�n�(θ

�)
�†

R̂�n(θ)R̂�n�(θ
�) = R̂†

�n�
(θ�)R̂†

�n(θ)R̂�n(θ)R̂�n�(θ
�) = Î;

ad since it is a product of two rotations in the Bloch representation we can trust
that the product itself also corresponds to a rotation and is therefore an element
of the same set.



Baker-Campbell-Hausdorff formula

It is to be said that we can not in general rewrite the product R̂�n(θ)R̂�n�(θ
�) above

as a single exponential function. In the non-commutative world, the product
of two exponential functions of non-commuting operators is not an exponential
function of the sum of the two operators. Instead the product is given by the
Baker-Campbell-Hausdorff formula which for two non-commuting operators Â
and B̂ reads as

eÂ eB̂ = eÂ+B̂+1
2[Â,B̂]+ 1

12([Â,[Â,B̂]]+[[Â,B̂],B̂])+...



2. The set contains an identity operator R̂�n(θ = 0) = Î.

3. every element of the set R̂�n(θ) has an inverse R̂†
�n(θ) = R̂−1

�n (θ);

4. every element of the set has the unit determinant: det R̂�n(θ) = 1.

The properties above contain the group axioms. The set of unitary operators R̂�n(θ)
hence forms a group, specifically, of 2-by-2 unitary matrices of unit determinant,
called

the special unitary group S U(2).



S U(2) is a Lie group

A Lie group is a group which is also a smooth manifold G. The neighborhood of any
point of a Lie group, considered as a manifold, looks exactly like that of any other.
Thus the group dimension and much of its structure can be understood by examining
the immediate vicinity of any chosen point, for instance, the identity element.

Example: a near identity element of the general linear group GL(n,R), which consists
of invertible n-by-n real matrices, can be written as g = I + �A where A is an arbitrary
n-by-n matrix. This matrix consists of n2 entries and therefore the group manifold
itself is n2 dimensional. GL(n,C) has 2n2 real dimensions.

The special linear group S L(n,R) consists of elements of GL(n,R) characterized by
the unit determinant det g = 1. For the element near identity g = I + �A this implies



that tr A = 0 as det(I + �A) = 1 + � tr A + O(�2). Consequently S L(n,R) is n
2 − 1

dimensional. The dimension of S U(n) is also n
2 − 1, so S U(2) is three dimensional

as a manifold.

The vectors lying in the tangent space at the identity element make up the Lie alge-
bra of the group. We say that the Lie group is generated by its Lie algebra.

Example: S U(2)
The Taylor expansion of R̂�n(θ) ∈ S U(2) to the first order in small θ = � is

R̂�n(�) = e
−i� �n . �σ /2 = Î − i�

�
nx

σx

2
+ ny

σy

2
+ nz

σz

2

�
+ O(�2)

where the expression in the bracket on r.h.s. is an element of the su(2) algebra and
Ta =

σa

2 where a = x, y, z are its generators.



More generally, the Lie algebra generators can be obtained from the group elements
g ∈ G directly. In our case, we introduce �θ = θ �n = (θnx, θny, θnz) = (θx, θy, θz) and
identify g

�
�θ
�
= R̂�n(θ). The generators are then obtained by through the following

expression

Ta = i g−1 ��θ
� ∂g

�
�θ
�

∂θa
Explicitely:

Tx = i ei
�
θxσx + θyσy + θzσz

�
/ 2 ∂

∂θx
e−i
�
θxσx + θyσy + θzσz

�
/ 2
=
σx
2

Ty = i ei
�
θxσx + θyσy + θzσz

�
/ 2 ∂

∂θy
e−i
�
θxσx + θyσy + θzσz

�
/ 2
=
σy

2

Tz = i ei
�
θxσx + θyσy + θzσz

�
/ 2 ∂

∂θz
e−i
�
θxσx + θyσy + θzσz

�
/ 2
=
σz
2



The generators of su(2) algebra are indeed similar to the operators for components
of the spin angular momentum of a spin-1/2 particle, up to the scaling by �.

They also satisfy the same commutation, known as the Lie bracket,
�
Ta,Tb

�
= i�abc Tc

where �abc is the Levi-Civita tensor.

The Lie bracket is antisymmetric, [X,Y] = − [Y, X], linear,
�
λX + µY,Z

�
= λ [X,Z] +

µ [Y,Z], and obeys the Jacobi identity [[X,Y] ,Z] + [[Y,Z] , X] + [[Z, X] ,Y] = 0.

The generators Ta satisfy the following anticommutation relations:
�
Ta,Tb

�
= δab Î



Single-qubit operations are in U(2)

U(2) is the group of 2-by-2 unitary matrices or operators. In contrast to the elements
S U(2), the determinant of the elements of the group u ∈ U(2) is not fixed to unity.
Each element u ∈ U(2) can be expressed in terms of an element of S U(2) as

u = eiαg

where g ∈ S U(2). The exponential function involving α ∈ R will shift a global phase
of the qubit state. To see this we rewrite the exponential term as eiα =

�
eiα Î
�
. Con-

sidering the determinant of the product of two n-by-n matrices A and B, det(AB) =
det A det B, and the determinant det

�
eiα Î
�
= ei2α we obtain the map from the ele-

ments of U(2) and S U(2)

g =
u

2√det u
In general, for u ∈ U(n) we get g = u/ n√det u with g ∈ S U(n).



Examples:

(i) Phase flip

Ẑ =

�
1 0
0 −1

�
= i

�
−i 0
0 i

�
= e

iπ/2
�
−i 0
0 i

�
= e

iπ/2
e
−iπσz/2

The nontrivial term e
−iπσz/2 on r.h.s. can be implemented via quantum evolution

under the Hamiltonian Ĥ = �ωσz/2 for time of the duration given by t = π/ω:

Ût=π/ω = e
− i

� Ĥt = e
−i ω πω σz/2 = e

−iπσz/2



(ii) Bit flip

X̂ =

�
0 1
1 0

�
= eiπ/2

�
0 −i
−i 0

�
= eiπ/2e−iπσx/2 = eiπ/2

�
cos π/2 −i sin π/2
−i sin π/2 cos π/2

�

(iii) Phase-bit fip Ŷ

Ŷ =

�
0 −i
i 0

�
= eiπ/2

�
0 −1
1 0

�
= eiπ/2e−iπσy/2 = eiπ/2

�
cos π/2 − sin π/2
sin π/2 cos π/2

�

The operations above can be implemented via evolution under the appropriate Hamil-

tonian operators for proper duration of time.



(iv) Ŝ =
√

Ẑ

Ŝ =

�
1 0
0 i

�
= eiπ/4

�
e−iπ/4 0

0 eiπ/4

�
= eiπ/4e−iπσz/4

where eiπ/4 =
�

det Ŝ .

(v) T̂ =
�

Ŝ

T̂ =

�
1 0
0 eiπ/4

�
= eiπ/8

�
e−iπ/8 0

0 eiπ/8

�
= eiπ/8e−iπσz/8

where eiπ/8 =
�

det T̂ .



(vi) Hadamard gate

Ĥ =




1√
2

1√
2

1√
2
− 1√

2



= e

iπ/2




e
−iπ/2√

2
e
−iπ/2√

2

e
−iπ/2√

2
−e

iπ/2√
2




= e
iπ/2
�
cos
π

2
− i sin

π

2

�
σx + σz√

2

��

= e
iπ/2

e
−iπ
�
σx+σz√

2

�
/2

where nx = nz =
1√
2
.



Two-qubit gates are in U(4)

U(4) is the group of unitary 4-by-4 matrices or operators. Similarly to the single-qubit
gates, they can be expressed in terms of S U(4)

U(4) = U(1) ⊗ S U(4)

where U(1) is the group of complex numbers of the unit modulus, eiα, and S U(4) is
the group of unitary 4-by-4 matrices of the unit determinant.



S U(4) Lie group and su(4) algebra

The SU(4) group is 15-dimensional: n2 − 1 = 15.

Each element of S U(4) can be expressed as a complex exponential function of an
element of the su(4) algebra

e−i
�

ab θabTab

where Tab are the generators of su(4) algebra. They naturally split into two sets.



(i) Generators of local, single-qubit, operations

Ta0 : Tx0 =
σx ⊗ Î

2
, Ty0 =

σy ⊗ Î
2
, Tz0 =

σz ⊗ Î
2

T0a : T0x =
Î ⊗ σx

2
, T0y =

Î ⊗ σy

2
, T0z =

Î ⊗ σz
2

The generators from the first set commute with those of the second set. Each of
these sets, generates a subgroup S U(2), and thus together they generate the sub-
group of all single qubit operations, over the first and second qubit, in the S U(4)
group:

S U(2) ⊗ S U(2) ⊂ S U(4)



(ii) Generators of nonlocal operations

Tab =
σa ⊗ σb

2
where a, b = x, y, z, giving the remaining nine generators:

Txx, Txy, Txz, Tyx, Tyy, Tyz, Tzx, Tzy, Tzz

Physically these nonlocal generators originate from interaction between qubits. Their

presence in the system Hamiltonian in general leads to time evolution that affects the

state of both qubits and leads to changes of entanglement between both qubit.



The Lie brackets of all generators

[Ti j,Tkl] Tx0 Ty0 Tz0 T0x T0y T0z Txx Txy Txz Tyx Tyy Tyz Tzx Tzy Tzz

Tx0 0 Tz0 −Ty0 0 0 0 0 0 0 Tzx Tzy Tzz −Tyx −Tyy −Tyz
Ty0 −Tz0 0 Tx0 0 0 0 −Tzx −Tzy −Tzz 0 0 0 Txx Txy Txz
Tz0 Ty0 −Tx0 0 0 0 0 Tyx Tyy Tyz −Txx −Txy −Txz 0 0 0

T0x 0 0 0 0 T0z −T0y 0 Txz −Txy 0 Tyz −Tyy 0 Tzz −Tzy
T0y 0 0 0 −T0z 0 T0x −Txz 0 Txx −Tyz 0 Tyx −Tzz 0 Tzx
T0y 0 0 0 T0y −T0x 0 Txy −Txx 0 Tyy −Tyx 0 Tzy −Tzx 0

Txx 0 Tzx −Tyx 0 Txz −Txy 0 T0z −T0y Tz0 0 0 −Ty0 0 0
Txy 0 Tzy −Tyy −Txz 0 Txx −T0z 0 T0x 0 Tz0 0 0 −Ty0 0
Txz 0 Tzz −Tyz Txy −Txx 0 T0y −T0x 0 0 0 Tz0 0 0 −Ty0
Tyx −Tzx 0 Txx 0 Tyz −Tyy −Tz0 0 0 0 T0z −T0y Tx0 0 0
Tyy −Tzy 0 Txy −Tyz 0 Tyx 0 −Tz0 0 −T0z 0 T0x 0 Tx0 0
Tyz −Tzz 0 Txz Tyy −Tyx 0 0 0 −Tz0 T0y −T0x 0 0 0 Tx0
Tzx Tyx −Txx 0 0 Tzz −Tzy Ty0 0 0 −Tx0 0 0 0 T0z −T0y
Tzy Tyy −Txy 0 −Tzz 0 Tzx 0 Ty0 0 0 −Tx0 0 −T0z 0 T0x
Tzz Tyz −Txz 0 Tzy −Tzx 0 0 0 Ty0 0 0 −Tx0 T0y −T0x 0



Cartan decomposition of S U(4)

Every unitary operation U ∈ S U(4) can be expressed using the Cartan decomposi-
tion

U = k1 A k2 = k1 e
i
2
�

c1 σ
1
xσ

2
x+ c2 σ

1
yσ

2
y+ c3 σ

1
zσ

2
z
�

k2

where k1, k2 ∈ S U(2) ⊗ S U(2) are local gates. The part A embodies purely non-local
content of the operation U and is generated by the maximal Abelian subalgebra of
S U(4) taht is spanned by the generators Txx, Tyy, and Tzz.

The Cartan decomposition is indispensable in classification of the two-qubit opera-
tions according to their non-local content.
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If	
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  in	
  the	
  Cartan	
  decomposi,on,	
  they	
  are	
  	
  
locally	
  equivalent:	
  



Local equivalence classes and the Weyl chamber

The Cartan decomposition contains extra symmetries, including interchanges of c1
c2 and c3 with and without sign flips. These can be removed using theory of local
invariants and Weyl reflection symmetries. This allows us to classify the two-qubit
operations in terms of their local equivalence classes.

We say the operations U1 and U2 are locally equivalent if U1 and U2 are related by
local, i.e. single qubit operations: U1 = k1U2k2.

The set of all operations that are locally equivalent forms local equivalence class.

The set of all local equivalence classes forms the coset

S U(4)/S U(2) ⊗ S U(2).



Example: Several elements of the local equivalence class [CNOT ]

UCNOT =




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0




UCPHAS E =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1




UQ =
1√
2




1 0 0 1
0 i i 0
0 1 −1 0
i 0 0 −i






Examples:

[CNOT]	
  

[DCNOT]	
  

[SWAP]	
  

[B]	
  

[SWAP1/2]	
  

[I]	
  

[I]	
  



Universal set of quantum computing operations

Universal set of quantum computing gates is the set of operations that allows us to
implement any computable function, i.e. any quantum computation algorithm or any
unitary operation over n qubits, on a quantum computer.

Universality in quantum computation means the ability to generate an arbitrary el-
ement of the group of special unitary operations over n qubits, that is, an arbitrary
element of the group S U(2n).

Solovay-Kitaev theorem

Given a set of gates that is dense in S U(2n) and closed under hermitian conjugation,
any gate U ∈ S U(2n) can be approximated to an accuracy � with a sequence of
poly[log(1/�)] gates from the set.



Universal quantum computation can be realized by a circuit of two-qubit and

single-qubit gates from a universal set.

Examples of universal sets:

(i) Continuous: S U(2) over any qubit, and CNOT on any pair of qubits.

(ii) Discrete (approximation): Hadamard, phase flip Ẑ, T̂ , CNOT .



QUANTUM MECHANICS FOUNDATIONS OF QUANTUM INFORMATION
PROCESSING

MEASUREMENT



FOURTH POSTULATE
(Measurement I)

The only possible result of the measurement of a physical quantity A is one of the
eigenvalues of the corresponding observable Â.



FIFTH POSTULATE
(Measurement II)

1. a discrete non-degenerate spectrum:
When the physical quantity A is measured on a system in the normalized state
|ψ�, the probability P(an) of obtaining the non-degenerate eigenvalue an of the
corresponding physical observable Â is

P (an) = |�un|ψ�|2

where |un� is the normalised eigenvector of Â associated with the eigenvalue an.

2. a discrete spectrum:

P (an) =
gn�

i=1

�����ui
n|ψ�
����
2



where gn is the degree of degeneracy of an and {|ui
n�} (i = 1, . . . , gn) is an or-

thonormal set of vectors which forms a basis in the eigenspace Hn associated
with the eigenvalue an of the observable Â.

3. a continuous spectrum:
the probability dP(α) of obtaining result included between α and α + dα is

dP(α) = |�vα|ψ�|2 dα

where |vα� is the eigenvector corresponding to the eigenvalue α of the observ-
able Â.



SIXTH POSTULATE
(Measurement III)

If the measurement of the physical quantity A on the system in the state |ψ� gives
the result an, the state of the system immediately after the measurement is the mor-
malized projection

P̂n|ψ��
�ψ|P̂n|ψ�

=
P̂n|ψ����P̂n|ψ�

���

of |ψ� onto the eigensubspace associated with an.



General measurement

Measurement is defined by the set of measurement operators {M̂m} where m refers
to the measurement outcomes.

If the state of the system before the measurement is |φ�, then the probability that
result m occurs is

pm = �φ|M̂†mM̂m|φ�

and the state after the measurement is

|ψ� = M̂m|φ�
||M̂m|φ�||

=
M̂m|φ��
�φ|M̂†mM̂m|φ�



The measurement operators satisfy the completeness relation
�

m
M̂†mM̂m = Î

which expresses the fact that the probabilities of of measurement results sum to unity
�

m
�φ|M̂†mM̂m|φ� =

�

m
pm = 1



Distinguishing quantum states
Two-parties game: Alice chooses a state |ψi�, where 1 ≤ i ≤ n, from some fixed set
of states known to both parties, and sends it to Bob whose task is to identify it.

If the states {|ψi�} are orthogonal than Bob can perform a quantum measurement to
distinguish the states: Bob has to define the measurement operators

M̂i = |ψi��ψi|

M̂0 =

�
Î −
�

i�0
|ψi��ψi| (positive square-root)

which satisfy the completeness relation and thus can be used to distinguish the state.

If the states {|ψi�} are non-orthogonal than there is no quantum measurement to
reliably distinguish the states.



Projective measurement

A projective measurement is described by an observable M̂, a self-adjoint operator
on a state space of the system which is being observed. The observable has the
spectral decomposition

M̂ =
�

m
λmP̂m

where P̂m is the projector onto the eigenspace of M̂ associated with the eigenvalue
λm.

The possible outcomes of the measurement correspond to the eigenvalues λm of the
observable M̂.



If the state of the system before the measurement is |φ�, then the probability that the
result λm occurs is

pm = �φ|P̂†mP̂m|φ� = �φ|P̂2
m|φ� = �φ|P̂m|φ�

and the state immediately after the measurement is

|ψ� = P̂m|φ�
||P̂m|φ�||

=
P̂m|φ��
�φ|P̂†mP̂m|φ�

=
P̂m|φ��
�φ|P̂m|φ�

=
P̂m|φ�√pm

Projective measurement allows us to easily calculate the expectation value of an
observable M̂ for the system in the state |φ�

< M̂ >= �φ|M̂|φ� = �φ|


�

m
λmP̂m


 |φ� =

�

m
λm�φ|P̂m|φ� =

�

m
λmpm



Heisenberg uncertainty relation

Let Â and B̂ be self-adjoint operators, and |φ� be a quantum state.
Suppose �φ|ÂB̂|φ� = x + iy, where x, y ∈ R and note that

�φ|
�
Â, B̂
�
|φ� = 2iy

�φ|
�
Â, B̂
�
|φ� = 2x

This implies
�����φ|
�
Â, B̂
�
|φ�
����
2
+
�����φ|
�
Â, B̂
�
|φ�
����
2
= 4
����φ|ÂB̂|φ�

���2



By Cauchy-Schwarz inequality

����φ|ÂB̂|φ�
���2 ≤ �φ|Â2|φ��φ|B̂2|φ�

and using the previous relation and dropping negative terms we get

�����φ|
�
Â, B̂
�
|φ�
����
2
≤ 4�φ|Â2|φ��φ|B̂2|φ�

Suppose Ĉ and D̂ are two observables. Substituting Â = Ĉ− < Ĉ > and

B̂ = D̂− < D̂ > into the last equation, we obtain the Heisenberg uncertainty relation

∆(Ĉ)∆(D̂) ≥

�����φ|
�
Ĉ, D̂
�
|φ�
����

2

where ∆(Ĉ) =
�
< Ĉ2 > − < Ĉ >2 =

�
�φ|Ĉ2|φ� − �φ|Ĉ|φ�2 and ∆(D̂) is define simi-

larly.



Example:

Consider the observables X̂ = σx and Ŷ = σy when measured for the qubit state |0�.

We know, or we can easily calculate, that
�
X̂, Ŷ
�
= 2iẐ, where Ẑ = σz, so the uncer-

tainty relation is

∆(X̂)∆(Ŷ) ≥

�����0|
�
X̂, Ŷ
�
|0�
����

2
= �0|Ẑ|0� = 1



POVM measurements

Suppose a measurement described by the set of measurement operators {M̂m} is
performed upon a quantum system in the state |φ�.

Then the probability that result m occurs is pm = �φ|M̂†M̂m|φ�.

Let us define

Êm = M̂†mM̂m

then Em is a positive operator such that
�

m
Êm = 1 and pm = �φ|Êm|φ�



The set {Em} is known as a Positive Operator-Valued Measure or POVM.

The set of operators Êm which are known as POVM elements associated with the

measurement, are sufficient to determine the probabilities of different measurement

outcomes.

Example: Projective measurement

Êm = P̂m



POVM measurement: example

Alice sends one of the states below

|ψ1� = |0�
|ψ2� =

1√
2

(|0� + |1�)

to Bob who however can not distinguish them reliably as they are not orthogonal.

However, he can perform a measurement that distinguishes the states some of the

time, and never makes an error of mis-identification.



Consider the POVM

Ê1 =

√
2

1 +
√

2
|1��1|

Ê2 =

√
2

�
1 +
√

2
�
|0� − |1�√

2
�0| − �1|√

2

Ê3 = Î − Ê1 − Ê2

If the result of the measurement is E1, then the state was |ψ2�, and if the result E2
occurs then the state was |ψ1�. Some of the time however, Bob will obtain the result

E3 from which he can infer nothing about the state.



Measurement and quantum circuit

Principle of deferred measurement

Measurement can always be moved from an intermediate stage of a quantum circuit
to the end of the circuit; if the measurement results are used at any stage of the circuit
then the classically controlled operations can be replaced by conditional quantum
operations.

Principle of implicit measurement

Without loss of generality, any unterminated quantum wires, that is, qubits that are
not measured, at the end of a quantum circuit may be assumed to be measured.



Example: Principle of deferred measurement in quantum teleportation circuit



Measurement in other then computational basis

Recipe:
first unitarily transform from the basis you wish to perform a measurement in to
the computational basis, and then measure qubits in the computational basis.

Example: Measurement in the Bell basis in the superdense coding protocol



CLASSICAL AND QUANTUM COMPUTATION

COMPUTATIONAL COMPLEXITY CLASSES



Deterministic computation and deterministic Turing machine

Turing machine consists of

1. a finite alphabet Σ containing the blank symbol ∗;

2. a 2-way infinite tape divided into cells, one of which is a special starting cell.
Each cell contains a symbol from the alphabet Σ. All but a finite number of cells
contain the special blank symbol ∗, denoting an empty cell;

3. read-write head that examines a single cell at a time and can move left (←) or
right (→);

4. a control unit along with a finite set of states Γ including a distinguished starting
state, γ0, and a set of halting states.



The computation of a Turing machine is controlled by a transition function:

δ : Γ × Σ → Γ × Σ × {←,→}

Example: Unary addition Turing machine

States: Γ = {γ0, γ1, γ2, γ3} with the starting state γ0 and the halting state γ3;

Alphabet: Σ = {∗, 1,+,=} = Σ0 ∪ {∗} where Σ0 is called external alphabet;

Input: integers a, b ≤ 0 with the symbol + and =

(e.g. 2 + 1 is written as ’11 + 1 =’ on the tape with the leftmost input symbol in the

starting square);

Output: a + b unary



Transition function:

(γ0, 1, γ1, ∗,→) a � 0, reading a
(γ0,+, γ2, ∗,→) a = 0, erase +, read b
(γ1, 1, γ1, 1,→) reading a
(γ1,+, γ2, 1,→) replace + by 1, read b
(γ2,=, γ3, ∗,←) finish reading b, erase =, halt





Computable functions and decidable predicates

Every Turing machine M computes a function

φM : Σ∗0 → Σ
∗
0

where Σ∗0 is the set of all strings over Σ0 (external alphabet). φM(x) is the output string
for input x. The value of φM(x) is undefined if the computation never terminates.

A function f : Σ∗0 → Σ
∗
0 is computable if there exists a Turing machine M such that

φM = f . In this case we say f is computed by M.

A predicate is a function L : Σ∗0 → {0.1}, a function with a Boolean value. A predicate
is called decidable if this function is computable.



Church-Turing thesis

Any algorithm can be realized by a Turing machine.

A Turing machine is a finite object, so it can be encoded by a string. Then for any
fixed alphabet Σ∗0, we can consider a universal Turing machine U which computes
the function

u([M], x) = φM(x)

where [M] is the encoding of a Turing machine M.



Complexity

A TM works in time T (n) if it performs at most T (n) steps for any input of size n.

A function/predicate F on B∗, that is on binary strings, is computable/decidable in
polynomial time if there exists a TM that computes it in time T (n) = poly(n), where n
is the input length.

A class of all functions (predicates) computable (decidable) in polynomial time
is called P.

We say that these functions are efficiently solvable or tractable on deterministic Tur-
ing machine.



A TM works in space s(n) if it visits at most s(n) cells for any computation on inputs
of size n.

A function (predicate) F on B∗ is computable (decidable) in polynomial space if there
exists a TM that computes F and runs in space s(n) = poly(n) where n is the input
length.

A class of all functions (predicates) computable (decidable) in polynomial space
is called PSPACE.



P ⊆ PSPACE

It is generally believed that this inclusion is strict though this is an open question.



Non-deterministic computation

A non-deterministic Turing machine is a hypothetical machine that resembles a deter-
ministic Turing machine but can non-deterministically choose one of several actions
possible in a given configuration. Its transition function is multivalued.

A predicate L belongs to the class NP, Non-deterministic Polynomial, if there exist
a non-deterministic Turing machine M and a polynomial p(n) such that

L(x) = 1 ⇒ there exists a computational path that gives the answer ’yes’
in time p(|x|), where |x| is the size of the input;

L(x) = 0 ⇒ there is no path with this property.



Alternative definition of the complexity class NP (Kitaev)

Imagine two persons: King Arthur (with polynomially bounded mental capabilities)
and a wizard Merlin (intellectually omnipotent). Arthur is interested in L(x). Merlin
wants to convince Arthur that L(x) is true, but Arthur does not trust Merlin (he is too
smart to be loyal) and wants to make sure that L(x) is true.

So Arthur arranges that, after both he and Merlin see input string x, Merlin writes a
note to Arthur where he proves that L(x) is true. Then Arthur verifies this proof by
some polynomial proof-checking predicate (procedure)

R(x, y) = ”y is a proof of L(x)”

where L(x) = 1 if Merlin can convince Arthur that L(x) is true by presenting some
proof y such that R(x, y), and L(x) = 0 whenever Merlin says that Arthur is not con-
vinced: R(x, y) is false for any y.



NP, NP hardness and NP completeness

A predicate L1 is reducible to a predicate L2 if there exists a function f ∈ P such that
L1(x) = L2(x) for any input string x. We say L1 ∝ L2.

Lemma: Let L1 ∝ L2, then

(a) L2 ∈ P ⇒ L1 ∈ P
(a) L2 � P ⇒ L1 � P
(a) L2 ∈ NP ⇒ L1 ∈ NP

Predicate L is NP-hard if any predicate in NP is reducible to it.

Predicate L is NP-complete if it is NP-hard and L ∈ NP.



Example: SAT (satisfiability)

SAT(x) means that x is a propositional formula, containing Boolean variables and

operations (negation, disjunction, conjunction) that is satisfiable, that is ”true” for

some values of the variables.

Cook-Levin Theorem:

SAT ∈ NP

SAT ∈ NP-complete

Other examples: 3-COLORING, CLIQUE, ...



P ⊆ NP ⊆ PSPACE

Again it is believed that the inclusions are strict though this is an open question.
If you could prove that SAT ∈ P, then you would resolve the problem P vs. NP which is one of the Millenium problems

of the Clay Mathematics Institute with a prize of $ 1,000,000.



Probabilistic computation

A probabilistic Turing machine can probabilistically choose one of several actions
possible in a given configuration. This is similar to a non-deterministic TM but the
choice is made by coin tossing rather than guessing. PTM is in principle physical.

Let � be a constant such that 0 < � < 1
2. A predicate L belongs to the class BPP,

Bounded-error Probabilistic Polynomial, if there exists a probabilistic Turing ma-
chine M and a polynomial p(n) such that the machine M running on input string x
always terminates at most p(|x|) steps, and

L(x) = 1 ⇒ M gives the answer ’yes’ with probability ≥ 1 − �;

L(x) = 0 ⇒ M gives the answer ’no’ with probability ≤ �.

Example: PRIMALITY, i.e. checking whether a given integer is a prime number.



P ⊆ BPP ⊆ PSPACE



Quantum computation

A quantum Turing machine can choose a superposition of several actions in a given
configuration. This is somewhat similar to a probabilistic TM.

Let � be a constant such that 0 < � < 1
2. A predicate L belongs to the class BQP,

Bounded-error Quantum Polynomial, if there exists a quantum Turing machine M
and a polynomial p(n) such that the machine M running on input string x always
terminates at most p(|x|) steps, and

L(x) = 1 ⇒ M gives the answer ’yes’ with probability ≥ 1 − �;

L(x) = 0 ⇒ M gives the answer ’no’ with probability ≤ �.



Alternatively using quantum circuit:

A quantum algorithm for the computation of a function F : B∗ → B∗ is a classical
algorithm, that is, a deterministic Turing machine, that computes a function of the
form x �→ Z(x) where Z(x) is a description of a quantum circuit which computes F(x)
on empty input.

The function F is said to belong to the class BQP if there is a quantum algorithm that
computes F in time poly(n).



P ⊆ BPP ⊆ BQP ⊆ PSPACE



CLASSICAL AND QUANTUM COMPUTATION

QUANTUM ALGORITHMS



P ⊆ BPP ⊆ BQP ⊆ PSPACE

Complexity classes provide classification of computational problems according to
their tractability using certain computational models, either conceptual or physical.

Quantum computation can efficiently solve problems that are not known to be
tractable on a classical computer. It appears to be fundamentally more powerful
than any classical computation.



Deutsch-Jozsa algorithm

It computes whether a Boolean function F over n variables is constant or balanced.
A Boolean function F over n variables is said to be

• constant if it gives the same output to all possible inputs;

• balanced if it outputs 0 for half of all possible inputs and 1 to the other half.

Examples:

Classical complexity is exponential: in the worst case, the function needs to be
applied 2n−1 + 1 times to check its output for more than a half of all inputs.



Deutsch-Jozsa algorithm for a two-qubit function

The initial state:

|φ1� = |0� ⊗ |0� ⊗ |1� = |001�



Deutsch-Jozsa algorithm for a two-qubit function: Hadamard gates

|φ2� =
�
Ĥ ⊗ Ĥ ⊗ Ĥ

�
(|0� ⊗ |0� ⊗ |1�) = Ĥ|0� ⊗ Ĥ|0� ⊗ Ĥ|1�

=

�
1√
2

(|0� + |1�)
�
⊗
�

1√
2

(|0� + |1�)
�
⊗
�

1√
2

(|0� − |1�)
�

=
1
2

(|00� + |01� + |10� + |11�) ⊗
�

1√
2

(|0� − |1�)
�



Hadamard gates: general n-qubit input

General n-qubit input state in the computational basis

|φ� =
�

x
cx|x�

where x is a bit string, x = x1x2 . . . xn, with the bits xk.

The Hadamard rotations on each qubit transform the state as follows

|ψ� = Ĥ
⊗n |φ� = 1

2n/2

�

z

�

x
cx (−1)z.x |z�

where z.x is the bitwise inner product of the bit strings z and x modulo 2.



Example:

|φ� = |001�

|ψ� = Ĥ
⊗3 =

1
23/2

�

z
(−1)(0.z1+0.z2+1.z3)(mod 2) |z = z1z2z3�

=
1

23/2(|000� − |001� + |010� − |011� + |100� − |101� + |110� − |111�

=
1
2

(|0� + |01� + |10� + |11�) ⊗
�

1√
2

(|0� − |1�)
�



Deutsch-Jozsa algorithm for a two-qubit function

|φ2� =
1
2

(|00� + |01� + |10� + |11�) ⊗
�

1√
2

(|0� − |1�)
�

= x ⊗ y

For our example, let us choose the function F to be balanced:

x1 x2 F(x1, x2)
0 0 0
0 1 1
1 0 0
1 1 1



Deutsch-Jozsa algorithm for a two-qubit function: y ⊕ F(x)

The function is implemented by one unitary operation that reads the input qubits x
and transforms the auxiliary qubit y into y ⊕ F(x), that is, it adds y and F(x) mod 2.
In our example:

x1 x2 F(x1, x2) y y ⊕ F(x)
0 0 0 0 0
0 1 1 0 1
1 0 0 1 1
1 1 1 1 0

The qubit y is flipped whenever F = 1.



Deutsch-Jozsa algorithm for a two-qubit function: ÛF

|φ3� = ÛF |φ2� =
1
2

(|00� + |01� + |10� + |11�) ⊗
�

1√
2

(|0� − |1�)
�

= ÛF

�
1
2
|00� ⊗

�
1√
2

(|0� − |1�)
��
+ ÛF

�
1
2
|01� ⊗

�
1√
2

(|0� − |1�)
��

+ ÛF

�
1
2
|10� ⊗

�
1√
2

(|0� − |1�)
��
+ ÛF

�
1
2
|11� ⊗

�
1√
2

(|0� − |1�)
��

=
1
2

�
|00� ⊗

�
1√
2

(|0� − |1�)
�
+ |01� ⊗

�
1√
2

(|1� − |0�)
�

+ |10� ⊗
�

1√
2

(|0� − |1�)
�
+ |11� ⊗

�
1√
2

(|1� − |0�)
��

=
1
2

(|00� − |01� + |10� − |11�) ⊗
�

1√
2

(|0� − |1�)
�



Deutsch-Jozsa algorithm for a two-qubit function: readout

Now, we can disregard the auxiliary qubit and focus on the first factor of |φ3� above.

We first rewrite it as

1
2

(|00� − |01� + |10� − |11�) =
�

1√
2

(|0� + |1�)
�
⊗
�

1√
2

(|0� − |1�)
�

and then perform the Hadamard rotations

|φ4� = Ĥ

�
1√
2

(|0� + |1�)
�
⊗ Ĥ

�
1√
2

(|0� − |1�)
�

= |0� ⊗ |1� = |01�
The measurement of each qubit reveals that the function is balanced.

The function is constant if the measurement of each input qubit at the end of

the computation yields 0. Otherwise the function is balanced.



Deutsch-Jozsa algorithm

Inputs:

A black box ÛF which performs the transformation |x�|y� → |x�|y ⊕ F(x)� for x ∈
{0, 1, . . . , 2n−1} and F(x) ∈ {0, 1}. It is promised that the function F(x) is either con-

stant or balanced.

Outputs:

0 iff F is constant.

Complexity/Runtime:

One evaluation of ÛF. Always succeeds.

Exponential speed-up compared to classical algorithm



Procedure:

1. |φ1� = |0�⊗n|1�

2. → |φ2� = 1
2n/2
�2n−1

x=0 |x�
�

1√
2
(|0� − |1�)

�

3. → |φ3� = 1
2n/2
�2n−1

x=0 (−1)F(x)|x�
�

1√
2
(|0� − |1�)

�

4. → |φ4� = 1
2n
�

z
�

x(−1)x.z+F(x)|z�
�

1√
2
(|0� − |1�)

�

5. → z



CLASSICAL AND QUANTUM COMPUTATION

QUANTUM ALGORITHMS



Quantum Fourier transform

Quantum Fourier transform is an efficient way of performing a Fourier transform of
quantum mechanical amplitudes.

It does not speed up classical task of performing a Fourier transform of classical data
but it enables phase estimation, the approximation of the eigenvalues of a unitary
operator under certain circumstances.

Phase estimation allows to solve other interesting problems including quantum com-
putation of molecular electronic structure and factorization.



Discrete Fourier transform

Input:

a vector of N complex numbers x0, x1, . . . , xN−1;

Output:

a vector of N complex numbers y0, y1, . . . , yN−1 defined by

yk =
1√
N

N−1�

j=0
x j e2πi jk/N



Quantum Fourier transform

Quantum Fourier transform on an orthonormal basis |0�, |1�, . . . , |N − 1� is defined to
be a linear operator

| j� → 1√
N

N−1�

k=0
e2πi jk/N |k�

Equivalently, the quantum Fourier transform on an arbitrary quantum state is given
as

N−1�

j=0
x j | j� →

N−1�

k=0
yk |k�

where the amplitudes yk are the discrete Fourier transform of the amplitudes x j.



Quantum Fourier transform circuit

We consider N = 2n, n ∈ Z and the computational basis |0�, |1�, . . . , |2n − 1�.

We write the state | j� in binary representation j = j1 j2 . . . jn, or more formally
j = j12n−1 + j22n−2 + . . . + jn20.

Also, we adopt the notation 0. jl jl+1 . . . jm to represent the binary fraction
jl/2 + jl+1/4 + . . . + jm/2m−l+1.

The new notation allows us to represent quantum Fourier transform in a product
form that is well suited for construction of an efficient quantum circuit computing the
transform. It will also provide insights into the algorithms based upon QFT.



The quantum Fourier transform can be rewritten as follows

| j� → 1
2n/2

2n−1�

k=0
e2πi jk/2n |k�

=
1

2n/2

1�

k1=0
. . .

1�

kn=0
e2πi j

��n
l=1 kl 2−l

�
|k1 . . . kn�

=
1

2n/2

1�

k1=0
. . .

1�

kn=0

n�

l=1
e2πi jkl 2−l |kl�

=
1

2n/2

n�

l=1




1�

kl=0
e2πi jkl 2−l |kl�


 =

1
2n/2

n�

l=1

�
|0� + e2πi j 2−l|1�

�

=

�
|0� + e2πi 0. jn |1�

� �
|0� + e2πi 0. jn−1 jn |1�

�
. . .
�
|0� + e2πi 0. j1 j2... jn |1�

�

2n/2





Applying the Hadamard gate to the first qubit of the input state | j1 . . . jn� gives

1
21/2

�
|0� + e2πi 0. j1|1�

�
| j2 . . . jn�

since e2πi 0. j1 equals +1 when j1 = 0 and equals −1 when j1 = 1.

We define a unitary gate Rk as

Rk =




1 0
0 e2πi/2k




The controlled-R2 gate applied on the first qubit, conditional on j2, now gives

1
21/2

�
|0� + e2πi 0. j1 j2|1�

�
| j2 . . . jn�

Applying further the controlled-R3, R4 ... Rn gates, conditional on j3, j4 etc., we get

1
21/2

�
|0� + e2πi 0. j1 j2... jn|1�

�
| j2 . . . jn�



Next we perform a similar procedure onto the second qubit. The Hadamard gate

produces the state

1
22/2

�
|0� + e2πi 0. j1 j2... jn|1�

� �
|0� + e2πi 0. j2|1�

�
| j3 . . . jn�

and the controlled-R2 through Rn gates yield the state

1
22/2

�
|0� + e2πi 0. j1 j2... jn|1�

� �
|0� + e2πi 0. j2... jn|1�

�
| j3 . . . jn�

We continue this procedure for each qubit, obtaining a final state

1
2n/2

�
|0� + e2πi 0. j1 j2... jn|1�

� �
|0� + e2πi 0. j2... jn|1�

�
. . .
�
|0� + e2πi 0. jn|1�

�

Eventually, we use the S WAP operations to reverse the order of the qubits to obtain

the state in the desired product form

1
2n/2

�
|0� + e2πi 0. jn|1�

� �
|0� + e2πi 0. jn−1 jn|1�

�
. . .
�
|0� + e2πi 0. j1 j2... jn|1�

�



Complexity of quantum Fourier transform

How many gates the circuit use?

qubit # of Hadamard gates # of controlled-R gates total # of gates

1 1 n − 1 n
2 1 n − 2 n − 1
. . .

n − 1 1 1 2
n 1 0 1

Total n(n + 1)/2
plus

n
2 S WAP gates

The circuit providesΘ(n2) algorithm for performing quantum Fourier transform.

The best classical algorithms for the discrete Fourier transform, such as the Fast

Fourier Transform, require Θ(n2n) gates to perform the transform on 2n
elements.



Example: Three qubit QFT

In this case, we will need only the controlled R2 and R3 gates. Note that

R2 =




1 0
0 e2πi/22


 =
�

1 0
0 eπi/2

�
= Ŝ R3 =

�
1 0
0 eπi/4

�
= T̂



The quantum Fourier transform can in this case be written explicitly as a matrix

QFT3 =
1√
8




1 1 1 1 1 1 1 1
1 ω1 ω2 ω3 ω4 ω5 ω6 ω7

1 ω2 ω4 ω6 1 ω2 ω4 ω6

1 ω3 ω6 ω1 ω4 ω7 ω2 ω5

1 ω4 1 ω4 1 ω4 1 ω4

1 ω5 ω2 ω7 ω4 ω1 ω6 ω3

1 ω6 ω4 ω2 1 ω6 ω4 ω2

1 ω7 ω6 ω5 ω4 ω3 ω2 ω1




where ω = e2πi/8 =
√

i.



Quantum phase estimation subroutine

Suppose a unitary operator U has an eigenvector |u� with eigenvalue e2πiϕ where the
value of ϕ is unknown. The goal of the phase estimation algorithm is to estimate ϕ.

We assume that we have black boxes, also called oracles, capable of preparing the
state |u� and performing the controlled-U2 j

operation for suitable nonnegative j ∈ Z.

The phase estimation procedure will use two registers:

- the first containing t qubits in the state |0�; t depends on the desired accuracy of the
phase estimation and on the probability of it being successful.

- the second register begins in the state |u� and contains as many qubits as neces-
sary to store it.





Quantum phase estimation circuit

The circuit begins by applying a Hadamard gates to the first register followed by

the application of controlled-U operations on the second register, with U raised to

successive powers of two.

The final state of the first register is

1
2t/2

�
|0� + e2πi 2t−1ϕ |1�

� �
|0� + e2πi 2t−2ϕ |1�

�
. . .
�
|0� + e2πi 20ϕ |1�

�

=
1

2t/2

2t−1�

k=0
e2πiϕk |k�



Suppose that ϕ can be expressed exactly in t bits as ϕ = 0.ϕ1 . . . ϕt. Then the final
state of the first stage may be written as

1
2t/2

�
|0� + e2πi 0.ϕt |1�

� �
|0� + e2πi 0.ϕt−1ϕt |1�

�
. . .
�
|0� + e2πi 0.ϕ1ϕ2...ϕt |1�

�

The second stage of the algorithm is to apply the inverse Fourier transform, obtained
by reversing the QFT circuit, on the first register:

1
2t/2

2t−1�

k=0
e2πiϕk |k� |u� → |ϕ1ϕ2 . . . ϕt� |u� = |ϕ̃� |u�

This step can be done in Θ(t2) steps.



The third stage is the measurement of the first register in the standard computational
basis.

If ϕ was expressed exactly in t qubits, the measurement would give us ϕ exactly.
In general, |ϕ̃� is a good estimate of the phase ϕ of an eigenvalue of the unitary
operator U.

To successfully obtain ϕ accurate to n bits with probability of success at least 1 − �,
the algorithm requires

t = n +
�
log
�
2 +

1
2�

��



Applications

1. Order-finding algorithm

The order of x modulo N is the least positive integer r such that x
rmodN = 1. This

number can be computed in O(L3) operations using the quantum phase estimation
algorithm, for L-bit integers x and N.

2. Factoring (Shor)

The prime factors of an L-bit integer N can be determined in O(L3) operations by
reducing this problem to finding the order of a random number x co-prime with N.



3. Hidden subgroup problem

All the known fast quantum algorithms can be described as solving the following
problem:

Let f be a function from a finitely generated group G to a finite set X such that f is
constant on the cosets of a subgroup K, and distinct on each coset. Given a quantum
black box for performing the unitary transform U |g�|h� = |g�|h ⊕ f (g)�, for g ∈ G and
h ∈ X, find a generating set for K.



3. Hidden subgroup problem

If we are given a periodic function, even when the structure of the periodicity is quite
complicated, we can often use a quantum algorithm to determine the periodicity.

All the known fast quantum algorithms can be described as solving the following
problem:

Let f be a function from a finitely generated group G to a finite set X such that f is
constant on the cosets of a subgroup K, and distinct on each coset. Given a quantum
black box for performing the unitary transform U |g�|h� = |g�|h ⊕ f (g)�, for g ∈ G and
h ∈ X, find a generating set for K.



Quantum search algorithm (Grover)

Consider an unsorted database with N = 2n
entries. The algorithm requires an

N-dimensional state space H , which can be supplied by n = log2 N qubits.

Consider the problem of determining the index of the database entry which satisfies

some search criterion.

Let f be the function which maps database entries to 0 or 1, where f (ω) = 1 if

and only if ω satisfies the search criterion. We are provided with oracle access to a

subroutine in the form of a unitary operator, Uω, which acts as follows (for the ω for

which f (ω) = 1):

Uω|ω� = −|ω�
Uω|x� = −|x�, for all x � ω

Our goal is to identfy the index |ω�.



Algorithm

Let |s� denote the uniform superposition over all states

|s� = 1√
N

N−1�

x=0
|x�

We introduce the operator

Us = 2|s��s| − 1

known as the Grover diffusion operator.



1. Initialize the system to the state

|s� = 1√
N

N−1�

x=0
|x�

2. Perform the following Grover iteration r(N) times where r(N) is asymptotically
O(
√

N):

a) apply the operator Uω;
b) apply the operator Us.

3. Perform the measurement Ω. The measurement result will be λω with the prob-
ability approaching 1 for N >> 1. From λω, ω may be obtained.





Consider the plane spanned by |s� and |ω�, or equivalently the plane spanned by |ω�
and

|s�� = 1√
N − 1

�

x�ω
|x�

We will consider the first iteration, acting on the initial ket |s�. Since |ω� is one of the
basis vectors in |s� the overlap

�s�|s� =
�

N − 1
N

In geometric terms, the angle between |s� and |s�� is given as

sin θ/2 =
1√
N



The operator Uω is a reflection at the hyperplane orthogonal to |ω� for vectors in the
plane spanned by |ω� and |s��, that is it acts as a reflection across |s��.

The operator Us is a reflection through |s�. Therefore, the state vector remains in the
plane spanned by |ω� and |s�� after each application of the operators Us and Uω.

The operator UsUω of each iteration rotates the state vector by an angle

θ = 2 arcsin
1√
N



We need to stop when the state vector passes close to |ω�; after this, subsequent
iterations rotate the state vector away from |ω� , reducing the probability of obtaining
the correct answer.

The exact probability of measuring the correct answer is:

sin2
��

r +
1
2

�
θ

�

where r is the number of Grover iterations.

The earliest time we get the near-optimal measurement is r ≈ π
√

N/4.
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