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PREFACE

These Proceedings contain the papers presented at the First International Conference on Diffu-
sion in Solids and Liquids (DSL-2005) held in Aveiro, Portugal during the period 6th-8th July,
2005.

The goal of the conference was to provide a unique opportunity to exchange information,
present the latest results as well as review the relevant issues on diffusion research today. Young
scientists were especially encouraged to attend the conference and to establish international net-
works with well known scientists.

The need for two volumes emphasises the considerable academic and industrial interest in the
conference theme. More than 200 papers were presented by scientists and researchers, joining
together from more than 40 countries. The editors wish to thank the authors and delegates for
their participation and cooperation, which made the conference possible.

The proceedings are directly printed from lithographs of the authors’ manuscripts and the ed-
itors cannot accept responsibility for any inaccuracies, comments or opinions contained in the
papers.

Finally, we wish to express our warm thanks and appreciation to our colleagues and associates
for their sustained assistance, help and enthusiasm during the preparation of the conference.

Aveiro, June 2005

AndreasÖchsner
Jośe Gŕacio

Fréd́eric Barlat



 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
Already our earliest records on diffusion, more than 300 
years ago, are related to practical issues; how to change the 
color of metals. Over the last century diffusional processes 
became of immense importance in many areas of practical 
interest, e.g. medicine, chemical engineering and processing 
and degradation of materials. At the same time there has 
been an impressive development in the science of diffusion 
yielding not only a deeper understanding and the discovery 
of new exciting phenomena but also a complex but rather 
rigourous theory. Todays computer technology is turning this 
theory into valuable tools for the engineer.  It is thus evident 
that  the interplay between practical and fundamental issues 
drives the field of diffusion. This is much reflected by the 
exciting content of this conference. 
 

 
 
 
Prof. John Ågren 
KTH Royal Institute of Technology, Sweden 
 
 

Honoury Chairman of DSL-2005 
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Abstract 
 

The efforts of the last several years of a research cooperation on diffusional near-surface microstructure 
modification of hardmetals are summarised. This modification was performed with a reactive gas supplied within 
the sintering cycle so that functional gradient hardmetals, FGHMs, were obtained, which show a graded distribution 
of phases. They were optimised for increased wear resistance in metal cutting operations. The thermochemical and 
diffusional basics of two principally different FGHMs, one with an increased surface hardness and a decreased 
toughness (with ‘regular gradient’) and one with a decreased surface hardness but an increased toughness (‘inverse 
gradient’) are described in detail. Some of the developed grades were successfully tested and scaled up into 
industrial production. The FGHMs were found to outperform conventional hardmetals in certain machining tests 
(continuous turning as well as milling). 
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1 Introduction 
 

After sintering, most of the hardmetals are 
subjected to a costly separate coating process in 
order to deposit layers with high hardness and 
wear resistance. The core of these hardmetals, 
which are mainly used for cutting operations, 
remains tough. The coating step amounts to about 
20% of the total hardmetal costs. As an 
alternative, a one-step diffusion process can be 
applied under certain circumstances, which creates 
a surface-modified material already within the 
sintering cycle. Such an alternative route does not 
offer the great variability of the various coating 
processes, which can create multilayer of many 
different hard phases, but offers substantial benefit 
as compared to some as-sintered hardmetal grades 
without additional costs. In addition, the so-
obtained material can also provide better substrate 
properties if a coated hardmetal is finally desired. 

The microstructure of such hardmetals is 
modified in the near-surface region as compared 
to the core and shows a graded distribution of 
various phases. Such materials are thus called 
functional gradient hardmetals (FGHMs). 

In our efforts of the last several years 
summarised here, two concepts were finally 
followed for preparation of FGHMs. One is an 

enrichment of hard phase particles at the surface 
in order to achieve a hardness increase and a 
toughness decrease of the cutting edge. This 
gradient is called ‘regular gradient’. The second 
type of a functional gradient hardmetal shows a 
decrease in hardness and an increase in toughness 
in the surface zone but has a hard-particle-
enriched zone in the interior. This type is called 
‘inverse gradient’. 

The regular gradient was described by 
Japanese authors [1] without supplying much 
detail. In our own research of several years by 
means of laboratory experiments as well as 
experiments in industrial scale at Kennametal-
Widia GmbH in Germany, the conditions of 
formation of near-surface microstructures was 
exhaustively studied. Substantial insight into the 
interdependency of composition, temperature and 
nitrogen pressure in order to create different 
microstructures in the near-surface region was 
obtained [2], including a classification of several 
types of hardmetals with nitride-enriched or 
nitride-depleted zones within the near-surface 
region. Some of these microstructures are 
favourable for the cutting performance of these 
hardmetals and were studied in more detail. 

The formation of a de-nitrided zone on the 
surface of hardmetals is well know and was first 
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described by Japanese authors [3], too. Following 
this, a more detailed investigation of the formation 
mechanism was described [4,5], which recently 
was also modelled by thermodynamic and 
diffusion software [6]. For the formation of a 
nitrogen-depleted zone nitrogen diffuses out of the 
material whereas titanium, with its high affinity 
towards nitrogen, diffuses inside the material. The 
surface zone it thus depleted in cubic carbides and 
carbonitrides such as Ti(C,N) and shows the 
typical microstructure of a pure WC-Co 
hardmetal. As will be shown later, such a type is 
the prerequisite for the formation of an inverse 
gradient, a most recent development. 
 
2 Experimental procedure  
 

For the preparation of hardmetals, powders of 
WC, (Ti,W)C, (W,Ti,Ta,Nb)C, (Ta,Nb)C, TiC, 
Ti(C,N), TiN and Co with a particle size on the 
order of 1-2µm were employed. The powders 
were mixed in an industrial state-of-the-art 
procedure, pressed to green bodies, de-waxed and 
pre-sintered. 

The pre-sintered hardmetals were sintered in 
furnaces of industrial scale as well as in laboratory 
furnaces. This was performed mainly with N2 
addition. One laboratory furnace was equipped 
with a mass spectrometer in order to study the gas 
evolution behaviour of the hardmetals. Thermal 
dilatometry was performed in Ar as well as in N2 
atmosphere. The usual procedures were applied 
for XRD and metallographic investigations (SEM 
and light optical) to characterise the nature and 
distribution of phases. 

Cutting tests were performed by turning 
(continuous cutting) and milling (interrupted 
cutting) on steel. The maximum width of the wear 
land (VBmax) as well as the crater depth (KT) was 
measured as a function of time. 
 
3   Gas evolution and shrinkage 
 

The process parameters of microstructural 
modification of the near-surface area must be 
compatible with the sintering cycle of the 
hardmetal, i.e. no procedure is applicable, which 
results in a detrimental amount of porosity or 
yields a high surface roughness. Therefore, basic 
investigations have been performed in order to 
study the gas evolution as well as the shrinkage 
behaviour in order to adjust the diffusional surface 
modification to the sintering cycle. 

3.1 Gas evolution 
An example of CO and N2 evolution of an 

FGHM body is shown in Fig.1 for an alloy 
containing already some amount of a carbonitride 
[7]. CO evolution arises from the oxygen of the 
starting powders and occurs at different 
temperatures depending on the stabilities of the 
various oxides. The two CO peaks correspond to 
the reduction of WC (at lower T) and of Ti(C,N) 
(at higher T), respectively. The main nitrogen 
evolution occurs at higher temperatures than the 
CO evolution and it starts at around 1200°C, still 
in the solid regime. This onset coincides with the 
onset of the second evolution of CO, which 
reaches its maximum for the most part in the solid 
region. The maximum of nitrogen evolution 
occurs later at higher temperature in the liquidus 
region due to poorer wetting of nitride phases by 
the binder. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Gas evolution (CO and N2) of an FGHM 

as a function of temperature (T). 
 

The total of evolved nitrogen is dependent on 
the different phases in the starting formulation. If 
TiN is used instead of Ti(C,N), the amount of 
evolved nitrogen is larger due to the higher 
nitrogen equilibrium pressure of TiN as compared 
to Ti(C,N). 
 
3.2 Shrinkage 

A significant influence of the nitrogen partial 
pressure on the shrinkage behaviour was observed 
for some alloys [7]. If the amount of cubic phases 
reaches a certain amount the nitrogen pressure has 
a large influence on the location of the maximum 
shrinkage rate. The higher the nitrogen pressure, 
the more the maximum shifts towards lower 
temperatures (Fig.2). This is due to the interaction 
of nitrogen with Ti(C,N). If the nitrogen pressure 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

50 100 150 200 250

Time / min

C
on

ce
nt

ra
tio

n 
/ v

ol
%

0

200

400

600

800

1000

1200

1400

1600

Te
m

pe
ra

tu
re

 / 
°C

T

 CO

 N2

428



 
Int. Conf. DSL-2005, Portugal 

is higher than the equilibrium pressure of Ti(C,N) 
carbon is replaced by nitrogen and excess carbon 
is supplied to the system which accelerates 
sintering by reducing the liquidus temperature. 
Corresponding behaviour can be found from 
thermal analysis, which yields lower liquidus 
temperatures for higher nitrogen pressures, as well 
as from specific saturation magnetisation measure-
ments, which yield higher 4πσ values for higher 
nitrogen pressures. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Shrinkage rate of an FGHM as a 

function of different nitrogen pressures. The 
maximum shifts to lower temperatures upon 

increasing pressures. 
 
4  Thermochemistry of gradient formation 
 

An important procedure for the sintering of 
nitride-containing hardmetal formulation is the 
introduction of nitrogen at specific positions in the 
sintering profile in order to (i) exactly compensate 
for nitrogen loss, (ii) overcompensate for nitrogen 
loss or (iii) taking some nitrogen loss into account. 
These procedures will give different near-surface 
microstructures, i.e. (i) a non-graded, (ii) a nitride-
enriched and (iii) a nitride-depleted near-surface 
region. Such sub-processes were combined in the 
sintering process in order to arrive at specific 
microstructures, i.e. with a regular or an inverse 
gradient. 

For a more detailed explanation of the 
combination of such sub-processes the general 
behaviour of nitrogen equilibrium pressure vs. 
temperature is given in Fig.3. Although some part 
of the sintering takes place a higher than liquidus 
temperature TL, which is around 1320°C, ln(pN2) 
of the solid carbonitride will behave almost 

linearly with temperature. If the nitrogen 
atmosphere of such a hardmetal formulation will 
be adjusted exactly as a function of this relation-
ship no gradient formation will occur within 
sintering. This is a prerequisite for tailoring 
gradients by in-diffusion or out-diffusion of 
nitrogen. In-diffusion of nitrogen will occur if the 
temperature is lowered and the nitrogen pressure 
is kept constant or increased [8]. Out-diffusion 
will occur if the temperature is increased by 
keeping the nitrogen pressure constant or by 
lowering the nitrogen pressure (compare Fig. 3). 

Within a sintering cycle the two principal 
diffusion directions can even be combined by 
adjustment of nitrogen pressure and temperature 
in order to arrive at specific gradients. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 3: Bottom: Nitrogen equilibrium pressure 
as a function of temperature (diagonal). At higher 

pressure and/or lower temperature than 
equilibrium nitrogen in-diffusion and at lower 

pressure and/or higher temperature nitrogen out-
diffusion takes place. Top: corresponding near-
surface microstructures (left: nitride-enriched, 
above pEQ; right: nitride-depleted surface zone, 

below pEQ). 
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5 Preparation of specific FGHMs 
 
5.1 FGHMs with a regular gradient [9] 

For an enrichment of nitride or carbonitride 
phases the nitrogen pressure has to be kept above 
the equilibrium pressure. This procedure can be 
performed at some isothermal temperature in 
order to be able to easily establish a certain 
thickness of the zone by knowledge of the 
isothermal growth rate. The process can take place 
above or below the eutectic temperature TL. 

The path of an alloy with a regular gradient is 
indicated in Fig.4. The first sub-process (SP1) is a 
near-equilibrium dense sintering (at liquidus 
temperature) followed by diffusion annealing at 
1200°C (SP2). The whole procedure can be 
performed in the same furnace or in two different 
furnaces. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Preparation of an FGHM with a nitride-
enriched surface by diffusion annealing at T<TL. 

First step (SP1): liquid-phase equilibrium 
sintering, second step (SP2): solid-state sintering 

above pEQ. 
 
 

A microstructure of such an FGHM is 
presented in Fig.5, together with the corres-
ponding element profiles [10]. Both, the increased 
nitrogen pressure and the lowered temperature, 
caused in-diffusion of nitrogen. Within the 
Ti(C,N)-enriched zone the outer region is higher 
in nitrogen content than the inside, which can be 
seen from the N/fcc ratio (Fig.5, bottom). Also 
some WC is formed outside due to the reaction 

(Ti,W)C + N2 -> Ti(C,N) + WC, hence the W/fcc 
ratio is a large as in the bulk and shows that 
mainly the fcc phase is affected. This is due to the 
low temperature of SP2 and the reduced mobility 
of WC. If SP2 is performed at higher temperature 
WC will diffuse inside. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5: FGHM with a nitride-enriched surface 
zone (top), the corresponding GDOES element 

profiles (centre) and nitrogen, carbon and tungsten 
content vs. amount of fcc phase (bottom). The fcc 

phase is Ti(C,N). 
 
 

By application of different annealing times the 
growth rate of the zone could be established, 
favourable for finding an optimum thickness in 
cutting experiments. This growth is parabolic, i.e. 
d2 = k • t (d: zone thickness, t: time, k: constant) 
such as for diffusion layers of distinct nitride or 
carbide phases [11]. The growth rates are shown 
in Fig.6 for two nitrogen pressures (5 and 25bar 
N2). The increase in growth rate upon higher 
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nitrogen pressure corresponds approximately to 
the ratio of the square root of pressures √p(N2)high/ 
√p(N2)low. At higher pressure a higher isothermal 
growth rate of the zone could be found which can 
be exploited if the annealing times should be kept 
short because of grain growth during annealing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Growth of the nitride-enriched zone 
shown in Fig.5 indicating parabolic growth 

behaviour. Increased nitrogen pressure increases 
the growth rate [10]. 

 
5.2 FGHMs with inverse gradient [12] 

If hardmetal alloys are sintered at a lower 
nitrogen pressure than their nitrogen equilibrium 
pressure, a nitride-depleted zone is achieved 
(Fig.3). During experiments it turned out that 
FGHMs with a Ti(C,N)-enrichment below the 
WC+Co zone shows excellent performance. 
Therefore, a procedure by which a Ti(C,N) 
diffusion zone forms below the WC+Co zone was 
designed and the according gradient called 
‘inverse gradient’ because the outer hardness is 
lower than at some distance from the surface. 

The nitrogen pressure vs. temperature 
behaviour of the sub-processes of this procedure is 
sketched in Fig.7. After equilibrium sintering 
(SP1), the nitrogen pressure is lowered and a 
WC+Co-rich outer zone is formed (SP2). Then the 
temperature is lowered and the nitrogen pressure 
increased relative to the equilibrium pressure. 
Hence, the main diffusion direction of nitrogen 
changes and nitrogen diffuses now inside 
(whereas titanium diffuses outside). 

Although the second step of this procedure 
corresponds to the second step of the formation of 
a regular gradient (nitride enrichment), nitride 
particles are not created at the outside of the 
FGHM due to peculiarities in the occurring 
diffusional fluxes.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Sub-processes (SP1, SP2 and SP3) for 
the preparation of an FGHM with an inverse 

gradient (nitride-depleted surface zone and an 
inner nitride-enriched zone). 

 
This is explained in Fig.8. First the hardmetal 

is sintered (SP1) and then a nitride-depleted 
surface zone is formed within SP2, Fig.8, top. The 
thickness of this zone can be adjusted by 
appropriate choice of the annealing conditions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: Formation of an inverse gradient, i.e. a 
nitride-enriched zone below the nitride-depleted 
zone. Top: the nitride-depleted surface is created 

in SP1 and SP2 (Fig.7). Bottom: nitrogen 
diffusion reverses and forms and inner nitride-

enriched zone within SP3, Ti cannot diffuse 
outside through the WC+Co layer. 
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For the last step SP3 the temperature is 
lowered in order to arrive in the solid region and 
occasionally the nitrogen pressure is increased, 
corresponding to SP3 in Fig.7. Now nitrogen 
diffuses inside and titanium outside (Fig.8, 
bottom) but the latter cannot diffuse towards the 
outermost surface due to the much higher 
activation energy of Ti diffusion as compared to N 
diffusion. Thus, the WC+Co zone behaves like a 
membrane which allows for in-diffusion of 
nitrogen but not for out-diffusion of titanium. 
Because of the higher-than-equilibrium nitrogen 
pressure (or lower temperature) a Ti(C,N)-
enriched zone forms inside the WC+Co zone. 

Fig.9 shows a SEM microstructure of this 
region after SP2 (top) and after SP3 (bottom), 
corresponding to Fig.8. In these microstructures 
Ti(C,N) appears dark and WC  bright. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 9: SEM-BSE microstructures corres-
ponding to the sketch shown in Fig.8. Top: 

nitride-depleted WC+Co surface zone (bright), 
bottom: formation of nitride-enriched zone (dark) 

below WC+Co. 
 

Also for the inner nitride-enriched zone 
parabolic growth was observed as for the outer 
Ti(C,N) zone in regular gradients (Fig.10). This 
was studied in the same material for which on one 
side the WC+Co surface zone was removed by 
grinding after SP2. The inner Ti(C,N) zone has a 

slightly smaller growth rate than the latter because 
the WC+Co zone reduces the diffusion flux to 
some extend. During SP3 the WC+Co zone does 
not grow so that it is possible to tailor the 
thicknesses of the WC+Co and the Ti(C,N) zone 
independently of each other within SP2 and SP3, 
respectively. This yields optimum thicknesses of 
both zones with respect to cutting performance. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 10: Parabolic growth of the inner and the 
outer ‘free’ Ti(C,N) zone, whereas the WC+Co 
zone remains at constant thickness. The outer 

nitride-enriched zone grows faster than the inner. 
 

6  Cutting tests 
 

In turning (continuous cutting) tests the crater 
depth KT and the maximum wear land VBmax at 
the flank side are measured as a function of time. 
This is shown in Fig.11. In milling (interrupted 
cutting) usually only the flank wear is recorded. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 11: Schematic representation of wear on a 
cutting insert with crater depth KT and max wear 
land VBmax, which are measured as a function of 

time in cutting tests. 
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6.1 FGHMs with regular gradient 
Fig.12 shows the turning performance of 

FGHMs with nitride-enriched surface zone. By 
changing diffusion time, different zone 
thicknesses of outer Ti(C,N) were obtained for the 
tests. A P25 type hardmetal was tested for 
comparison. It turned out that a Ti(C,N) zone 
thickness of about 9µm performs best, at smaller 
thicknesses wear becomes larger. There is no 
absolutely clear sequence with zone thickness but 
in any case the FGHMs performed much better 
than the uncoated commercial P25 type hardmetal. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 12: Turning test (top: crater depth, bottom: 

maximum wear land, compare Fig.11) of an 
FGHM with regular gradient of different thickness 

of the nitride-enriched zone (7-12µm) as 
compared to a commercial P25 hardmetal. 
Workpiece material: Ck45 steel. Cutting 

conditions on the lower right. Lifetime increase is 
more than fivefold. 

 
 
6.2 FGHMs with inverse gradient 

Due to the presence of a tough surface layer of 
FGHMs with inverse gradient it can be assumed 
that they are excellent materials for milling. As an 
example for the performance of such FGHMs  

Fig.13 shows a milling test [13]. Note that the 
cutting speed is at relatively high values (315 
m/min). For comparison a TiAlN-coated P25 type 
hardmetal without gradient was tested within the 
same run. The milling performance of the inverse 
FGHMs was substantially better than that of 
commercial grade. The optimum is at an 
intermediate thickness of the inner Ti(C,N) zone 
(‘inverse + 1h’) as compared to thicker (‘inverse + 
5h’) or thinner (‘inverse’) Ti(C,N) zones within 
the inverse gradient. Here, the wear is plotted as a 
function of tool path (instead of time as in  
Fig.12). A tool path of 6m corresponds to a 
cutting time of approximately 90min. Another 
favourable finding is that the wear of the best 
FGHMs shows only a small steady increase as a 
function of tool path. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13: Milling test (only VBmax is recorded 
here) for FGHMs with inverse gradient. The inner 
nitride-enriched layer with intermediate thickness 
performed best. Comparison with a commercial 
coated P25 type hardmetal with TiAlN coating.  

 
7 Conclusions 
 

The near-surface region of hardmetals can be 
modified by means of diffusion processes to arrive 
at functionally graded hardmetals, FGHMs. The 
starting formulation must contain species which 
different affinity toward the reactive atmosphere. 
In such hardmetals Ti forms a very stable nitride 
whereas W does not. This is a necessary condition 
to establish a graded layer. Upon knowledge of 
the thermodynamic as well as diffusional 
properties of the compounds and constituents 
involved, an appropriate choice of process 
parameters is possible to tailor specific micro-
structures. 
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The method was applied for hardmetals with 
both, a low and a high amount of Ti(C,N). The 
high amount is representative for a material which 
is intermediate between a hardmetal and a cermet. 
It was already applied for pure cermets, too (e.g. 
[14]). 

Different types of gradients with respect to 
mechanical properties were designed, prepared 
and tested as a function of the established zone 
thicknesses. The so-called regular gradient 
consisted of a microstructure with a hardness 
increase and toughness decrease towards the 
surface, the other showed opposed mechanical 
properties, i.e. a maximum hardness in the interior 
of the hardmetal and a maximum in toughness 
outside. Both FGHMs have their field of 
application which was shown in cutting tests. 
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Abstract 
 

In this paper it has been shown by molecular dynamics simulation that the displacement of Pd adatoms on Pd 
(001) surface takes place mainly by means of “relay-race” mechanism with participation of the substrate atoms. 
Activation energy of the elementary act of “relay-race” self-diffusion has been calculated using a kinetic equation, 
which describes the concentration changes on the surface of “marked” at the initial instant of time adatoms.  

 
Keywords: Calculation of diffusion coefficient; Molecular dynamics; Embedded atom method; Surface, Metals 

 

 
1 Introduction 
 

It is well known from Refs [1-6], that at the 
initial stages of a film forming from the gas phase 
on the crystal substrates a surface diffusion of 
adatoms is one of the most important factors for a 
nucleation and growth of the condensate.  

It is commonly supposed (see for ex. Refs [1,2]) 
that an adatoms’ diffusion on the metallic surface 
takes place mainly by means of “rolling stone” 
mechanism, i.e. by sequential thermally activated 
transitions of adatoms from one stable state to 
another. This scheme of adatoms’ displacement on 
the singular part of surface was so evident that 
other (alternative) mechanisms of their diffusion 
were considered as unlikely. At the same time 
direct experimental methods of the observation on 
diffusion processes on a solid surface allow “to 
see” separate atoms, but these methods can fix 
atomic positions only before and after a diffusion 
act. And it is impossible to recognize after which 
processes the atom is located in a new position and 
to answer if it is the same atom, which was in the 
initial position. Only a computer experiment within 
the molecular dynamics (MD) method allows to 
observe the displacements of each atom in a system 
(including adatoms) during any moment of the 
studied diffusion process. In Ref. [7] during the 
diffusion investigation of Au, Ir and Pt adatoms on 
(110) Pt surface it has been shown by MD method 
using pair Lannard-Johnes potential, that diffusion 

of Ir and Pt atoms can occur also by “exchange” 
mechanism (extrusion atom from substrate by 
diffusing adatom). This process promotes a 
mutual atomic interfusion of condensed matter 
and substrate. Experimentally observed 
emergence effect of Cu atoms on the surface of 
growing Pd, Rh, Pt film [4] can indirectly argue a 
realization of this mechanism, which was 
unexplainable within the framework of volume 
heterogeneous diffusion model.  

In the present paper the atomic mechanisms 
and kinetics of a self-diffusion of Pd adatoms on 
the surface of Pd (001) single-crystal substrate are 
investigated by MD method. 

 
2 Model procedure 
 

The substrate was simulated using the 
calculated cell consisting of eight planes Pd (001), 
each of them was a square with 48 atoms on side, 
i.e. 2304 atoms per plane. Periodical boundary 
conditions were imposed in [110] and [1 1 0] 
directions upon the system. Tree bottom layers 
were static and next five were dynamic. On the 
substrate’s surface 64 adatoms were arranged in a 
square lattice of 8×8 size. Then the static 
relaxation of the system was carried out. To 
describe interatomic interactions we used a 
many body potential calculated within the 
scope of the embedded atom method [8]. 
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Adatoms and substrate atoms in dynamic layers 
had initial velocities defined by the 
Maxwellian distribution. Isothermal annealing 
of the system was carried out by MD method. 
The MD calculation procedure consisted of 
numerical integration of the motion equations 
with a time step of Δt = 1.5×10-15 s using the 
Verlet algorithm [9].  

 
3 Results and discussion 
 

It has been established, that during an 
isothermal annealing a diffusion displacement of 
adatoms on Pd (001) surface takes place mainly 
not by means of “rolling stone” mechanism from 
one stable position to another, but by “relay-race” 
mechanism, i.e. by replace adatom with an atom 
of the first substrate’s layer under the 
simultaneous displacement of this atom onto the 
surface to the nearest stable position, which is the 
most distant position from the initial adatom’s 
one, as shown in Fig. 1.  

A result of such “relay-race” diffusion act in the 
case of one component system is the displacement 
of adatom in the direction 〈100〉 on a value of a 
lattice constant. In particular, in computer 
experiment carried out at 800 K in 3×10-11 s in the 
first Pd (001) substrate layer we observed 37 
“marked” atoms from the initial 64 “marked” Pd 
adatoms. At the same time there was not any 
“marked” atom in the second or next substrate 
layers and none of the atoms from the first 
substrate layer and situated far from adatom was 
found on the surface.  

 

 
a) 

 
b) 

Figure 1: Fragments of Pd (001) surface after 
annealing at 700 K during 1.5×10-11 s (a) and 
3×10-11 s (b). In the ringed section an elementary 
act of “relay-race” self-diffusion mechanism is 
shown. Adatoms are given by large spheres and 
substrate atoms are shown by small circles. 
Adatoms “marked” at the initial time are given 
by black color. 

 
Therefore, during the annealing a number of 

“marked” atoms increases in the first substrate 
layer and decreases on the surface of the sample. 
In this context due to the emergence of atoms of 
the first substrate layer to the surface a sum of 
adatoms is constant. However increment of the 
number of “marked” atoms in the first substrate 
layer results in an increase of a probability of their 
displacement to the sample surface again. With 
time a balance of the reverse streams of the 
“marked” atoms is setting up and their 
concentration on the surface is approaching to the 
equilibrium one.  

The obtained data for the atomic mechanism of 
surface self-diffusion allow to describe kinetics of 
decreasing the number of “marked” at the initial 
instant of time adatoms n0 under small coating 
density: θ=n0/N, where N is a total number of 
adsorption places on the surface. Using a scheme 
of relative position of the substrate atoms 
presented in Fig. 2, we consider all possibilities of 
adatom’s displacements by “relay-race” 
mechanism. Assume that the “marked” adatom 
changed the initial position 0 to the position a on 
the substrate by “relay-race” diffusion, while 
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substrate atom displaced from position a to the 
adatom’s position 1. A probability of such process 
per time unite is determined as ν = ν0exp(-W/kT), 
where ν0 is the frequency factor; W is the 
activation energy of elementary act of “relay-race” 
diffusion; k is the Boltzmann's constant; T is a 
temperature. Then two variants for adatom 1 can 
occur: (i) either to touch off to substrate atom to 
take up one of tree positions 2, (ii) or to oust 
“marked” atom from position a in order to return 
to the initial position. Probability for every of 

these acts is equal to 
1
4

 (Fig.2). If adatom is in 

one of positions 2 (probability to be in each of 

them is 
1
3

) then the following alternatives of 

displacements are possible: (i) either to occupy 
one among five positions 31 and one out of two 32 
positions with probability 
1
3

5 1
4

2 1
4

2 3
4

⋅ ⋅ + ⋅ ⋅⎛
⎝⎜

⎞
⎠⎟
= , (ii) or to replace to the 

initial position 1 with probability 
1
4

. Since the 

probability of displacement from position 2 to 
position 32 is twice as much as to the position 31, 
probabilities of adatom’s location in one out of 
five positions 31 and two positions 32 are equal to 
5
9

 and 
4
9

 respectively. Then the probability of 

adatom’s displacement from position 3 to position 

2 is 
5
9

1
4

4
9

1
2

13
36

⋅ + ⋅ = . Variants discussed above 

of “relay-race” transition of adatoms among 
different positions under the small coating density 
(θ<<1) allow to construct a system of kinetic 
equations for adatoms in different positions. 
Suppose that at the time moment t we have n, n1, 
n2, and n3 atoms in 0, 1, 2 and 3 positions 
respectively, then the equations will have the form 
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Figure 2: Scheme of substrates atoms (small 
circles) disposition and possible ways of adatoms 
displacements to the positions1, 2, 31, 32, 4 (dotted 
lines). Adatom “marked” in the initial position is 
shown by the large sphere. 

 
Here it is suggested that the number of atoms 

in the positions 4 is so small that their stream in 
the position 3 can be ignored. Therefore, the 
system of kinetic equations (1) describes time 
dependence of concentration of the adatoms 
located in four positions (0, 1, 2, 3). It follows 
from Eq. (1) that if at the initial moment all 
adatoms were in 0 positions (n(0) = n0) and they 
were marked, then a decrease of the concentration 
of “marked” adatoms as a function of time с(t) = 
n/n0 can be described by the expression (2) 
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Figure 3 shows the results of computer 

simulations of the surface diffusion obtained at 700, 
750, 800 and 850 K temperatures. The values of 
parameter ν for various temperatures were found by 
approximation of computer experiment data in 
correspondence with the expression (2). The 
obtained results allowed to determine the activation 
energy of an elementary act of “relay-race” diffusion 
of adatoms from the slope of ln(ν)-dependence of 
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1/T , which is shown in Fig. 4. A value of activation 
energy is 0.62±0.04 eV/at. A value of activation 
energy for “rolling stone” mechanism calculated in 
Ref. [2] equals 0.71–0.74 eV/at, i.e. it is larger than 
obtained in our experiment. This fact is an additional 
confirmation of the dominant role of “relay-race” 
diffusion mechanism.  
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Figure 3: Concentration changes of “marked” 
adatoms during the annealing at various temperatures 
and results of the approximation by Eq. (2). 
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Figure 4: Temperature dependence of number of 
elementary acts of “relay-race” self-diffusion per 
time unit constructed on the "ln(ν) – 1/T" 
coordinates. 
 

4 Conclusions 
 

It is shown by means of made MD experiment 
that the self-diffusion of Pd adatoms on Pd (001) 
surface occurs mainly by “relay-race” mechanism 
with a participation of substrate atoms. The 
activation energy of an elementary act of the “relay-
race” self-diffusion calculated from the obtained 
kinetic equation describing concentration changes of 
“marked” at the initial time adatoms on the surface, 
is equal to 0.62±0.04 eV/at. 

In conclusion it should be noted that “relay-
race” mechanism of adatoms’ diffusion on Pd 
(001) surface does not preclude the presence of 
other processes of surface self-diffusion, however 
their probability is considerably smaller as follows 
from our MD experiment. For example, during the 
time of computer experiment only at 850 K one 
elementary act of the self-diffusion by “rolling 
stone” mechanism was occurred.  
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Abstract 
One of the authors (CJO) developed a MATLAB© code called Inversemethods© to determine concentration–
dependent diffusivities from experimental data. This software allows comparison between the diffusivities 
calculated with four numerical methods: a) Boltzmann-Matano (BM), b) Sauer-Freise-den Broeder (SFB), c) 
Fictitious image–source method (error function approximation), and 4) Fourier series image–source solutions. The 
choice of writing this code in MATLAB© was meeting the requirements for portability, as MATLAB© runs on 
various platforms and enables users to perform subsequent analyses on the data produced by this program. The BM 
and SFB methods are implemented following Simpson’s rule to calculate the integrals, and employs a simple finite–
difference method to calculate the derivatives. The software also implements a Savizky-Golay filtering algorithm 
that smoothes noisy penetration data by locally fitting a 3rd-order polynomial to 201 points. Such parameters were 
found to be most effective for noisy experimental data obtained using electron microprobe, proton-induced X-ray 
emission (PIXE), and Rutherford Back Scattering (RBS). 

 
Keywords: Basics of Diffusion; Numerical Methods; Boltzmann-Matano; Sauer-Freise-Den Broeder; Fictitious 
Image Source; Fourier Series, Savizky-Golay 
 
1 Introduction 

Extracting diffusivities from experimental 
data is a challenging task. Usually, the diffusion 
coefficients are calculated by applying different 
solutions to Fick’s second law. Composition- 
dependent diffusivities are encountered more often 
than are the simpler linear cases involving a 
constant diffusivity. This paper explains and 
demonstrates the development of the 
InverseMethods© program at Rensselaer 
Polytechnic Institute (RPI) to determine 
concentration–dependent diffusivities from 
experimental binary diffusion data [1,2,3]. This 
software first allows comparison between the 
diffusivities calculated from both the Bolztmann-
Matano, and the Sauer-Freise-den Broeder 
methods [2,3]. The RPI MATLAB© code also 
produces the results of other solutions to the linear 
diffusion equation for semi-finite media: a) 
Fictitious image source method, and b) Fourier 
series source techniques. Using inverse methods 
to calculate diffusion coefficients is not original. 
However, the current study was undertaken with 
the goal of creating robust in–house software 

capable of comparing these four methods for 
extraction of binary interdiffusion coefficients. 

 
2   RPI MATLAB© Code–InverseMethods© 

The software extracts D-values and facilitates 
comparison among the diffusivities calculated 
using four different inverse methods for finding 
interdiffusion coefficients from penetration data 
measured in a binary diffusion couple. The 
concentration-dependent diffusivity, D(C), is 
calculated using the Boltzmann-Matano, and the 
Sauer-Freise-den Broeder methods. Output from 
the program is returned showing the values of the 
concentration-dependent interdiffusion coefficient 
in graphical and text form. The value of 
concentration-dependent diffusivity calculated for 
the Matano interface is given in order to aid in 
comparing these results with the single diffusivity 
calculated by the other two methods allowed (viz., 
Error function and Fourier series method). These 
last methods model the penetration curve in a 
binary diffusion couple with fictitious image 
sources and appropriate no-flow boundary 
conditions presumed to exist at the lateral 
extremes of the concentration data. Both the 
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Fourier and Error-function series approximations 
are used to determine diffusivity at the Matano 
interface. Diffusivity values and the concentration 
curves resulting from these values are shown 
along with the R2 values. This code could be used 
as MATLAB© function or/and as a simple 
graphical interface (GUI). See Figure 1. Since the 
graphical interface is still in progress, we will 
discuss only the code as a MATLAB© function. 
The code was written for MATLAB© and is run 
by calling it as a function from the MATLAB© 
command line interface. The primary design is to 
be portable for use by students and researchers 
interested in finding concentration-dependent 
diffusion coefficients from binary couple data.  
 

 
Figure 1: Graphical interface (GUI) for the RPI 
MATLAB© code, InverseMethods©. In progress. 
 

The Boltzmann-Matano method is also 
implemented through the InverseMethods© 
program. The implementation uses the integro–
differential form [2, 3] that can be expressed as 
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The code also contains an algorithm to compute 
the location of the Matano interface by finding the 
minimum of the difference between the areas 
above and below the concentration curve, as 
implied by the integral form of the Matano 
interface condition,  
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The Sauer-Freise-den Broeder method is 
implemented by using its integro-differential form 
that can be expressed as  
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The integrals in Eqs.(1, 3) are calculated by using 
Simpson’s rule, and a and a finite-difference 
method for approximating the spatial derivatives 
of the concentration. 
 
3   Running the program 

InverseMethods© software was 
programmed as a MATLAB© function, which 
does not return arguments. It only displays a 
figure window. Additional output is returned to 
the screen that gives the numerical error and an 
estimate of the concentration at the Matano 
interface. These aid in locating the interface in the 
lower window of the displayed plot. The function 
requires three inputs where the function call is of 
the form InverseMethods© (concentration 
data, time, smoothing option) where concentration 
data is an n by 2 matrix with the second column 
containing the concentration values at the 
distances in the corresponding row of the first 
column. The time argument is the elapsed time (t) 
at which the concentration versus distance data 
were obtained. The smoothing option argument is 
an integer argument that may contain the values 0, 
1, or 2. Three options are offered for subsequent 
interpolation and smoothing of the data:  
1. The program will use the data without interpolating, 
smoothing, or otherwise altering the input. This option 
must be used with caution because the results are 
sensitive to the initial data. This option often results in 
significant numerical instability in the output. As a 
result of this sensitivity, however, this method is 
accurate to the fourth order of the step-size. 
2. The program will implement a cubic-spline 
interpolation using the MATLAB© function spline to 
smooth and evenly sample the input data at evenly 
spaced intervals along the distance axis. The built-in 
default value for the number of sampling points is 
2000; this default value may be changed in the code. 
The spline smoothing does not always improve the 
quality of the output. In fact, for already smoothed and 
evenly spaced data sets, spline interpolation can cause 
the appearance of numerical artifacts in the output. 
3. This option also implements a cubic spline 
interpolation step to sample the data at 2000 uniformly 
spaced points. Interpolation is undertaken in order to 
convert originally unevenly spaced data into a form 
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usable by the algorithms provided by the software. This 
option also implements a Savizky-Golay filtering 
algorithm that smoothes noisy data by locally fitting a 
3rd-order polynomial to 201 points. The procedure was 
found to be effective for noisy experimental data.  
 
Initially, the program displays a graph showing 
the input data and the results of smoothing, if 
employed. During execution, the user is prompted 
to enter the physical unit of distance used in the 
input concentration-distance data file. One enters 
the number that corresponds to the distance unit 
used as prompted. All diffusivity data for this 
program are given in units of (cm2/s). 
 
4   Methodology 

Many programs that are capable of performing 
inverse diffusion coefficient extraction rely on a 
curve-fitting algorithm before performing the 
analysis. Curve fitting insures that the data are 
sufficiently well behaved, and have continuous 
first derivatives for subsequent use during 
numerical integration. The authors, however, felt 
that the quality of curves fit to some of the noisy 
and non-symmetric diffusion data used for testing 
this program fell short of what was desired. The 
authors felt that an alternative approach was 
needed that would better capture the nuances in 
diffusion profiles, especially those that arise in 
multicomponent diffusion, or non-symmetric data. 
The primary method for dealing with the 
compound problem of non-uniformly spaced, 
noisy data, was to interpolate the data to a high 
degree of accuracy using a cubic spline then 
taking uniformly spaced data and implementing a 
smoothing algorithm. The algorithm used to 
smooth the data is the well-known Savizky-Golay 
filter [4]. The Savizky-Golay filter is commonly 
employed in signal-processing as a low-pass filter 
capable of eliminating high-frequency noise while 
preserving the details of the underlying, lower 
frequency, signal. This two-fold method is offered 
as an option that may be employed if the user 
finds that it is required; otherwise, if the data is 
sufficiently smooth, the user may follow other 
options that request more of the original data. 
 
5   Numerical Methods 

Due to the need for integration and calculation 
of derivatives in both the Boltzmann-Matano 
method, and the Sauer-Freise-den Broeder 
method, Simpson’s fifth-order 1/3 rule [1] was 
employed in all cases for integration, whereas 
derivatives were taken using fourth-order central-

differences. Near the endpoints of the data, 
however, to avoid loss of accuracy in the 
derivatives, a forward or backwards difference 
method (also of fourth-order) was implemented to 
eliminate the need to truncate data near the end of 
its range. One minor simplification was 
incorporated into the program that resulted from a 
limitation of Simpson’s 1/3 rule, which requires 
the number of data points to be even [1]. 
Consequently, the program truncates the last data 
point when the data contain an odd number of 
points. This simplification allowed for 
significantly simpler programming without loss of 
useful data. This simplification was justified 
because the data near its endpoints were already of 
questionable usefulness, due, in part, to numerical 
instabilities in both methods. These instabilities 
result from the need to divide small values of the 
derivative approaching zero, with small values of 
the area integrals that are also approaching zero. 
 
6   Examples of the InverseMethods©  
 
6.1 Rh–C Diffusion Couple: Smoothing procedure 

These data were used to demonstrate the 
output of InverseMethods© software. First, 
the number of points at which the sampling occurs 
was intentionally chosen to be large in the 
program in order to obtain an accurate 
representation of the original data, which is then 
smoothed by the Savizky-Golay Filter. See Figure 
2 for the graphical output. 
 

 
Figure 2: Original experimental versus data obtained 
smoothed by using Savizky-Golay filter. 
 
6.2 Rh–C Diffusion Couple: Boltzmann-Matano 
and Sauer–Freise– Den Broeder graphical output 

A second graphical and numerical output of 
the InverseMethods© software is represented 
by the diffusivities extracted using Boltzmann-
Matano and Sauer-Freise-den Broeder methods.  
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Figure 3: The diffusivities values obtained by 
InverseMethods© implementing Boltzmann-
Matano and Sauer-Freise-den Broeder  methods. Upper 
frame: a comparison of the results using two different 
methods. Lower frame: a comparison of the diffusivity 
results next to the Matano interface.  
 
This output is composed of two frames: a) the 
upper frame represents an overall comparison of 
the two methods for all concentration-distance 
interval, b) the lower frame shows the detailed 
comparison of the two methods close to the  
Matano interface. See Figure 3. 
 
6.3 Rh–C Diffusion Couple: Error function 
solution and Fourier series solution 

The InverseMethods© allows the user to 
obtain both numerical and graphical results for the 
Grube-Jedele (error function approximation) 
solution as well as the Fourier series solution.  

 

 
Figure 4: Error function versus interpolated 
concentrations. Upper frame: Grube-Jedele solution. 
Lower frame: Fourier’s method.  
 
Users could extract the diffusivities that appear in 
the numerical outputs produced by the 
InverseMethods© program, and proceed to 
show the results as Arrhenius plots. See Figure 5.  

 
Figure 5: Arrhenius plot based on the numerical outputs 
obtained by using InverseMethods©. Comparison 
of the numerical results of the four methods: a) the 
Boltzmann–Matano, b) the Sauer–Freise–den Broeder. 
 
These results are based on experimental data 
measured at different temperatures for a binary 
diffusion couple Rh-glassy C. 
 
7   Conclusions 
1) An original MATLAB© code named 
InverseMethods© has been developed at RPI. 
2) The code and its graphical interface, or GUI, 
are user friendly. Some MATLAB© experience is 
recommended if you use the MATLAB© function. 
3) Four different sets of diffusivity data for Rh-C 
are displayed as both numerical and graphical 
outputs.  
4) These diffusivity data serve as a meaningful 
comparison between the four methods.   
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Abstract 
Applying the theory of multicomponent diffusion and solving Fick’s second law is a challenging task, even for cases 
of linear diffusion. Fortunately, most of the tedious mathematical aspects can be eliminated by employing programs 
that efficiently handle the various linear algebraic steps. In 1986, Morral and Thompson [1, 2] developed a 
systematic methodology for constructing linear, one-dimensional, single-phase, multicomponent diffusion solutions, 
now referred to as the “square-root diffusivity method.” Implementing the square-root diffusivity method for 
multicomponent alloys was made convenient through the computer program, Profiler©, developed by Morral and 
Stalker [3, 4]. Here we discuss an educational code based on the MatLab© computing platform. The new code 
combines original features available in Profiler© as well as those added by Glicksman and Lupulescu [5] to evaluate 
multicomponent diffusion in single-phase solid-solution alloys to study the kinetics of zero-flux planes (ZFP’s).  

 
Keywords: Basics of diffusion; Numerical methods; Multicomponent diffusion; Zero flux plane; Square-root 
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1 Introduction: Multicomponent diffusion 
software 

There are some well-known computer 
programs and mathematical packages that handle 
the mathematical requirements encountered in 
multicomponent diffusion problems. A brief 
summary of available numerical approaches 
follows. 
MultiDiflux©: This program is based on an 
analysis developed by M.A. Dayananda [6, 7, 8, 
9]. called MultiDiflux©, which consists of two 
versions: 1) an educational and research computer 
program being developed for interdiffusion 
calculations of multicomponent diffusion couples. 
MultiDiFlux© smoothes the raw penetration-
distance data measured from concentration 
profiles using Hermite interpolation polynomials. 
The program calculates the locations of the 
Matano planes for each component and evaluates 
the profiles of all the corresponding fluxes directly 
from the smoothed profiles. MultiDiFlux© also 
provides estimates of the ternary interdiffusion 
coefficients over selected concentration ranges 
along the diffusion zone.  
DICTRA©: DICTRA© is an unique engineering 
[10] software for simulations of DIffusion 
Controlled TRAnsformations in multicomponent 
alloys. DICTRA coupled with the thermodynamic 
data base, Thermo-Calc©, provides a powerful tool 
for simulating diffusion in a wide variety of 
scientific and industrial applications. DICTRA©, 

which started out as a Ph.D. dissertation, evolved 
to a commercial system developed by John Ågren, 
KTH, Stockholm, Sweden.  
Profiler© [3, 4]: Profiler© provides a systematic 
method for obtaining one-dimensional, single-
phase, multicomponent (up to seven components), 
diffusion solutions. The methodology behind it 
was outlined in a series of papers by Morral and 
Thompson [1, 2], and is often referred to as the 
“square-root diffusivity method.” The 
multicomponent concentration field for a linear 
diffusion couple with a constant D-value consists 
of a sum of linearly independent error functions. 
Thompson and Morral’s published solution yields 
the concentration differences for each component 
around a diffusion couple’s average concentration, 
expressed as a sum of error function complements, 
and appearing as Eqs.(3) and (4) in [1, 2].  
 
2  RPI’s MatLab© Code 
Both Profiler© and MultiDiflux© are designed for, 
and operate on, DOS-based PCs. Many students 
have a difficult time returning to command-line 
MS-DOS. Consequently, we developed an 
educational Matlab© code to model a wider range 
of diffusion effects occurring in multicomponent 
alloys. This code implements all the equations 
used in Profiler© [3] plus those derived 
subsequently by Glicksman and Lupulescu for 
analyzing the component diffusion fluxes [5, 11, 
12, 13]. Input required from the user are the 
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elements of the interdiffusion coefficients matrix, 
[Dij], with their values given in CGS units. See 
Figure 1. The interdiffusion matrices may be 
obtained using MultiDiFlux© or DICTRA© 
software. The new code is flexible in choosing 
diffusion time and temperature, and chemical 
compositions of the end-members as an Euler 
angle(s) in composition space. There are two main 
options: a) selecting a ZFP angle for users 
interested in obtaining the zero flux Euler angles, 
and corresponding plots, and b) selecting any 
composition (Euler angle) of interest and the 
corresponding plots.  
 
 
 

 
 
Figure 1: First screen of the graphical interface (GUI) 
for the RPI Matlab© code.  
 
The plots and their names are listed in the middle 
section of the graphical interface. The user can 
select any of the desired figures mentioned on the 
list. The figures obtained follow the logical order 
presented by Glicksman and Lupulescu [5].  
 
 
 
 
 
 
Figure 2: Second screen of the graphical interface 
(GUI) for the RPI Matlab© code.  
 
Basically, one can predict the behavior of any 
ternary alloy if one knows the interdiffusion 
coefficient matrix. See Figure 2. The user could 
choose the times of interest for the selected plots 
by opening the 3rd screen of the graphical 
interface. If the new times are not implemented, 
the code will select the indicated default times. 
See Figure 3. 
 
 
 
 
 
Figure 3: Third screen of the graphical interface (GUI) 
for the RPI Matlab© code. 
To determine the concentrations of the first 
component in the right-hand end-member alloy, 
the cosines of angles ranging from 0° to 359° 

incremented by 1° are added to the concentration 
of the first component in the left-hand end-
member alloy. The composition of any right-hand 
end-member alloy may be determined from the 
composition space plot, once the Euler angle is 
known. See Figure 4. 

 
Figure 4: Composition space for the left-hand end-
member alloy Ni–43.5at.%, Zn–25at.%, Cu–31.5at%, 
and all other right-hand end-members that differ by 
1At.% in their composition vectors. 
 
The code extracts the concentration profiles of the 
chosen ternary alloy. See Figure 5. The MatLab© 
code produces all plots based on Eqs. 23-25 from 
[5]. Component fluxes are calculated at ζ=0, 
where ζ=x/√(4Eit) is the scaled diffusion length, x 
is the distance from the Matano plane, Ei is one of 
the N-1 eigenvalues of the diffusion matrix for an 
N-component alloy, and t is the diffusion time. 
Figure 6 illustrates the individual flux lines that 
are computed at a 0.5 increment. It also verifies 
the close correspondence between individually 
computed data, based on Eq. 23 from [5], and 
their analytical representation. 

 

 
 
Figure 5: Concentration profiles for the left-hand end-
member alloy Ni–43.5 at.%, Zn–25at.%, Cu–31.5at%, 
obtained by using the RPI Matlab© code. 
 
The stationary ZFPs occur precisely at the angles 
calculated using Eqs. 15-17 [5] and represent the 
roots of these flux curves. There are in principle 
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six stationary ZFPs for Ni, Zn, and Cu, shown in 
Figure 6 [4, 11, 12, 13].  
 

 
Figure 6: Component fluxes versus Euler angle, at ζ=0 
in the ternary alloy 43.5 at%-Ni, 25 at%-Zn, 31.5 at%-
Cu. 
 
The RPI Matlab© code calculates these fluxes as 
explained, by using Eqs. 25-27 [5], and 
demonstrates the narrowing trend of the fluxes for 
any ternary system approaching ψ* or ψminor. As it 
is clearly demonstrated in Figures 7 and 8, the 
width of the flux distribution narrows substantially 
where the composition vector is oriented near the 
critical values of ψminor=-29.0° and ψminor =69.81°, 
respectively. This critical angle may be found for 
any ternary alloy system using the relation given 
in [1, 2, 4, 5]. For the case of the two Cr-Al-Ni 
couple [5],  

 
Figure 7: 10 at%-Cr, 10at%-Al, 80 at% Ni ternary alloy 
fluxes calculated at two different orientation in 
composition space.  
 
the width and spreading rates of the ternary 
diffusion zones can be reduced by about 50% by 
adjusting the composition vector's orientation to 
be near the Euler angle for the minor eigenvector. 
For the ternary alloy illustrated in Figure 8, the 
flux near to the critical Euler angle is decreased 
80%.  

 

 
Figure 8: 32.39at%-Fe, 49.41at%-Mg, 18.20at%-Ca 
ternary alloy fluxes calculated at two different 
orientations in composition space. Dashed lines 
represent the fluxes for Ca, Mg, Fe next to the critical 
angle ψminor =69.81°. 
 
Figures 9 and 10 show the absolute sum of the 
component fluxes (AFS) and the integrated atomic 
transport, M, across the diffusion zone, plotted 
against the Euler angles of the specified couples. 
The total atomic transport rate across the diffusion 
zone, was calculated according to Eq. 29 from 
Glicksman and Lupulescu [5] using the [Aij] 
matrix. For a specified diffusion time, t, these 
amplitudes were calculated for all the Euler 
angles, along with the elements of the [Dij] matrix, 
and the major and minor eigenvalues, e1, and e2. It 
is apparent from Figures 9 and 10 that the 
integrated atomic transport rate, M, for all of the 
diffusing components moving throughout the 
couple is sharply reduced over a narrow range of 

 
 
Figure 9: Absolute sum of fluxes, AFS, and integrated 
mass transport, M, versus Euler angles for couples with 
the fixed end-member ternary alloy Ni–43.5at.%, Zn–
25at. %, Cu–31.5at%.  
compositions, for which the couple's Euler angles 
correspond closely with the orientation angle of 
the minor eigenvector. 
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Figure 10: Absolute sum of fluxes, AFS, and integrated 
mass transport, M, versus Euler angles for couples with 
the fixed end-member ternary alloy 32.39at%-Fe, 
49.41at%-Mg, 18.20at%-Ca. 
 
 
Conclusions 
 
1) A new MatLab© code was developed to 
understand multicomponent diffusion in various 
single-phase alloy systems. 
 
2) The numerical data obtained upon running the 
MatLab© script was compared during the initial 
stages of this work with the output provided by 
Profiler©. Subsequent output, such as fluxes and 
integrated transport could not be checked as 
Profiler© does not these plots generated by this 
script.  
 
3) The script was also tested by comparing the 
plots with those obtained independently using 
Kaleidagraph©, a spread-sheet based plotting 
program. 
 
4) MatLab© proved to be an efficient tool in 
modeling diffusion across thick diffusion couples. 
The script can be run by a single command and 
the plots are generated within minutes. As the 
software can handle large volumes of data, it was 
possible to achieve high resolution in the plots. 
 
5) The RPI MatLab© code was tested for different 
ternary alloys. The diffusive spreading is 
markedly reduced for multicomponent couples 
located in composition space close to the minor 
eigenvectors of the diffusion matrix. 
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Abstract 
 

In this paper, we report predicted results for texture evolution in FCC metals under uniaxial compression test. 
These results are computed using a newly developed nonlinear rigid viscoplastic crystal plasticity model based on an 
intermediate interaction law. This interaction law is formulated by the minimization of a normalized error function 
which combines the local fields’ deviations, from the macroscopic ones, obtained by the classical upper bound 
(Taylor) and lower bound (Sachs) models. This interaction law leads to results lying between the upper and lower 
bound approaches by simply varying a scalar weight function φ ( 0<φ<1). A simple interaction law based on the 
linear mixture of the fields from the Taylor and Sachs models is also used. The results from these both the linear and 
nonlinear intermediate approaches are shown in terms of texture evolution under uniaxial compression. These 
results are discussed in comparison with the well known experimental textures in compressed FCC metals. Finally, 
we show that the linear intermediate approach yields fairly acceptable texture predictions under compression and 
that the fully non-linear approach predicts much better results. 

 
Keywords: Crystallographic Texture; Polycrystalline plasticity; Intermediate linear and non-linear models 
 

 

1 Intermediate modeling 

1.1 Single Crystal Behavior 

We assume plasticity to occur by 
crystallographic slip only and use the classical 
viscoplastic power law at the slip system level. 
The constitutive law for rigid viscoplastic 
behavior of the single crystal is given by the 
following non linear relationship between the 
plastic strain rate tensor D and the deviatoric 
Cauchy stress tensor S: 

( ) SSMRD 0 ⋅≡⋅= ∑ α

α

α γγ      (1) 

In Equation (1), αγ  is the shear rate for the slip 
system α, 0γ  is a reference shear rate and αR  is 
the symmetric part of Schmid tensor. Here, M(S) 

represents the fourth order compliance tensor 
which depends on the stress tensor S. 

1.2 Macroscopic Behavior 

The macroscopic behavior can be described by 
a similar relationship to (1). If we denote by D , 
S and M  the macroscopic plastic strain rate, the 
deviatoric stress and compliance tensors, 
respectively, we can then write: 

D M S= ⋅            (2) 

The global (consistency) conditions are given by 
the following averaging conditions: 

D D< >=     and      S S< >=     (3) 

Here, < > designates the volume average over the 
entire volume of the considered polycrystal. 
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1.3 Concentration tensors – Interaction laws  

1.3.1 Linear formulation for rigid viscoplastic 
deformation 

Linear combination of the Taylor and Sachs 
models was proposed by Gambin and Barlat [1] 
for rigid viscoplastic case and was extended to the 
elastic viscoplastic behavior by Ahzi et al. [2, 3]. 
Following these works, we used the classical rigid 
viscoplastic Taylor ( D D= ) and Sachs ( S S= ) 
hypotheses for estimating a linear intermediate 
interaction law. This is simply carried out by 
combining the local fields obtained from the 
bounds (Taylor and Sachs) using a single weight 
parameter φ that varies from zero to unity: 

( ) st RR1R ⋅+⋅−= φφφ       (4) 

Here, R represents the local field (stress, strain 
rate or spin) and the superscripts φ , t and s 
designate the intermediate Taylor and Sachs 
models, respectively.  

1.3.2 Non-linear formulation for rigid viscoplastic 
deformation  

 Based on our recent work [4-6] a quadratic 
error function E is defined:   

( ) sd EE1E ⋅+⋅−= φφ        (5) 

This error combines the normalized deviation of 
the single crystal strain rate from the macroscopic 
one, represented by dE , and that of the single 
crystal stress and the macroscopic one sE . The 
weight parameter φ  varies between 0 (for Taylor) 
and 1 (for Sachs). By minimizing this error 
function E, we obtain the following highly non-
linear dual interaction laws [6]: 

DAD ⋅=      or   SBS ⋅=      (6) 

The fourth order interaction tensor A (or B) is a 
function of the local and macroscopic compliance 
tensors and of φ  (Details are given in ref. [6]): 
 

( ) ( )
1

1 1 1 11 1A I M M I M M
n n
φ φ

φ φ
−

− − − −= − + ⋅ − +⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (7) 

( ) ( )
1

1 1B M M M M
n n
φ φφ φ

−
⎡ ⎤ ⎡ ⎤= − + ⋅ − +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

     (8) 

We note that A reduces to the identity tensor if we 
take 0=φ . In the same way, the interaction tensor 
B reduces also to the the identity for the lower 
bound case ( 1=φ ). In the above equations, n is 
the inverse rate sensitivity coefficients (used in the 
viscoplastic power law). 

2 Results: uniaxial compression test  

2.1 Used polycrystal 

We considered the axisymmetric compression 
tests for the comparison between these two 
approaches. We imposed a fully prescribed 
macroscopic velocity gradient corresponding to a 
compression test. The used FCC polycrystal is 
represented by 100 randomly–oriented crystals as 
shown in Figure 1. The rate sensitivity coefficient 
is taken as: n = 13. We neglected the strain 
hardening. 

111

100                                                        110  
Figure 1: Inverse pole figure for 100 randomly 

oriented crystals (initial texture). 

To be able to quantitatively evaluate these two 
intermediate models, we also present a statistical 
analysis of the texture deviation from the expected 
fiber <110> component. This deviation is 
schematically explained in figure 2.  
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 Area 1 Area 2 Area 3 
αΔ  19.35° 9.67° 5.37°  

Figure 2: Representation of the deviation of 
texture components from the fiber <110>. 

2.2 Results obtained from the pure Taylor and 
Sachs models 

The textures obtained by the pure Taylor and 
Sachs models and the textures obtained by the 
non-linear model with the parameter φ very close 
to 0 or very close to 1, give the same results. It is a 
first numerical validation of the non-linear 
intermediate model. We choose to plot the inverse 
pole figures obtained in the case of rigid 
viscoplastic deformation for three deformation 
levels: 30%, 70% and 100%. The textures 
obtained by the Taylor and Sachs models are used 
as references and are also linearly combined to get 
the results for the linear intermediate model.  
 
It is well known, from the literature, that the 
compression texture in FCC metals such as copper 
show a strong intensity around the <110> 
component fiber (see for instance Ref. [7]). We 
can notice that the Taylor results deviate from the 
<110> fiber and that the Sachs results show that a 
fairly important number of crystals deviate also 
from the <110> fiber. These are well established 
results. Tables 1, 2 and 3 shows the deviations 
from the fiber <110> for both Taylor and Sachs 
models at different levels of strain. 
 
 
 
 
 
 

 φ = 0 
(Taylor model) 

φ = 1 
(Sachs model) 

 
 
ε =30% 

 
 
 
ε =70% 

 
 
 
ε =100% 

 
Figure 3: Inverse pole figure in the case of Taylor 

and Sachs models at ε =30%; 70% and 100%. 
 
Table 1: Deviation of the texture component from 
the <110> fiber (values in the table represent the 

number of orientations percent) at 30%. 
  φ = 0 

(Taylor) 
φ = 1 

(Sachs) 
Area 1 57 69 
Area 2 21 38 

 
<110>

Area 3 3 12 
 
Table 2: Deviation of the texture component from 
the <110> fiber (values in the table represent the 

number of orientations percent) at 70%. 
  φ = 0 

(Taylor) 
φ = 1 

(Sachs) 
Area 1 64 88 
Area 2 30 79 

 
<110>

Area 3 7 53 
 
Table 3: Deviation of the texture component from 
the <110> fiber (values in the table represent the 

number of orientations percent) at 100%. 
  φ = 0 

(Taylor) 
φ = 1 

(Sachs) 
Area 1 74 94 
Area 2 40 91 

 
<110>

Area 3 10 87 
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2.3 Comparison between the linear and the non-
linear approach 

2.3.1 Comparison in terms of inverse pole figure 

Now, we compare the results from the linear 
and the non-linear intermediate models. We select 
for this comparison three deformation levels of 
30%, 70 % and 100%. In figures 4, 5 and 6, we 
plot the inverse pole figures for these two 
approaches for different values of φ  (φ =0.3, 
φ =0.5 and φ =0.7). 

 Linear approach Non–linear approach
 
 

φ = 0.3 
 

  
 
 

φ = 0.5 
 

  
 
 

φ = 0.7 
 

  
Figure 4: Comparison of the linear and the non-

linear models under compression at ε = 30%. 
 
 

Table 4: Deviation of the texture component from 
the <110> fiber (values in the table represent the 

number of orientations percent) at 30%. 
   φ=0.3 φ=0.5 φ=0.7

Non-linear 27 33 36 Area 2 
Linear 21 26 29 

Non-linear 8 9 14 

 
 

<110> Area 3 
Linear 3 5 7 

 
 
 
 
 
 
 
 
 
 

 

 Linear approach Non–linear approach
 
 

φ = 0.3
 

  
 
 

φ = 0.5
 

  
 
 

φ = 0.7
 

  
Figure 5: Comparison of the linear and the non-

linear models under compression at ε = 70%. 
 

Table 5: Deviation of the texture component from 
the <110> fiber (values in the table represent the 

number of orientations percent) at 70% strain. 
   φ=0.3 φ=0.5 φ=0.7

Non-linear 47 59 65 Area 2 
Linear 42 51 64 

Non-linear 14 38 41 

 
 

<110> Area 3 
Linear 11 18 22 

 
 Linear approach Non–linear approach
 
 

φ = 0.3
 

  
 
 

φ = 0.5
 

  
 
 

φ = 0.7
 

  
Figure 6: Comparison of the linear and the non-
linear models under compression at ε = 100%. 
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Table 6: Deviation of the texture component from 
the <110> fiber (values in the table represent the 

number of orientations percent) at 100%. 
   φ=0.3 φ=0.5 φ=0.7

Non-linear 59 69 81 Area 2 
Linear 54 67 87 

Non-linear 38 50 50 

 
 

(110) Area 3 
Linear 17 26 41 

 
 
In Tables 4, 5 and 6, we report the corresponding 
(to figures 4-6) deviations from the fiber <110> 
From these results, one can see a difference in 
texture results depending on the value of φ  The 
following remarks can therefore be made: 
 
 
 
- at 30%, figure 4 and table 4 
For low level of strain, we begin to see the 
migration of the crystal orientations towards the 
<110> fiber for the two approaches. This 
observation is more pronounced with the non-
linear model.  
 
 
- at 70%, figure 5 and table 5 
For high values of strain, the two approaches seem 
to predict the fiber component <110>. However, 
the percent of crystals with orientation close the 
<110> fiber is higher for the non linear 
intermediate model and for higher values of  φ .  
 
 
- at 100%, figure 6 and table 6 
At 100% strain, both models predict fairly good 
<110> fiber texture particularly for the value of  
φ=0.5 and 0.7 . 
 
 
In figure 7 we show the number of crystals with 
<110> orientation φ=0.3. This result shows that 
with the non-linear model the crystals converge 
more quickly towards the fiber <110>. A stronger 
<110> fiber is therefore obtained by the non linear 
approach. 
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Figure 7: Number of oriented crystals in the 
<110> direction for the linear and non-linear 
models, for φ = 0.3, as function of strain (%). 

2.3.2 Comparison in term of stress/strain curves 

The stress-strain curves obtained with the 
linear and the non-linear intermediate models are 
very close, that is why, we decide to plot only the 
results obtained with the linear approach. Figure 8 
shows the stress-strain curves for different values 
of φ without strain hardening in the case of linear 
formulation. One notes, in this figure, that the 
stress-strain responses for different value of φ fall 
between the Taylor and Sachs estimates for both 
the linear and non–linear model. 
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Figure 8: Stress-Strain curves obtained for 

different values of φ for uniaxial compression. 

3 Conclusions 

Both the linear and the non-linear viscoplastic 
intermediate models predict a texture transition 
between the Taylor and the Sachs type textures. 
For the case of uniaxial compression, the crystal 
orientations converge more rapidly towards the 
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<110> fiber by the use of the non-linear approach. 
At high strains, it is clear that the predicted <110> 
fiber is stronger for the non-linear approach than 
for the linear one. This permits us to state the non 
linear intermediate approach yields better texture 
predictions than the linear one. This is also true 
under uniaxial tension test for which the results 
are reported elsewhere (see [4-6]). 
To improve our proposed non-linear intermediate 
modeling, we need to link the interaction law to 
some physical insights. For instance, the 
parameter φ  must be interpreted in terms of 
microstructural and physical grounds of the 
material (stacking fault energy, crystal shape and 
size…). 
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Abstract 
 

Thermally induced solid state reactions in the Ni(10 nm)/Si(001) film system that occur under the annealings in the 
nitrogen ambient were researched. It was established that the final product of solid state reactions (that is NiSi2) process 
consists of several steps, namely: a) Si and Ni interdiffusion via a lattice mechanism results in formation of the NiSi 
polycrystalline silicide layer; b) Si atoms along grain boundaries go out on the surface and accumulate; c) NiSi2 islands 
form and laterally grow on the surface; d) islands normal growth is accompanied by "diffusion dilution" of the NiSi 
layer; i) spherical NiSi2 inclusions form in the Si-matrix. A mathematical model was suggested that describes spherical 
inclusions growth in the finite size areas of the supersaturated solid solution Ni-Si. Approximate solutions of the start-
edge task for the second Fick’s equation in terms of suggested diffusion model and computer simulation results allow to 
establish the most important parameters that control mass transfer processes. According to computer simulation results 
a diffusion coefficient of Si at 950°C is 6.5 ·10-11 cm2 /s. 

 
Key words: Reactive diffusion, Silicide, Annealing, Inclusion, Diffusion model 
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1   Introduction 
 

Today new material engineering and technology 
problems arise from problems of the further 
miniaturization, development of the 
nanotechnology. Investigations of the formation 
mechanisms of the silicide nanostructures during 
development of the solid state reactions in the thin 
metal layers deposited on the Si are very important. 
Diffusion processes are already developing at 
deposition, directly after deposition and during 
nature aging due to peculiarities of the 
"evaporation-condensation" process and great 
degree of the nonequilibrium of the "film-substrate" 
system, Ref. [1]. External surface essentially has 
effect on the development of the structure and phase 
reformation processes at thermal treatment. One 
plays role of "diffusion pump" that stimulates 
diffusion mass transfer expansion of Si atoms 
across metal layer via grain boundary mechanism, 
Ref. [2].  These effects show itself for "metal film 
(100-200nm)- monocrystalline Si" system. But the 
silicide phases formation regularities and the 
kinetics of the solid state reactions development in 
the systems with thin metal layers (< 10nm) on the 
Si can be substantially different. 

In this connection the purpose of this study was 
experimental investigation and computer simulation 
of the processes of the thermally induced reactive 
diffusion during NiSi2 inclusions formation in the 
Ni(10nm)/Si(001) thin film system in the 
temperature range 500-10000C. 

 
 
2   Experimental procedures 
 

Ni film 10 nm was deposited by magnetron 
sputtering with a deposition rate of 0.3 nm·s-1 onto 
room-temperature boron-doped substrate Si of (001) 
orientation. The Ar pressure was kept at 10-1Pa 
during the deposition. The samples were annealed 
in the temperature range 500-10000C during 30 s in 
a N2 ambient. Thermally induced solid state 
reactions in the Ni(10 nm)/Si(001) film system have 
been investigated by the methods of cross-section 
transmission electron microscopy (XTEM) in a 
Philips CM20 FEG. The surface morphology has 
been studied by the scanning electron microscopy 
(SEM) in a SEMMA-100.  
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3   Results and discussion 
 

The XTEM micrograph (Fig. 1, a) of an as-
deposited sample shows a 6 nm thick amorphous 
interlayer NixSiy at the interface of the Ni layer to 
Si. 

 

  
 
Figure 1: Influence of the annealing temperature on 
the layer structure of the Ni(10nm)/Si(001) thin 
film. 
 
 

Therefore it is suggested that a quantity of Si 
penetrates in the Ni top layer with (Ni+Si) solid 
solution formation during condensation-stimulated 
diffusion and directly. The formation of the solid 
solutions with diffused substance concentration 
which exceeds equilibrium from phase state 
diagram due to increase in the solubility in the thin 
film state was obtained for many  "metal film (100-
200 nm) – Si" system. For example, solid solution 
at the interface forms in the as-deposited 
Mo(200nm)/Si system. And Si concentration in the 
one is from 0.1 to 13 at. % along of the transitional 
layer thickness, Ref. [3]. Formation of the 
metastable substitutional solid solution was 
observed in Ref. [4] for Ti(200nm)/Si(111) system 
by x-ray diffraction (increase in the elementary cell 
volume of the Ti crystal lattice). Si maximum 
concentration in the solid solution is ~ 7 weight % 
and greatly exceeds Si solubility in Ti for bulk state. 

Annealing at a temperature below of 500oC 
results in formation of the continuous film of the 
NiSi polycrystalline silicide of thickness ~ 20 nm 
(Fig. 1, b). 

Under rise in temperature Si diffusion occurs 
already to the NiSi silicide phase. The Si atoms 
come out on the external surface along grain 
boundaries and accumulate on the surface and near-
surface region. At the same time the role of the 
external surface becomes decisive and causes the 
primary mass transfer in the Ni(10 nm)/Si(001) film 
system. Si concentration is a maximum in the places 
where grain boundaries come out to the surface and 
inclusions formation of the NiSi2 epitaxy phase 
occurs (Fig. 1, c). In other words nucleation process 
of the new phase particles is heterogeneous. 

 
 

 
 

 
Figure 2: Influence of the annealing temperature on 
the structure morphology of the Ni(10nm)/Si(001) 
thin film. 
 
 

We think the formation of the NiSi2 phase 
islands begins already at 500oC. They have lamellar 
shape and average size about 140 nm (Fig. 2, a). 

In accordance with reactive diffusion model 
further islands growth must result in formation new 
phase layer, Ref. [5]. Really, if Ni layer thickness is 
100 nm the formation of the NiSi2 continuous layer 
is observed. But in our case Ni quantity is 
insufficient for formation such continuous layer. 
That is why attachment of the NiSi2 separated 
inclusions causes. Diffusion redistribution of Ni 
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from NiSi silicide to NiSi2 inclusions finish by total 
"solution" of the NiSi layer. In other words 
consistent reconstruction of the island structure 
occurs in NiSi2 volumetric inclusions in the Si 
matrix that consume all Ni (Fig. 1, e).  

At first new phase islands growth laterally: at 
700oC islands size on the surface is ~ 230-350 nm 
(Fig. 2, b); at 900oC one is ~ 850-1000 nm (Fig. 2, 
c). At temperatures above 700oC also consistent 
growth begins in the line of normal to surface (Fig. 
1, d). This process is continuing as long as the 
inclusion is acquiring spherical shape.  

The radius NiSi2 inclusions which are situated 
in Si-matrix is ~280-380 nm at 950oC (Fig. 2, d). 
One is smaller than inclusions radius at 900oC but 
greatly exceed initial thickness of Ni layer. 
Decrease of inclusions size of the silicide phase 
with increase of the annealing temperature is 
observed other researchers, Ref. [6,7]. We think that 
reconstruction of the island surface structure in 
volume spherical inclusions promotes decrease their 
size.  

It is known in particular that condition of the 
elastic energy minimum define shape of the 
separate particles during new phase formation in 
solid state. If elastic properties of matrix and 
inclusion are close separations of the new phase 
have lamellar shape. If new phase is harder than 
matrix concentration of elastic field inside particle 
become unprofitable and new phase has round 
shape. This theory result is confirmed in our case. 
Harder NiSi2 phase (Hv= 10.2 ± 0.3 GPa at loading 
of 50 g) is in soft matrix NiSi (Hv = 4 ± 0.5 GPa at 
loading of 50 g). Therefore harder phase gradually 
become itself spherical. Hv significances are 
represented in Ref. [8].  

Thus our investigation demonstrates that 
formation process of the NiSi2 silicide phase 
particles in Ni(10 nm)/Si(001) thin film at 
annealings above 500oC is multi-step (Fig. 3) and 
occurs in following consistency: 
- Si and Ni interdiffusion via a lattice mechanism 

results in formation of the NiSi polycrystalline 
silicide layer; 

- Si atoms along grain boundaries go out on the 
surface and accumulate;  

- NiSi2 islands form and lateral growth on the 
surface; 

- Islands normal growth is accompanied by 
"diffusion dilution" of the NiSi layer; 

- Spherical NiSi2 inclusions form in the Si-
matrix. 
A mathematical model was suggested that 

describes spherical inclusions growth in the finite 
size areas of the supersaturated solid solution Ni-Si, 
Ref. [9]. Approximate solutions of the start-edge 
task for the second Fick’s equation in terms of 

suggested diffusion model and computer simulation 
results allow to establish the most important 
parameters that control mass transfer processes. It is 
established that calculated value of the NiSi2 
inclusion radius is agree with experimental (335 
nm) if supersaturation degree in the Ni-Si solid 
solution is 20 at. % and a diffusion coefficient of Si 
is 6.5⋅10-11 cm2/s. Maximum radius of inclusion at 
950°C is 431 nm after annealing for 142 s. 

 
 

             

          
 

  
 

as-deposited 

T = 500oC

T = 700oC T = 900oC

T = 950oC

final 

a 

b 

c d 

e 

f 

 
 
Figure 3: Model of the formation mechanism of the 
NiSi2 inclusions in the Ni(10nm)/Si(001) thin film 
at the annealings.  
 
 

 This work was performed in the frame of the 
Project 2469 of the Science and Technology Center 
in Ukraine. 
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Abstract 
 

Annealing ambient effect on the phase formation in Ti(10 nm)/Ni(10 nm)/C(2 nm)/Si(001) thin film system  
obtained by sequential sputtering of C, Ni and Ti targets without vacuum breaking was under investigation. 
Specimens were annealed in the vacuum at pressures of about 1.3·10-4 Pa in the temperature range 400-1000°C for 
30 s. Thermally activated solid-state reactions that occur as the result of interdiffusion processes between layers 
under investigations were examined by methods of X-ray- and electron diffraction, Rutherford backscattering 
spectroscopy and resistivity measurements. NiSi formation starts at 550°C, but NiSi2 growth was observed at 600°C. 
After annealing at 1000°С film system consists of TiSi2 and NiSi2 disilicide. Structure of thin film system remains 
continuous. 

 
Keywords: Phase transformations, Film, Silicide, Phase, Phase composition, Annealing 

 
 

 
1 Introduction 
 

Transition metal silicides are widely used as 
functional elements in silicon microelectronic 
technology. It is permits to increase integration 
level and operating speed of the devices. Silicide 
thin films reduce contact resistance on the active 
parts of the transistors of the storage devices. One 
of the advantages of silicides is possibility to 
obtain of their by various ways during 
microdevices manufacturing.  

Using of TiSi2 and CoSi2 silicides for 
functional elements with thickness less than 0.15 
microns is limited. Among silicides, which are 
used in superscale integration technology in 
particular for transistors with dimensions less than 
0,1 microns, NiSi is the most attractive. It is 
formed at a relatively low temperature (350oC) 
and has low resistivity (~10 µkΩ·cm) at the 
temperatures above 600°С  [1]. But at 750°С NiSi 
transforms in high resistivity NiSi2 [1-5]. 
  The purpose of the present work is 
investigation influence of titan as top layer and 
influence of carbon as barrier layer on passing of 
thermally activated solid-state reactions in 

Ti(10nm)/Ni(10nm)/C(2nm)/Si(100) thin film 
system at the annealing in a vacuum.  
 
2   Experimental details 
 

The researched Ti(10nm)/Ni(10nm)/ 
C(2nm)/Si(100) film system was obtained by 
magnetron sputtering of C, Ni and Ti targets. 
Layers of carbon, nickel and titan were deposited 
sequentially onto (001) Si in Ar ambient at 
pressures of about 10-1 Pа without vacuum 
breaking. Layers of the titan and nickel were 
deposited with rate of 2-3 Ǻ/s and a layer of 
carbon - 0,1 Ǻ/s. Specimens were annealed in the 
vacuum at pressures of about 1.3·10-4 Pa in the 
temperature range 400-1000°C for 30 s. The phase 
identification was analyzed using X-ray- and 
electron diffraction. Rutherford backscattering 
spectroscopy (RBS) was performed using 1,7 
MeV He+ in order to determine the layer 
composition of the samples. Resistivity of film 
was measured using a four-point probe. 
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3   Results and discussion 
 

The data of the phase identification both as-
deposited sample and annealed samples of the 
Ti(10nm)/Ni(10nm)/C(2nm)/Si(001) thin film 
system are shown in the Table 1. 
 

Table 1: X-ray and electron diffraction analysis. 
 

Method of the investigation  
Теmp. 
(°С) 

x-ray 
diffraction 

electron  
diffraction 

20 Ni +Ti Ti 

400-500 Ni +Ti 

550 NiSi +Ti 

TiO2+Ti 

 

600-750 Ti  TiO2 + Ti +Ni3Ti (NiTi) 

800  TiO2 +Ni3Ti (NiTi) 

850  TiO2 + TiSi + Ni3Ti (NiTi) 

900  

950 TiSi2 

TiO2 + TiSi2 + NiTi (Ni3Ti) 

1000 TiSi2 TiO2 + TiSi2 + NiTi (Ni3Ti) 

+NiSi2 

 
 
RBS analysis of as-deposited sample 

demonstrates that metal layers are imperfect.  
It is established solid-state reactions are not 

observed in the film system after vacuum 
annealings in temperature range from 400 to 
500˚C (Fig. 1, Table 1).  

After annealing at 500˚C it was found the 
presence of oxygen in a superficial layer of 
sample. According to electron diffraction results 
oxygen interacts with titan formed TiO2 layer of 
(3-6) nm thickness (Table 2). Resistivity 
measurements shown resistivity of film is not 
changed as compared with one after deposition 
(Fig. 2).  

Interdiffusion between both Ti, Ni, C layers 
and Si substrate occurs at the annealings above 
500˚C and is accompanied by solid-state reactions 
(Table 1).  

According to X-ray and RBS analysis NiSi 
phase is formed at 550˚C. As the annealing 
temperature is increased to 550oC resistivity of the 
film drops too though NiSi has low resistivity 
(Fig. 2). It points to occurred changes of the 

structure and phase composition of the thin film. 
RBS analysis shows formation of the Ni-Ti 
compound (NiTi) due to intermixing of Ni and Ti. 

 
Figure 1: Backscattering spectra of the 

Ti(10nm)/Ni(10nm)/C(2nm)/Si(001) samples. 
 

Table 2: Theoretical phases and their 
corresponding thicknesses by RBS analysis. 

 
Model of layers by RBS  Тemp. 

 (°С) Thickness,  
 (nm) 

Atomic 
composition 

 
Phase 

500 3 
9   
10  
substrate 

Ti:O=1:2 
Ti  
Ni 
Si 

TiO2 
Ti 
Ni 
Si 

550 3 
9 
2 
20 
substrate 

Ti:O=1:2 
Ti 
Ni:Ti=1:1 
Ni:Si=1:1 
 Si 

TiO2 
Ti 
NiTi 
NiSi 
Si 

700 3 
9 
38 
substrate 

Ti:O=1:2 
Ti 
Ni:Si=1:2 
Si 

TiO2 
Ti 
NiSi2  
Si 

1000 5  
12  
38 
substrate 

Ti:O=1:2 
Ti:Si=1:2 
Ni:Si=1:2 
Si 

TiO2 
TiSi2 
NiSi2  
Si 

 
Increasing the annealing temperature from 

600oC till 800oC causes further changes of the 
phase composition (Table 1). According to RBS 
analysis film consists of layers of titan oxide (3 
nm), unreacted titan (9 nm), NiSi2 disilicide (38 
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nm) (Fig. 1, Table 2). Presence of the unreacted Ti 
was also observed by methods of x-ray and 
electron diffraction (Table 1). 

 
 

Figure 2: Resistivity, sheet resistivity and 
thickness of film system as a function of annealing 

temperature. 
 

From the results of resistivity measurements 
resistivity of the film increases (Fig. 2). It may be 
caused by formation of NiSi2 that has the higher 
resistivity among the Ni silicides. This conclusion 
follows also from comparison of the our 
experimental results with ones of the 
investigations of Ni(10-20nm)/Si(001) thin film 
systems by method of resistometry [6].  

X-ray diffraction analysis didn't show NiSi2 
formation. This indicates that NiSi2 grow 
epitaxially on Si (001) [7-10]. 

According to electron diffraction data the 
superficial layer of thin film system consists of 
titan, titan oxide (TiO2) and Ni-Ti compounds 
(Ni3Ti and NiTi) (Table 1). In this temperature 
range of annealings phase Ni3Ti dominates at the 
lower temperatures and phase NiTi dominates at 
the higher temperatures. At increasing the 
annealing temperature the titan layer is gradually 
consumed due to passing of the solid-state 
reactions with formation Ti-riched Ni-Ti 
compounds.  

During an annealing step in the temperature 
range from 850˚С to 1000˚С it was observed 
formation of the titan silicide together with earlier 
formed Ni-Ti compounds and NiSi2. In this case 
the thin film system consist of top layer of TiO2 (5 
nm) and subsequent layers of Ni-Ti compounds (2 
nm), disilicides of TiSi2 (12 nm) and NiSi2 (38 
nm) (Table 2). 

It is important to note that film system after 
annealing at the temperature of 1000˚С is 
continuous without breaks. It is confirmed the 

smooth shape of RBS spectrum and low resistivity 
(~ 20 µΩ·см) (Fig. 1, Fig. 2). 

To explain continuity of the film it is 
necessary to investigate the change of RBS 
spectrum from titan top layer. It is known titan is a 
good getterer of oxygen from ambient. It connects 
oxygen with formation of TiO2 at the low 
temperatures of annealing protecting reactions 
from contaminations. TiO2 is preserved till the 
annealing temperature of 1000oC. Interaction 
between titan and silicon begins at the 
temperatures above 850oC with formation TiSi 
and TiSi2 (Fig. 1, Table 2). Thus we may conclude 
the titan top layer promotes preservation of 
structure continuous of the thin film system till the 
temperature of 1000oC at annealing in the 
vacuum. It prevents outcrop of substrate silicon on 
the surface of the film system and breaking of its.  

Diffusion of carbon was not observed by 
used methods of investigations. Earlier it has been 
established that carbon is not built in formed 
silicide film and replaced to surface of film system 
[11-14]. 

Sequence of the solid-state reactions in the 
Ti(10nm)/Ni(10nm)/C(2nm)/Si(001) thin film 
system after vacuum annealings in the researched 
temperature range is shown in the Table 3. 

 
Table 3: Phase composition of the 

Ti(10nm)/Ni(10nm)/C(2nm)/Si(001) 
film system after vacuum annealings. 

 
Temp.
(˚C) 

Phase composition 

400 TiО2+Ti+Ni 

550 TiO2+Ti+(Ni3Ti+NiTi)+NiSi 

600 TiO2+Ti+(Ni3Ti+NiTi)+NiSi2 (ep.) 

800 TiO2+(Ni3Ti+NiTi)+NiSi2 (ep.) 

850 TiO2+ (NiTi +Ni3Ti)+TiSi+NiSi2 (ep.) 

900 TiO2+ (NiTi +Ni3Ti)+TiSi2+NiSi2 (ep.) 

1000 TiO2 + (Ni3Ti+NiTi) +TiSi2 +NiSi2 

 
 
4 Conclusion 
 

Diffusion interactions between deposited 
layers and silicon substrate in the 
Ti(10nm)/Ni(10nm)/C(2nm)/Si(001) thin film 
system are registered after vacuum annealing at 
500oC and are accompanied by solid-state 
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reactions. Titan oxide forms in the superficial 
layer of film and preserves till the temperature of 
1000oC. Formation both NiSi silicide and Ni-Ti 
compounds (Ni3Ti, NiTi) begins after annealing at 
550˚С. Formation of NiSi2 disilicide occurs after 
annealing at 600˚С. TiSi2 disilicide forms after 
annealing at 900˚С. Thus we may conclude the 
titan top layer promotes preservation of structure 
continuous of the 
Ti(10nm)/Ni(10nm)/C(2nm)/Si(001) thin film 
system till the temperature of 1000oC at annealing 
in the vacuum. Additional layers of Ti and C 
decrease the NiSi stability  
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Abstract 
 

In many high-temperature processes, ionic materials such as metal oxides are exposed under chemical potential 
gradients.  The typical processes are a gas separation with an ion-permeable membrane and high temperature 
oxidation of metals.  The ionic constituents are driven by the electrochemical potential gradients and diffuse through 
the oxide.  The metal ion diffuses from the lower oxygen potential side to the higher side.  The oxide ion diffuses to 
the opposite direction.  The diffusion of metal ion governs the displacement of the membrane.  The microstructure 
of oxides develops under the ionic flow.  In the high temperature oxidation, voids are frequently observed in  
growing scale.  The void formation in the membrane for gas separation is a crucial issue. 
This paper described the quantitative expression of displacement of and void formation in a membrane under the 
assumption of non-zero divergence of ionic flux. 
 
Keywords: Mathematical modelling; Microstructual and crystallographic texture evolution; Void formation; 
Chemical potential distribution; Divergence 
 

 
1 Introduction 
 

In many high-temperature processes, ionic 
materials such as metal oxides are exposed under 
chemical potential gradients.  The typical 
processes are a gas separation by an ion-
permeable membrane and high temperature 
oxidation of metals.  In high temperature gas 
separation with a metal-oxide membrane, the 
metal-oxide is exposed to chemical potential 
gradients.  The ionic constituents are driven by the 
electrochemical potential gradients and diffuse 
through the oxide.  The metal ion diffuses from 
the lower oxygen potential side to the higher side.  
The oxide ion diffuses to the opposite direction.  
The diffusion of metal ion governs the 
displacement of the membrane.  The oxide scale 
growth in high temperature oxidation of metals is 
almost the same phenomena except the metal ion 
is continuously supplied at the lower oxygen 
potential side.  The microstructure of oxides 
develops under the ionic flow.  The quantitative 
understanding of microstructure evolution such as 
void formation in the growing scale requires the 
consideration with the ionic flux.  In the high 
temperature oxidation, voids are frequently 

observed in the growing scale.  The void 
formation in the membrane for gas separation is a 
crucial issue. 

Wagner [1] presented the rigorous expression of 
the parabolic rate constant for high temperature 
oxidation of metals, which expression was 
implicitly assumed the steady state diffusion with 
the divergence to be zero.  However, the 
formation of voids and the additional oxide 
growth within the scale are caused by the non-zero 
divergence of fluxes of constituent ions. 

The authors [2] have predicted the void 
formation in the growing scale of magnetite 
during high temperature oxidation of iron under 
the preliminary assumption in which the major 
stationary flux of iron ion determines the chemical 
potential distribution and the resulting flux of 
oxide ion and its divergence is a measure of the 
void formation. 

This paper described the improved analytical 
expression of mass transport in an ionic crystalline 
membrane under the consideration of non-zero 
divergence.  It may help to understand the 
displacement of a membrane and the void 
formation in a membrane under chemical potential 
gradients. 
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2 Mass Transport in an Ionic Compound of 

M XM XZ Z
a b  under Chemical Potential 

Gradients 
 
2.1  General Background 

In the ionic crystalline compound of 
M XM XZ Z

a b , there are charged species of the metal 
cation with the ionic charge of ZM (positive 
integer), the non-metal anion with ZX (negative 
integer), excess hole with Zh (= +1) and excess 
electron with Ze (= -1).  The following three 
relations are existed. 

 
 M X 0aZ bZ+ =                      (1) 

 
M M X X 0c Z c Z+ =                    (2) 

 
*M X ( const.)c c c

a b
= = =           (3) 

 
where c is the concentration (mol m-3). 

If the compound is placed under the 
chemical potential gradients as shown in Fig. 1, 
the electrochemical potential gradients appear 
through the compound.  The charged species in 
the electrochemical potential field are driven and 
forced to move. 

The cation and anion flow toward the left and 
right, respectively.  During the mass transport 
process, the stoichiometric ratio of cation and 
anion, i.e. the ratio of sublattice sites shall be 
maintained so that the divergences of ionic fluxes 
are related in the following manner. 

 

M X M X1 1
a b

n J J
t a x b x

∂ ∂ ∂
= − = −

∂ ∂ ∂
      (4) 

 
where the left-hand term is the change in number 
of mole of the compound, M XM XZ Z

a b , and , Ji (mol 
m-2s-1) is the flux of a species, i. 

The flux of a species is expressed as follows. 
 

i
i i iJ c B

x
η∂

= −
∂

                             (5) 

 
where B the absolute mobility (molJ-1m2s-1), η 
(Jmol-1) the electrochemical potential and x the 
coordination (m).  The Nernst-Einstein relation 
gives 

i
i

D
B

RT
=                                    (6) 

 
where D is the self diffusion coefficient (m2s-1), R 
the gas constant (8.31 Jmol-1K-1) and T the 
absolute temperature (K).  The electrochemical 
potential is defined as 
 

i i iZ Fη μ φ= +                                   (7) 
 

where μ  is the chemical potential (Jmol-1), F the 
Faraday constant (96500 C), and φ  the 
electrostatic potential (V). 

Through the oxide, the following electro-
neutrality condition shall be maintained. 

 
M M X X h h e e 0Z J Z J Z J Z J+ + + =            (8) 

 
2.2 Chemical potential distribution in the 

compound, M XM XZ Z
a b  

 
From Eq. (4), one can obtained as 
 

M X( ) ( )
J J
a b
x x

∂ ∂
− = −

∂ ∂
                          (9) 

 
The integration of Eq. (9) gives 
 

M XJ J
I

a b
= +                              (10) 

where I is the constant and independent of x. 

Figure 1: The ionic compound under the 
chemical potential gradients. 
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Based on Eqs. (7) and (1), the thermodynamic 
relation for metal and non-metal elements is 
 

M X M M X X

M X M X

( ) ( )

( ) a b

a b a Z F b Z F

a b

η η μ φ μ φ

μ μ μ

+ = + + +

= + =
   (11) 

 
where the following relation of chemical 
potentials is used 
 

M X M Xa ba bμ μ μ+ =                        (12) 
 

Differentiation of Eq. (11) by x and introduction 
of Eq. (7) lead 

M X M X

M M X X

M X
*

M X

( )

1
( ) 0

aJ bJ
a b

x x c B c B

J J
c B B

η η∂ ∂
+ = − +

∂ ∂

= − + =
      (13) 

and 
M X

M X

0
J J
B B

+ =                           (14) 

 
Introduction of Eq. (10) into (14) gives 
 

M X X X( )bB aB J abB I+ = −            (15) 
 

Using Eq. (5), the electrochemical potential 
gradient of non-metal is 
 

X

X M X

2 2
X X

22
M M X X X

( )

M

abI
x c bB aB

bZ I bZ I
Z c B Z c B

η

α

∂
=

∂ +

= =
+

             (16) 

 
For the sake of brevity, the following 
simplification is made 
 

22
M M X X XMZ c B Z c Bα = +                 (17) 

 
One rewrite Eq. (8) with Eq. (10) to 
 

X
M M X X M X X

M X X M

X e h

( )

1
( )

aJ
Z J Z J Z aI Z J

b

aZ bZ J aZ I
b

bZ I J J

+ = + +

= + +

= − = −

     (18) 

 

In this derivation, Eqs. (1) and (2) are used 
The reaction between excess electron and 

hole is expressed as 
 

, .null = e  + h                                  (19) 
 

The sum of electrochemical potentials of hole and 
electron is equal to the sum of the both chemical 
potentials as shown in the following equation. 
 

e h e h e h( ) ( ) const.F Fη η μ φ μ φ μ μ+ = − + + = + =    (20) 
 
The differentiation of Eq. (20) gives 

h e

x x
η η∂ ∂

= −
∂ ∂

                              (21) 

 
and one can rewrite Eq. (18) as 
 

e h
X e h e e h h

e e
e e h h( )

bZ I J J c B c B
x x

c B c B
x x

η η

η η
β

∂ ∂
− = − = − +

∂ ∂
∂ ∂

= − + = −
∂ ∂

    (22) 

 
For the sake of brevity, the following 
simplification is made 
 

e e h hc B c Bβ = +                              (23) 
 

The ionization of non-metal is 
 

X

XX e XZZ+ =                            (24) 
 

and the thermodynamic relation is 
 

X X e X X e XZ Zμ η μ η η+ = − =              (25) 
 

The differentiation of Eq. (25) gives 
 

X X e
XZ

x x x
μ η η∂ ∂ ∂

= +
∂ ∂ ∂

                  (26) 

 
and the introduction of Eqs. (16) and (22) into Eq. 
(26) gives the chemical potential gradient of non-
metal. 
 

2 2 2
X X X X ( )bZ I bZ I bZ I

x
μ α β

α β αβ
∂ +

= + =
∂

    (27) 
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Integration of Eq. (27) from  (μX
I) to L (μX

II) 
gives 
 

II

X

I

X
X2

X

1
( const.)

L

I x k
bZ

μ

μ
μ

αβ
α β

∂ = ∂ = =
+∫ ∫     (28) 

 
and 
 

( )I L k− =                                 (29) 
 

On the other hand, integration of Eq. (27) from  
(μX

I) to x (μX) gives 
X

I
X

X2
X

1
( )

x
I x I x

bZ

μ

μ

αβ
μ

α β
∂ = − = ∂

+∫ ∫     (30) 

 
One obtains the chemical potential distribution by 
dividing Eq. (30) by Eq. (28) 
 

X X

I I
X X

II
X

I
X

X X

2
X

X

x
L bZ k

μ μ

μ μ

μ

μ

αβ αβ
μ μ

α β α β
αβ

μ
α β

∂ ∂
− + += =
− ∂

+

∫ ∫

∫
     (31) 

. 
2.3  Chemical potential gradient 

The introduction of Eq. (29) into Eq. (27) gives 
 

2
X X( )

( )
bZ k

x L
μ α β

αβ
∂ +

=
∂ −

                       (32) 

 
2.4  Electrochemical potential gradient 

The combination of Eqs. (16), (29) and (32) 
gives the electrochemical potential gradient as 

 
2

X X X X
e( )

bZ I
t

x x x
η β μ μ

α α β
∂ ∂ ∂

= = =
∂ + ∂ ∂

    (33) 

 
where et  is the electronic transference number. 
 
2.5  Electrostatic potential gradient 

Using Eqs. (7) and (33), the electrostatic 
potential gradient is obtained as 

 
X X

X

X X
i

X X

1
( )

1 1
( )

x Z F x x

t
Z F x Z F x

φ η μ

α μ μ
α β

∂ ∂ ∂
= −

∂ ∂ ∂

∂ ∂
= − = −

+ ∂ ∂

    (34) 

where it  is the electronic transference number.  
This equation is the well-known Nernst equation. 
 
3 Membrane for Gas Separation 
 
In this section, mass transport and void formation 
in the membrane are treated.  The membrane with 
the thickness of L0 is placed between x=0 and x= 
L0 at the beginning (t=0).  After the certain time, 
the interface I is exist at x=  and the interface II 
is at x= L  (Fig. 1). 
 
3.1 Permeation of non-metal of X through the 

membrane of M XM XZ Z
a b . 

From Eqs. (5) and (33), the flux of X injected 
into the membrane at the interface II is expressed 
as 

 
2 II II

II II II IIX X X X
X X X II( )

( )
bkZ c B

J c B
x L
η

α
∂

= − = −
∂ −

    (35) 

 
and that released from membrane at the interface I 
is 
 

2 I I
I I I IX X X X

X X X I( )
( )

bkZ c B
J c B

x L
η

α
∂

= − = −
∂ −

      (36) 

 
The Eq. (36) indicates the amount of the gas 
permeated, and the difference of Eqs. (36) and 
(35) is related to formations of void and additional 
compound in the membrane. 
 
3.2 Displacement of interfaces I and II 

The velocity of displacement of the interface II 
is described as 

 
2 II II

II M X M M M
M X M II

d 1
d ( )

a b
a b

L V k Z c B
V J

t a L α
= =

−
⎛ ⎞
⎜ ⎟
⎝ ⎠

    (37) 

 
where the Eqs. (14) and (35) are used and M Xa bV  is 

the molar volume of M XM XZ Z
a b .  The velocity of the 

interface I is 
 

2 I I
I M X M M M

M X M I

d 1
d ( )

a b
a b

V k Z c B
V J

t a L α
= =

−
⎛ ⎞
⎜ ⎟
⎝ ⎠

    (38) 

 
The ratio of the velocities is 
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( )
I I II

M M
mII II I

M M

d
d const.
d
d

c Bt r
L c B
t

α
α

= = =           (39) 

 
The ratio of the velocities is fixed only by the 
kinetic factors at interfaces 
 
3.3   Dimensional stability of the membrane 

The change in thickness of the membrane is 
 

2 II II 2 I I
M X M M M M M M

II I

memII
pM X

m2 II II
M M M

d( ) d d
d d d

( )
( )

(1 )
( )( )

a b

a b

L L
t t t

V k Z c B Z c B
L

kV k
r

LL Z c B

α α

α

−
= −

= −
−

= − =
−−

     (40) 

 
where 
 

II
mem M X
p m2 II II

M M M

(1 )a bV k
k r

Z c B
α

= −                     (41) 

 
Integration of Eq. (40), 
 

0

mem
p 0

( )d( ) d
L t

L
L L k t

−
− − =∫ ∫               (42) 

 
gives 
 

22 mem
0 p( ) 2L L k t− = +                  (43) 

 
The thickness increases at mr <1 ( mem

pk >0) 
where voids may form in the membrane.  When 

mr >1 ( mem
pk <0), it may decrease creating new 

lattice sites in the membrane, in which case a 
compressive stress must be generated and large 
plastic deformation or fracture are expected.  Only 
the case of mr =1 ( mem

pk =0) allows the stable 
situation to the membrane. 
 
3.5  Position at which voids form 

The flux of non-metal in the membrane is 
expressed as 

 

2
X X X X

X X X ( )
( )

bkZ c B
J c B

x L
η

α
∂

= − = −
∂ −

         (44) 

 
Using Eqs. (44) and (32), the divergence of the 
flux is expressed as 

X
2

X X X X

X

X
2 2

X X
2

X

2 2
X M X M M X X M

3 2
X X XM

( )

( )

( )( )( )
( )

( )( )
( )
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1 1

B
J bkZ c
x L x

B
bkZ c
L

bkZ Z c c B B B B
L B B

μα
μ

α β α
αβ μ

α β
α β μ μ

∂∂ ∂
− =
∂ − ∂ ∂

∂+
=

− ∂

+ ∂ ∂
= −

− ∂ ∂
                                                                          (45) 
 

The term in the bracket on the right hand side, 
is modified to 

 
X M X M

X X X X XM

ln ln1 1B B B B
B Bμ μ μ μ

∂ ∂ ∂ ∂
− −

∂ ∂ ∂ ∂
=   (46) 

  
Using Eq. (6) and  

 

2 2X X X2d d d lnRT Pμ μ= =                   (47) 
 
Eq. (46) is rewritten as 
 

2 2

X M X M

X X X X

ln ln ln ln
ln ln

2 ( )B B D D
P PRTμ μ

∂ ∂ ∂ ∂
− −

∂ ∂ ∂ ∂
=   (48) 

 
Therefore, one can evaluate the sign of the 
divergence of the Eq. (45) if the chemical 
potential dependence of the diffusivities of 
constituent ions and evaluate the position at which 
voids form.  Voids form at positions where 

 

2 2

X M

X X

ln ln
ln ln

D D
P P

∂ ∂
∂ ∂

<                         (49) 

 
and additional compound forms in the membrane 
at positions where 
 

2 2

X M

X X

ln ln
ln ln

D D
P P

∂ ∂
∂ ∂

>                       (50) 
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The condition at which the membrane is stable is 
established in the case of 
 

2 2

X M

X X

ln ln
ln ln

D D
P P

∂ ∂
∂ ∂

=                       (51) 

 
This equation gives 
 

X

M

const.
D
D

=                             (52) 

 
This relation indicates that both the diffusivities 
must have the same chemical potential 
dependence.  The situation is generally impossible 
because defect chemistry does not allow it.  Only 
the case is the diffusivity to be independent of 
chemical potential.  The heavy doping may offer 
this situation, giving the extrinsic defect 
concentrations. 
 
4 Conclusion 
 
  This paper offered the analytical equations for 
elucidation of microstructure development, 
especially of void formation in a binary ionic 
compound under chemical potential gradients.   
  The divergence of ionic flux is a measure of the 
void formation.  The chemical potential 
dependence of ionic diffusivity is a key factor to 
understand the microstructure development in the 
gas separation membrane. 
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Abstract 
 
     An atomic scale graded structure was formed in an all-proportion miscible Se70Te30 semiconductor by 
sedimentation of substitutional solute atoms under an ultra-strong gravitational field (1,020,000 G in maximum 
acceleration, 260 ºC (below melting point), 100 hours).  The Te content increased along the direction of gravity from 
about 0 to 60 at.%, while the Se content decreased from about 100 to 40 at.%.  The lattice constants of the hexagonal 
structure continuously increased as the gravitational field increased.  This showed that the graded structure was 
continuous on atomic scale and the sedimentation of substitutional atoms occurred.  In the graded structure region, 
the crystal growth along the direction of gravity was observed.  The XPS spectra of Se showed the binding energies 
of Se 3d electrons continuously decreased in the direction of gravity for the whole specimen,   

 
Keywords: Atom sedimentation; Atomic-scale gradient; Gravitational field; Crystal growth 

 

 
1 Introduction 
 
     Materials science research under a very strong 
gravitational field of up to higher than 1,000,000 
G (1 G = 9.8 m/s2) has now remained as an 
unexploited field.  Unlike under high pressures, 
under a gravitational field, each atom is displaced 
by one-dimensional body force, and as a result, a 
unique molecular-crystal state of one-dimensional 
displacement or sedimentation of atoms can be 
realized.  Such strong gravitational field has direct 
effects in atomic scale such as sedimentation or 
structure change [1].  It is suggested that the 
sedimentation of atoms based on differences in 
atomic weight and volume will be used as a new 
materials processing, to concentrate elements or 
even isotopes, and to form an atomic-scale graded 
structure or nano-mezo composite structure in 
condensed matter, and so on.  However, the 
sedimentation of atoms is very difficult to realize 
in solids or liquids, because the chemical potential 
of the atoms is usually much greater than the 
mechanical energy. 

To study the sedimentation of atoms or 
crystal-chemical instability in solids under a 
strong gravitational field, we developed two 

ultracentrifuge apparatuses in Kumamoto 
University [2] and Japan Atomic Energy Research 
Institute (JAERI) [3], which can generate an 
acceleration of over 1 million G for a long time at 
high temperature.  The new developed 
ultracentrifuge apparatus in JAERI can generate a 
larger potential energy of over two times and a 
wider temperature range up to over 500 ºC 
compare with that in Kumamoto University [3], to 
expand the investigation of a variety of materials 
and phenomena.  We previously formed atomic-
scale graded structures in a Bi-Sb alloy [4, 5] and 
an In-Pb alloy [6], etc. by sedimentation of 
substitutional solute atoms. 

In this study, we performed the ultra-strong 
gravitational field experiment on the all-
proportion miscible selenium (Se)-tellurium (Te) 
system (70:30 in at.%) semiconductor, to form an 
atomic scale graded structure with a graded 
band gap structure.   
 
 
2 Experimental Procedure  
 
     The Se70Te30 alloy lump was prepared by 
melting the pure Se and the pure Te shots in a  
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Figure 1: Polarmicroscope photograph of the 
polished surface cut at a plane containing the 
rotation axis of the ultracentrifuged Se70Te30 
specimen (1,020,000 G, 260 ºC, 100 hours). 
 
 
Pyrex test tube at about 640 ºC for 30 minutes 
under an argon atmosphere.  The purities of Se 
and Te shots were 99.99%.  The lump was 
crushed to a powder and was melted again at 
about 430 ºC under vacuum in a hollow glass rod 
with an inner diameter of 4 mm for several 
minutes.  The uniformity of the specimen was 
confirmed by the EPMA analysis.  The specimen 
was cut to be a column shaped piece with a height 
of about 5 mm, and was set into a SUS304 capsule 
with an inner diameter of 4 mm.  The rotation of 
the rotor was stopped after the temperature of the 
rotor dropped to less than about 80 ºC. 

The ultracentrifuge experiment was performed 
by the new developed ultracentrifuge apparatus in 
JAERI.  For the Se70Te30 specimen, the 
ultracentrifuge experiment was performed at a 
rotation rate of 160,000 rpm and a temperature of 
260 ºC for a long time of 100 hours.  The 
experimental temperature was below the melting 
point of the starting sample, which is about 280 ºC 
[9].  The acceleration field at the maximum 
distance (35.8 mm) from the rotor axis in the 
specimen was 1,020,000 G.  For the 
ultracentrifuged specimen, the composition 
analysis was carried out using an electron probe 
micro analyzer (EPMA) apparatus.  Micro-area x- 
ray diffraction (XRD) analysis was carried out for 
the specimen to investigate the change in crystal 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2: Color composition mapping of Se (a) 
and the linear composition profiles of Se and Te 
along a straight line a-b in the direction of gravity 
(b). 
 
 
structure.  The diameter of the x-ray beam was 
100 μm, and the distance between the measured 
spots was 300 μm.  The high resolution XPS 
spectra of Se core levels were obtained after 
cleaning the surfaces of the specimens by 
sputtering using an argon ion beam. 
 
 
3 Results and Discussion 
 
     The polarmicroscope photograph of the 
polished surface cut at a plane containing the 
rotation axis of the ultracentrifuged Se70Te30 
specimen is shown in Fig. 1.  The composition 
mappings of Se and the linear composition 
profiles of Se and Te along a straight line a-b in 
the direction of gravity are shown in Fig. 2.  The 
maximum acceleration field at the right edge of 
the specimen was 1.02x106 G, and the minimum 
one at the left edge of the specimen was about 
0.9x106 G.  In the low gravity field region of the 
ultracentrifuged specimen, the content of Te with 
a heavier atomic weight (127.6 g/mol) greatly 

2 
mm 

Gravity a) 

b) 

Gravity 

a b 
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Figure 3: Micro-area XRD patterns of the 
ultracentrifuged Se70Te30 specimen, which were 
obtained along the straight line a-b in the direction 
of gravity shown in Fig. 2. 
 
 
increased in the direction of gravity from about 0 
to 60 at.%, while the content of Se with a lighter 
atomic weight (79.0 g/mol) greatly decreased from 
about 100 to 40 at.%.  The large composition 
gradient was obtained in the low gravity region, 
which might be due to the change in the diffusion 
coefficient.  In the low gravity region, the 
diffusion coefficient became larger with the 
increase of the content of Se because the melting 
point of Se is lower than that of Te.  Therefore, the 
sedimentation proceeded faster in the low gravity 
region than that did in the high gravity region.  If 
the ultracentrifugation was continued, the 
sedimentation might progress in the high gravity 
region as well.   
     The large and long crystals oriented along the 
direction of gravity can be observed in the low 
gravity field region.  The grain sizes of the large 
and long crystals were several mm long and 
hundreds of μm wide, while those of the small 
crystals in the high gravitational field region were 
tens of μm.  This crystal growth might be related 
to the ultra-strong gravitational field because the 
orientation of the long grown crystals was 
consistent with the direction of gravity.  The large 
composition gradient was observed even in the 
large grown single crystals.  The boundary 
between the large crystals in the low gravity 
region and the small crystals in the high gravity 
region coincided with that of the region where the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: The change in the binding energy of Se 
electron as a function of the ultracentrifuged 
Se70Te30 specimen (XPS result). 
 
 
composition changed greatly.  This indicated that 
the crystal growth in the solid state was strongly 
correlated with the sedimentation of atoms. 
     Figure 3 shows the micro-area XRD patterns of 
the ultracentrifuged Se70Te30 specimen, which 
were obtained along the straight line a-b in the 
direction of gravity shown in Fig. 2.  The crystal 
structure in all areas was confirmed to be 
hexagonal.  In the low gravity region, all peaks 
shifted to higher angles with the increase in 
distance from the right edge of the specimen, 
where received the strongest gravitational field.  
As the gravitational field increased, the lattice 
parameters, a0 and c0, continuously increased from 
0.44079 nm to 0.44467 nm, and from 0.49669 nm 
to 0.51368 nm, respectively, while a0 and c0 of 
pure Se and Te are 0.43662 and 0.49536 nm, and 
0.44579 and 0.59270 nm, respectively.  The lattice 
parameter of the area near to the top-free surface 
of the specimen was approximately same as that 
of the pure Se.  This means the Se component was 
concentrated to about 100 at.% at the top-free 
surface of the specimen.  This result was 
consistent with the EPMA result.  Thus a 
nonequilibrium Se-Te solid solution with 
continuously changes in composition and lattice 
parameter was formed.  The change in lattice 
parameter exactly showed the graded structure 
was formed on the atomic scale.  This also showed 
that the sedimentation of substitutional atoms 
occurred in this solid solution. 
    Figure 4 shows the change in the binding 
energy of Se electron as a function of the distance 
from the spot with a maximum rotation radius for 
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the ultracentrifuged Se70Te30 specimen, which 
were obtained from the high resolution XPS 
spectra of Se and Te core levels using linear 
analysis.  The binding energy of Se 3d electron 
greatly decreased linearly from 55.1 to 54.7 eV in 
the direction of gravity for the whole specimen. 
The chemical shifts might be due to the different 
chemical environments, which were caused by 
rearrangement of the charge distribution of 
valence electrons in the Se-Te solid solution.  
These results showed that the electronic state 
changed after ultracentrifugation, and the band 
structure should be also continuously changed 
along the direction of gravity for these specimens. 
 
4 Summary 
 
     An atomic-scale graded structure was formed 
in all-proportion miscible Se-Te system (70:30 in 
at.%) semiconductor by the sedimentation of 
substitutional solute atoms under an ultra-strong 
gravitational field of 1 million G level at 260 ºC.  
The crystal growth along the direction of gravity 
was observed, while it is difficult to grow a single 
crystal in this system alloy by ordinary method 
[11].  The graded band gap structure can be 
expected because of the semiconductor property 
of the Se-Te system solid solution.  The 
functionally graded material in atomic scale is 
expected to show unique electronic or optical 
properties [12, 13].  It is expected that the strong 
gravitational field will offer us new and powerful 
options in materials science. 
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Abstract 
 

In steel production process, there are various diffusion-related phenomena and these are controlled to obtain 
required steel quality.  In the refining process slag-metal reaction controlled by diffusion of various reactants and 
products in boundary layers in both slag and metal side along the slag-metal interface are analyzed by coupled 
reaction model.  Solidification microsegregation is controlled by the solute diffusion in liquid and solid phase and 
various analytical microsegregation models have been proposed.  Tertiary precipitation of non-metallic inclusions is 
also affected by solute diffusion in solid phase and analyzed by coupled precipitation model, modified solidification 
segregation model.  Formation of carbon rich band structure along the centreline of steel plates and welding 
cracking are also prevented by regulating the diffusion of carbon by accelerated cooling and encouraging hydrogen 
diffuse-out by preheating the weld part, respectively.  A key element of intra granular ferrite precipitation for ferrite 
grain refinement is the formation of manganese-depleted zone by slow manganese diffusion around a precipitate. 
 
Keywords: Mathematical modelling; Industrial applications; Phase transformations; Multiphase diffusion systems; 
Reactive diffusion 

 

 
1 Introduction 
 

Steel product qualities are obtained by 
controlling chemical reactions, phase 
transformation, precipitation, segregation, etc. in 
steel production and fabrication processes.  
Diffusion plays pivotal roles in these processes in 
many cases.  Therefore, proper control of the 
processes can be done by the proper use of the 
effect of the diffusion.  In the following examples 
of the diffusion involved processes are mentioned.  
They are demanganization process of hot metal, 
segregation and precipitation during solidification 
processing, diffusion controlled transformation 
process, welding and coating process.   
 
 
2 Refining Process  
 

The refining of steel is conducted mainly by 
the use of slag/metal reaction and injection 
metallurgy.  In both cases chemical reaction 
occurs between liquid metal and refining agents, 
that is frequently, liquid oxides. The slag/metal 
refining process can be analyzed by coupled 
reaction model developed by D. G. C. Robertson, 
et al. [1].  The reaction between injected flux and 

metal can be analyzed in the same manner.  Figure 
1 shows the schematic view of the model.  In the 
model, thermodynamic equilibrium for each 
component oxide in the slag and solutes in metal 
is assumed at slag/metal interface and double 
diffusion layers are considered along the 
slag/metal interface. Chemical compositions in the 
bulk metal and the bulk slag outside the boundary 
layers are treated as uniform with respective 
concentrations.  Concentrations in slag and metal 
at the slag/metal interface are calculated by the 
use of flux conservation equations of metal 
components and oxygen across the double 
boundary layers and thermodynamic equilibrium 
equations for component oxides with solute 
contents in the metal at the interface.  In the case 
of carbon (C), a rate equation of carbon monoxide 
(CO) evolution is applied at the slag/metal 
interface instead of the local thermodynamic 
equilibrium, C+O=CO, and a mass balance 
equation for C between C flux from the metal and 
the CO evolution rate is considered.  

 
Once the interfacial concentrations are 

determined, the flux of each component metal and 
oxygen from the bulk metal to the bulk slag, or 
vice versa, and CO evolution rate, decarburization  
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Fig.1: Schematic diagram of the coupled 
reaction model 

                                       
                                                                              

rate, are obtained and chemical composition 
changes in both the bulk slag and metal are 
calculated.   
 

This model was applied to optimize 
demanganization process of hot metal, where iron 
oxide powder is injected in a hot metal through an 
immersed nozzle [2].  The chemical composition 
change of the injected powder is analyzed with the 
model.  The results are shown in Fig. 2.  Silica 
concentration increases and iron oxide 
concentration decreases   monotonically, while 
manganese oxide concentration reaches its 
maximum and decreases as time elapses after the 
powder is injected.   This is because oxygen 
potential in the powder is not enough to oxidize 
manganese in hot metal after the manganese oxide 
reaches its maximum and manganese oxide is 
reduced back to hot metal.  Therefore, from the 
viewpoint of efficient demanganization the 
injected powder is desired to float up to the top 
slag when the manganese concentration in the 
powder reaches the maximum.  Since the time at 
the maximum manganese concentration becomes 
longer as demanganization process proceeds due 
to less concentration in silicon and manganese in 
hot metal, the depth of nozzle immersion should 
be increased accordingly to realize efficient 
demanganization.  According to this result, the 
demanfanization process is operated successfully.  
 
 
3 Solidification Microsegregation 
 

Depending on the degree of solute diffusion, 
several approximations can be made for the 
description of solidification microsegregation.  
Local thermodynamic equilibrium at the 
solid/liquid (S/L) interface and complete mixing   
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Fig.2: Chemical composition changes in the 
refining powder after it is injected to  

hot metal in demanganization and  
desiliconization process [2]. 

 
 
of solute in liquid phase are always assumed in 
sections 3.1 through 3.4. 
 
3.1  Equilibrium solidification 

When solute is uniformly distributed over 
respective solid and liquid phases, that is, whole 
system is in thermodynamically equilibrium, 
solute concentration in solid CS is calculated by 
the following equation:    

 
CS=kC0/{1-(1-k)fS}                                        (1) 
 

where, C0 is average solute concentration, k is 
equilibrium solid/liquid partition coefficient and fS 
is fraction solid.   
 
3.2  Scheil’s Equation   

When the diffusion in solid is completely 
neglected and complete mixing of solute in liquid 
is assumed, Scheil’s equation applies [3]: 

 
CS=kC0(1-fS)k-1                                               (2) 
 

Where, CS is the concentration in solid at the S/L 
interface. 
 
3.3  Brody-Fleming’s Equation 
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When back diffusion of solute into the solid 
phase from the S/L interface is considered, 
following Brody-Flemings’s equation is delived 
[4]: 

 
 CS=kC0{1-(1-2αk)fS}(k-1)/(1-2αk)                   (3) 
 

where α is called as solidification parameter and 
defined as DStS/L2. DS is diffusion coefficient in 
the solid phase, tS is local solidification time and L 
is half of secondary arm spacing. In the delivation 
of Eq. (3), the amount of back diffusion is 
approximately calculated by DS(dCS/LdfS)dt and 
time increment dt is replaced by 2tSfSdfS assuming 
the parabolic growth law, fS=(t/tS)1/2.   

 
3.4  Clyne-Kurz’s Equation 

Clyne and Kurz corrected the overestimation of 
back diffusion in  Brody-Flemings’s equation and 
proposed the following equation replacing the 
solidification parameter α by Ω [5]: 

 
 CS=kC0{1-(1-2Ωk)fS}(k-1)/(1-2Ωk)                   (4) 

 
where Ω is defined by the Eq. (5): 
 
 Ω=α{1-exp(-1/α)}-1/2exp(-1/2α)           (5) 
 
Ω tends to 1/2 as α tends to infinity, that is, 
diffusion is complete and Eq. (4) becomes Eq. (1).  
Ω tends to α and then to 0, as α approaches to 0.  
That is, Eq. (4) tends to Eq. (3) and then to Eq. (2).   
Therefore, Eq. (4) qualitatively covers all 
situations ranging from complete to zero mixing 
in solid.   
 
3.5 Effective Partition Coefficient   
 When the complete mixing in the liquid cannot 
be assumed and the diffusion boundary layer 
along the S/L interface is considered, the effective 
S/L partition coefficient ke is calculated as 
follows: 
 
 ke=k/{k+(1-k)exp(-Rδ/DL)}                         (6) 
 
where δ is the thickness of the diffusion 
boundary layer, R is the advancement velocity of 
S/L interface and DL is diffusion coefficient in 
liquid.  As δ approaches 0 and infinity, ke 
approaches to k and 1, respectively. 
 

3.6 Microsegregation Analysis by Finite 
Difference Method  
 For quantitative preciseness, finite difference 
method (FDM) was applied to analyze 
microsegregation.  Transverse cross-section of a 
dendrite is approximated as hexagonal shape and a 
double-triangle section as shown in Fig. 3 is 
chosen for analysis considering the symmetry of 
diffusion and neglecting the diffusion along the 
axial direction of dendrite.  The double-triangle 
section is divided into finite segments and solute 
diffusion in the radial direction is calculated by 
the use of FDM.  Solute content in each segment 
is up-dated and thermodynamic equilibrium 
calculation is conducted in each time step in the 
segment where solid and liquid coexist using the 
up-dated average content.  The calculated 
fractions of liquid and solid give the interface 
location.  Figure 4 shows the simulated results of 
manganese concentration in comparison with 
microsegregation values calculated by other model 
equations mentioned above [6]. 
 
 
By the use of similar analysis method with 
consideration of solid-to-solid transformation, i.e., 
δ- γ transformation as well as liquid-to-solid    
transformation [7-8], solidification structure of  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(a) 

 
 
 
 
 
 
 
 
    

Fig.3: Model for transverse cross-section of 
dendrite (a) and portion for analysis selected from 

the dendrite section (b)[6]. 

(b) 
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Fig.4: Comparison of dendrite segregation 
calculated by various analytical methods [6]. 

 
 
welding of stainless steels was analyzed and 
residual δ fraction, which affects the welding 
cracking, was estimated in agreement with 
observations as shown in Fig. 5 [8].   

 
 

Regarding diffusion controlled transformation 
and precipitation analysis DICTRA [9] is one the 
integrated analytical software based on the 
combinations of multi-component diffusion 
analysis by FDM and local thermodynamic 
equilibrium analysis at the interfaces. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5: Comparison of retained δ ferrite content 
between calculation and measurement [7]. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 

Schematic Diagram of Coupled Precipitation ModelSchematic Diagram of Coupled Precipitation Model  

Fig.6: Schematic diagram of coupled precipitation 
model [9] 

 
4 Precipitation of Nonmetallic Inclusions  
 
 Coupled precipitation model [10] was 
developed to analyze chemical composition 
change of nonmetallic inclusions during 
solidification of steels.  Basic equations are as 
follows: 
 
 (1-k)CL

idfS={1-(1-2Ωiki)fS}dCL+ΣRijdPj (7) 
               j 
Where super suffix i indicates the kind of solute, 
Rij is moles of element i in the precipitate j and Pj 
is concentration of precipitate j.  If the last term in 
Eq. (7) is omitted, Eq. (7) becomes the solute 
conservation equation, which derives Eq. (4). 
 
 Equation (7) is solved with mass action 
equation of precipitation: 
 
 Πa i

Rij/aj=Kj                                                   (8) 
       i 
Where ai is activity of element i, aj is activity of 
precipitate j and Kj is the equilibrium constant of 
precipitate j.  That is, in the coupled precipitation 
model solidification microsegregation is analysed 
with consideration of back diffusion of solutes 
into solid and local thermodynamic equilibrium is 
assumed in the residual liquid including the 
precipitation of non-metallic inclusions (Fig. 6). 

 
 The model was applied to the analysis of 

sulphide shape control in steel for line pipe.  
When manganese sulphide (MnS) precipitates at 
the spot-like segregation along the centreline in 
the slab of this steel, it is elongated during plate 
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rolling and film-like MnS is resulted in the 
thickness center of the line pipe produced, which 
acts as initiation site of hydrogen induced 
cracking (HIC).  In order to prevent from MnS 
precipitation, calcium is added to capture sulphur 
in the form of calcium sulphide (CaS).   

 
Figures 7 and 8 compare the calculated results 

of chemical composition change of non-metallic 
inclusions during the solidification of spot like 
segregation with a diameter of 100μ and 1000μ.  
Spot-like segregation is formed by the localization 
of solute enriched liquid along the centreline in 
the slabs, which is squeezed out from the inter-
dendrite region by slab bulging and solidification 
shrinkage.  The average concentrations at the spot-  

 
Table 1: Chemical compositions of anti-HIC 

steel on average and in the residual liquid of 
growing dendrite at fraction solid of 0.9 

(calculated value) [10]. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

like segregation are approximately the solute 
concentrations in the residual liquid between the 
dendrites at fraction solid of 0.9.  Table 1 lists the 
average concentrations of line pipe steel and the 
concentrations at the spot-like segregation.   
 

At the beginning of solidification of a spot-like 
segregation with a diameter of 100μ, oxygen (O) 
is mostly trapped as the form of calcium-
aluminate (C-A) and the rest of calcium (Ca) is 
used up for capturing sulphur (S) as calcium 
sulphide (CaS).  Dissolved O content is less than 
1ppm and dissolved Ca is around 1/100ppm. 
Dissolved aluminium (Al) content is about 
200ppm and dissolved S content is about 70ppm.  
As solidification proceeds, segregating S 
decompose calcia (CaO) in C-A forming CaS and 
decomposed O is trapped by dissolved Al forming 
alumina (Al2O3). As the result, Al2O3 content in 
C-A and CaS concentration increase as fraction 
solid increases.  Since CaO in C-A does not 
decompose completely even at the end of 
solidification, segregating S is captured as CaS 
throughout the solidification and precipitation of 
MnS is prevented in this case.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 
 

Fig.7: Changes of the amount of dissolved solutes (a)  and non-metallic inclusions (b)  
in the residual liquid during solidification of a spot like segregation  

with a diameter of 100 μ (calculated values) [9]. 
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In the case of solidification of a spot-like 
segregation with a diameter of 1000μ the general 
behaviour of chemical composition change of 
non-metallic inclusions are quite the same as that 
in the case of spot-like segregation with a 
diameter of 100μ.  However, CaO decomposes 
completely at the very end of solidification.  After 
that, there is no source of Ca for capturing 
segregating S and as the result MnS precipitates at 
the end.  Sulphide shape control is not successful 
in this case.  Since the back diffusion of sulphur is 
smaller, S enrichment in the residual liquid is 
severer, consuming CaO in C-A faster in the case 
of a larger spot-like segregation than in smaller 
one.  In order to prevent from MnS precipitation, 
size of spot-like segregation should be regulated 
as well as proper amount of Ca addition, which 
can be done by minimization of slab bulging and 
soft reduction of slab thickness near the crater end 
to compensate thermal and solidification 
shrinkage.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8: Calculated change of amounts of non-
metallic inclusions in the residual liquid during 
the solidification of a spot-like segregation with 

diameter of 1000μ [10]. 
 
 

5 Transformations in Solid Phase  
 
5.1 Band Structure Formation 

Since austenite ( γ )  to ferrite ( α ) 
transformation takes place from the outside of 
steel plate during thermo-mechanical processing  

carbon ejected at the γ/α transformation front 
diffuses into residual γ phase and carbon content 
in the thickness centre of plate, the last part of γ/
α transformation,  becomes extremely high and 
forms perlite band when the cooling rate of the 
plate is low during the γ/α transformation.   By 
the use of accelerated cooling during this period, 
the inward diffusion of carbon is regulated and by 
stopping the accelerated cooling above the 
martensite transformation temperature, the 
formations of perlite band and martensite along 
the thickness centre of produced plates are 
prevented, which is favourable for prevention of 
crack propagation and initiation [11].   

 
5.2 Intra Granular Ferrite Precipitation 

In the γ/α transformation temperature range 
ferrite precipitates at a titanium oxide inside a γ 
grain as shown in Fig. 9 [12], which is intra 
granular ferrite (IGF) precipitation and realizes 
ferrite grain refinement and production of steel  
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Fig.9: Intragranular ferrite precipitation  

at Ti2O3 [12]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.10: Mn concentration near MnS/α-Fe 
interface [13]. 
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plates with high strength and high toughness.  The 
conditions for IGF are providing of heterogeneous 
nucleation site and carbon or manganese depleted 
zone, which is favourable for ferrite stability.   

 
G. Shigesato, et al. showed the existence of Mn 

depleted zone around MnS in a properly heat 
treated steel which acts as IGF precipitation site 
(Fig. 10) [13]. 

 
 
6 Welding 
 
 Since welding pool temperature reaches 
10,000℃, hydrogen from ambient atmosphere and 
rust dissolves into the pool.  Apparent activity 
coefficient of hydrogen after the welding varies 
from location to location depending on the stress  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.11: Element system for hydrogen diffusion in 

a weld by FDM (a) and calculated hydrogen 
distribution (b)[14]. 

 
 

and strain field, i.e., dislocation distribution, 
formed during solidification and cooling.  Figure 
11 shows the calculated hydrogen distribution  
near the weld part with consideration of them [14].  
The calculated results indicate hydrogen 
enrichment in the heat-affected zone (HAZ) 
where high micro-void density is assigned.  By 
this reason welding cracking propagates along the 
HAZ.  However, when preheating is conducted in 
advance of welding, the cooling rate of the weld 
part is reduced, concomitantly, out-diffuse of 
hydrogen is encouraged during the cooling, 
hydrogen concentration in the HAZ is lowered 
and welding cracking is prevented. 
 
 
7 Zinc Alloy Coating 
 
 Since zinc (Zn) η phase has tendency to stick 
to metal mould during the sheet pressing, a Fe-Zn 
inter-metallic compound phase δ, which has less 
sticking tendency and is rather lubricative against 
the press mould, is preferred for the coating 
surface of steel sheets.  This phase can be 
produced by Fe-Zn inter diffusion during the heat 
treatment after Zn coating on steel sheets.  Since 
another Fe-Zn inter-metallic compound Γ richer 
in Fe than δ phase is brittle and causes 
powdering during the forming of coated sheets, 
Fe-Zn inter diffusion should be regulated not to 
form this phase while forming δ  phase.  
Although the inter diffusion and formation of 
various inter-metallic phase is thought to be 
analyzed simply as shown in Fig. 12, the 
situations that interface energy between various  

 

(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.12: Schematic view of inter diffusion and 
phase transformation in Zn coating during heat 

treatment. 
 

 

 

 
(b) 
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phases affects the nucleation of new phase, that 
the interface energy and growth rate of various 
phases have crystal orientation dependency and 
that grain boundary diffusion affects the reaction 
make the analysis much complicated. 
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Abstract 
 

The measurement technique of thermodiffusion in binary mixtures is considered. The experimental cell, the 
vibration stimuli and the optical system of observation are designed and adjusted. The developed experimental 
approach is aimed at the future space experiment. The preliminary results coming from the ground-based experiment 
demonstrate positive feature of the existing design, and generate ideas for the set-up improvement.  

The diffusion of components, the mass fraction of which differs by 1%, was successfully observed in the 
laboratory tests using digital optical interferometry. These excellent results provide good expectations for the future 
measurements, when the mass fraction will differ by only 0.1%. The ground measurements of the thermodiffusion 
water-isopropanol mixture display the existence of the external heat flux at the corners of the cell, which leads to the 
deleterious convection. On the one hand, it emphasizes the relevance to the microgravity environment; on the other 
hand, it causes necessity of improving the thermal design. 

 
Keywords: Experimental methods; Diffusion; Vibration; Soret effect; Interferometry; Binary mixture 

 

 
1 Introduction 
 

Molecular diffusion occurs when a 
concentration gradient exists in a mixture: there is 
a net mass flux that tends to decrease the 
magnitude of this concentration gradient. To 
describe the effect of temperature gradients on 
separation of components in liquids, the 
thermodiffusion process, also called Soret effect, 
is considered. This effect is usually small but can 
be quite important in the analysis of the 
distributions of components in oil reservoirs. The 
Soret coefficient ST = DT/D measures the 
separation of the components of a mixture 
subjected to a temperature difference. Because of 
buoyancy-induced convection in the gravitational 
field, accurate measurements of the Soret 
coefficient in a multi-component system are a 
quite complicated problem.  

The microgravity environment minimizes the 
effect of gravity and allows the true diffusion limit 
to be achieved. Therefore performing experiments 
in space to measure coefficients of diffusion and 
thermo diffusion is looking as a promising option. 

The background g-jitter encountered in many 
space experiments may alter the benefits of the 
microgravity environment. Trembling of the space 
vehicle, onboard machinery, and crew's activity 

generate these vibrations. A detailed study of the 
residual accelerations on Foton-12 is given by 
Shevtsova et al. [1]. Although g-jitter seems to 
have a major impact on diffusion coefficient 
measurements, very few experimental studies 
addressed this topic. Previous experiments on-
board the Mir station using the Canadian MIM 
platform indicated that diffusion coefficients in 
dilute binary metallic alloys depend upon the 
residual accelerations and the quality of 
microgravity. Thus, a study of the effects of 
controlled vibrations on the measurements of 
diffusion and Soret coefficients in liquid systems 
could be beneficial. 

Chacha et al. [2,3] numerically investigated the 
thermal diffusion in binary mixtures subject to g-
jitters with moderately high frequency. The 
numerical study reveals that the residual gravity 
and g-jitter reduce the compositional variation due 
to the increased convection.  

Shevtsova et al. [4] studied the effect of 
residual acceleration on the flow in a side-heated 
rectangular cell. To capture many of the essential 
characteristics of the convective flow, a new 
approach was suggested, based on the observation 
of tracer particles trajectories. 

In the limit of high frequencies and small 
amplitude, the method of averaging can be 
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efficiently applied: governing equations are 
derived describing the mean field [5,6]. The 
analysis of mean fields reveals the additional 
destabilizing effect.  

In the frame of ESA Physical Sciences project 
"Diffusion and Soret Coefficient Measurements 
for Improvement of Oil Recovery", the discussed 
experiment is planned to examine the influence of 
vibration stimuli on the diffusive phenomena. 
Ground-based experiments should be undertaken 
to test and improve the data acquisition technique.  
 
2 Experiment  
 

An optical method was chosen to measure 
diffusion and thermodiffusion in a liquid mixture, 
as it is fast, sensitive, non-contact and well 
established. By an appropriate choice of specific 
technique, it is possible to measure local gradients 
in the refractive index of the fluid, both steady-
state and dynamic. The image formed by a wide 
laser beam contains information on the continuous 
refraction profile over the entire span of the fluid. 
When corrected for thermal effects, this profile 
represents a continuous measure of the 
concentration gradient in the fluid at every point 
along the axis between the thermal boundaries. 
Thus, the diffusion can be monitored in real-time, 
and the diffusion coefficient calculated from the 
measured results. 
 
2.1  Interferometer 

Two beams Mach-Zehnder interferometer 
designed for diffusion measurements is illustrated 
in Fig. 1.  
 

 
 

Figure 1: Mach-Zehnder interferometer for real-
time diffusion measurements. 

 
The beam of CW He-Ne laser (wavelength 

λ=632.8 nm) is diverged by the microscope 
objective (L) and then being passed through the 
system of two beam splitters (BS) and two mirrors 
(M), as well as through the cell (C) in the object 
interferometer branch. It is finally captured by the 
CCD camera (1280 x 1024 pixels sensor; image 
scale is approximately 50 pixels/mm). 
 
2.2 Cell and liquid mixture 

Heat and mass transfer with Soret effect are 
considered in a cubic cell 10mm × 10mm × 10mm 
(Fig. 2) filled with a binary mixture of water-
isopropanol.  
 

 
 

Figure 2: Sketch of the diffusion cell; vertical 
cross-section. 

 
The sidewalls of the cell made from Quarzglas 

Suprasil, which are 5 mm thick, have special 
coating providing clear optical view through the 
cell. The top and bottom are kept at constant 
temperatures (Ttop and Tbot, respectively) by Peltier 
elements with accuracy 0.01°C. 

Particularly for this mixture, the sign of the 
Soret effect is strongly dependent on the 
concentration: the Soret effect is positive ST>0 if 
the isopropanol content is larger than 25wt.%, 
otherwise the Soret effect is negative, ST<0 
(Fig. 3). Thus a rich variety of phenomena can be 
studied using the same mixture. 

The first experimental results of the 
dependence of ST on the mass fraction of water, 
shown in Fig. 3, were reported in 1974 by Poty 
et al. [7]. Since that time, the main attention was 
focused on measuring ST in the vicinity of the 
point with mass fraction ~ 0.9, e.g. see Ref. [8]. 
Note that the Soret coefficient is also temperature 
dependent, and the major part of available 
experimental data is located inside the oval region 
in Fig. 3. 

480



 
Int. Conf. DSL-2005, Portugal 

 

 
 

Figure 3: Dependence of the Soret coefficient on 
the mass fraction of water in water-isopropanol 

binary mixture. 
 

Our experiments will be done for a few 
different mass fractions including mass fraction 
~ 0.9.  

The refractive index variations with 
temperature and concentration are assumed 
constant in the narrow T-C region under 
investigation (ΔT < 10oC, ΔC < 1 wt.%). The 
corresponding values are (∂n/∂T)To,Co = -1.3×10-4 
1/K, (∂n/∂C)To,Co = -8.7×10-4 1/wt.%. 
 
2.3 Fringe analysis 

Interferograms are recorded with a specified 
rate during observation of processes in liquid. An 
important step is recording the so called reference 
interference pattern before the start of the 
experimental run. The reference phase shift, 
caused only by the optical elements of the system, 
is then subtracted from all the following processed 
phases.  

Each individual interferogram is reconstructed 
by first performing a 2-D Fourier transform of the 
fringe image, filtering a selected band of the 
spectrum, and then performing an inverse 2-D 
Fourier transform of the filtered result. Thus, one 
gets a spatial distribution of total phase shift in the 
object beam. To consider the phase shift caused 
only by the change of liquid properties, it is 
necessary to subtract reference phase shift as 
shown in Fig. 4.  

The methods used for phase unwrapping were 
either simplest growing pixel method, or quality 
guided path unwrapping technique [9]. The latter 
is slower, but more robust in case of some 
occasional defects in the field of view.  
 

(a) (b) 

(c) (d) 
 

Figure 4: Example of extracting the total phase 
change (b) from initial fringes (a) and subtracting 

the reference phase change (c) to get a liquid-
induced one (d). Water, Ttop-Tbot=-10oC. 

 
The refractive index gradient Δn is computed 

from the unwrapped phase φ by  
 

 φ
λ
π

=⋅Δ⋅ Ln2
, (1) 

 
where L is the length of optical path in liquid. 

In case of a single-component liquid, the 
refractive index gradient is simply converted into 
temperature distribution by  
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with the following adjustment to the known 
temperature of top and bottom plates.  

In case of thermodiffusion, the observation of 
the procedure becomes more complex since it 
requires a correction of this thermal effect. This 
correction can be done by finding “reference” 
temperature distribution obtained by Eq. 2 with 
assumption of much faster thermal stabilizing in 
comparison with the diffusive one. Then the 
concentration gradient can be obtained by using  
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2.4 Modelling diffusion data 
A solution of the diffusion equation 
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∂

 for this finite media with a constant 

diffusion coefficient and no-source diffusion (with 
boundary conditions ∂C/∂z = 0) yields the 
equation  
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The Eq. 4 is applied to fit all measured 

concentration profiles using D as free parameter.  
 
2.5 Strategy of experiment 

Since very different time scales are involved in 
the process, the complexity of the investigation 
can be reduced. Starting with an isothermal 
homogeneous binary mixture and applying a 
temperature gradient, a concentration profile will 
set up due to thermodiffusion (Soret effect). 
Thermal equilibrium will be established within a 
characteristic time which depends on the size L of 
the experimental cell and the thermal diffusivity κ 
of the binary mixture: τth ≈ L2/κ ≈ 770 s.  

Simultaneously, mass separation occurs along 
the temperature gradient. However, mass transport 
is significantly slower than the thermal process; its 
characteristic time is usually two orders of 
magnitude larger than the thermal time τth; 
τD ≈ L2/D ≈ 115·103 s. The viscous time, which is 
taken into account in the gravity conditions, is 
even shorter than the thermal time, 
τν ≈ L2/ν ≈ 70 s. Applied external vibrations will 
introduce an additional characteristic time - a 
period of oscillations τos that varies in wide range.  

The fact that τth << τD actually makes possible 
obtaining and using the reference temperature 
distribution for the concentration extracting, 
without significant reduction of accuracy.  

The experiments are suggested to be performed 
in two steps. During the first step, a concentration 
gradient is established by imposing a temperature 
gradient along the experimental cell that is filled 
with a homogeneous binary mixture. Due to the 
Soret effect, the binary mixture tends to separate 
with time. At the second step, the system is 
reverted to an isothermal case, and molecular 
diffusion will progressively reduce the previously 
established concentration gradient as depicted in 
Fig. 5. 
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Figure 5: Soret effect and diffusion in liquid 
mixture: experimental scenario. Refractive index 
variation estimated assuming mixture of 90 wt.% 

of water with applied ΔT = 5oC. 
 

Thus there is an exceptional opportunity to 
measure the Soret coefficient during the first step 
and the molecular diffusion coefficient during the 
second step. One of the significant benefits of this 
scheme is the absence of mechanically driven 
parts in contact with the liquid (no valves, 
curtains, etc.). Moreover, such an approach allows 
repetition of the experiments to study exactly the 
same system with identical or different vibration 
parameters. In this way, the reliability of the 
experiments will be improved by statistical 
processing. 

The experimental sequence can also be coupled 
to a vibration stimulus, thus investigating the 
influence of a well-known vibration spectrum on 
the diffusion process. 
 
3 Results 
 

Preliminary ground-based study was carried 
out to clarify time constraints and transitory 
factors to be accounted in future space 
experiments.  
 
3.1 Thermal stabilizing time 

To find a typical time required for establishing 
temperature distribution within the liquid, the cell 
was first thermostabilized at some intermediate 
temperature. Then the temperature gradient was 
instantaneously applied to the cell, by lowering 
the temperature of the bottom plate and rising the 
temperature of the top plate. The time interval of 
the interferogram record was 5 s. Vertical 
temperature distribution is fully formed 3-5 min 
after the gradient application (Fig. 6a).  
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Figure 6: Results of time-domain measurement of 
vertical temperature distribution in the cell (a) and 

observed stabilized (“reference”) temperature 
distribution over the cell (b). 

 
Evident temperature overshooting at the very 

beginning is due to PID regulators behaviour, 
which cannot be completely avoided.  

Final stabilized 2-D temperature distribution in 
liquid for this case is shown in Fig. 6b. 
 
3.2 Characteristic diffusion timescale 

To estimate a characteristic time scale for 
molecular diffusion, the situation with stable 
density gradient was created. The cell was initially 
filled with a solution of 90 wt.% of water. After 
getting a reference phase image, the solution of 

91 wt.% of water was injected into the cell 
through the bottom inlet to replace half of the 
initial solution which was expelled through the top 
outlet. Careful injection allows the initial mixing 
minimization to create a nearly two-layer system. 
Time interval between recorded interferograms 
was 5 min in this case.  

Initial distribution of water concentration 
measured soon after heavier solution injection is 
shown in Fig. 7a.  
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Figure 7: Initial concentration distribution over the 
cell (a) and experimental results on time evolution 

of vertical concentration distribution (b). 
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There was no necessity of reference 
temperature subtracting in this case, because of 
isothermal condition, and therefore the Eq. 3 only 
containing the concentration term.  

With this experiment, the ability of the 
established technique to catch small concentration 
variation caused by diffusion was clearly 
demonstrated.  

Time duration suitable for diffusion 
measurement as it is seen in Fig. 7b is around 
10 hours for the studied mixture.  
 
3.3 Thermodiffusion test 

The procedure of reference temperature getting 
and subtracting was implemented in some test 
experiments to observe the thermodiffusion.  

These ground-based measurements faced 
certain difficulties. An additional investigation 
was undertaken to clarify the problems. In the 
corners of the cell was found convective vortexes 
even at stable temperature stratification (heating 
from above).  
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Figure 8: Vertical temperature profiles measured 
in lateral wall and in liquid near glass-liquid 

interface. 
 

The most probable reason is illustrated in 
Fig. 8: the evident deviation of the temperature 
from linear profile in liquid and in glass wall takes 
place at the bottom and top corners of the cell.  

Thus the continuation of the present study is 
first aimed at the improvement of the thermal 
design of the cell, especially for ground-based 
experiments.  
 
4 Conclusions 
 

The objective of the study is to improve our 
understanding of the kinetic mechanisms that are 

driven by diffusion and thermodiffusion in 
presence of vibrations. The important part of 
future investigations will be devoted to theoretical 
developments and numerical modelling. In this 
way, the new data from the ground and space 
experiments will validate the theoretical models 
applicable for diffusion. 

Microgravity experiments appear to be the 
most reliable way to get reference values of Soret 
coefficient. 
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Abstract 
 

Osmotic dehydration of foodstuffs (using sugars or salt as osmotic agent) was analyzed in order to obtain 
effective diffusion coefficients for water and solute. Chestnut (Castanea sativa Mill.) was the food material used in 
the assays. These effective coefficients are determined by assuming an ideal geometry for the samples, and 
supposing homogeneity and isotropicity of the food material during the osmotic process (this means constant 
diffusion coefficients). However, these data were very useful, as they have allowed modeling satisfactorily the mass 
transfer processes implied in the osmotic dehydration. In this way, water loss and solids gain data were successfully 
fitted by the diffusional model proposed. The results from these assays showed the evidence of a dehydration front 
moving into the product as the osmotic dehydration proceeds.  

 
Keywords: Porous media; Dehydration front; Chestnut; Sodium chloride; Modelling 

 

 
1 Introduction 
 

If two solutions of different concentration are 
separated by a semi-permeable membrane which 
is permeable to the smaller solvent molecules but 
not to the larger solute molecules, then the solvent 
will tend to diffuse across the membrane from the 
less concentrated to the more concentrated 
solution. This process is called osmosis and the 
energy which drives the process is usually 
discussed in terms of osmotic pressure. This 
phenomenon is of great importance in biological 
processes where the solvent is water, because the 
transport across biological membranes is essential 
to many processes in living organisms. 

In this work, osmotic dehydration of foodstuffs 
was analyzed in order to obtain effective diffusion 
coefficients for water and solute. These 
coefficients are determined by assuming an ideal 
geometry for the samples, and supposing 
homogeneity and isotropicity of the food material 
during the osmotic process (this means constant 
diffusion coefficients). However, these data are 
very useful, as they have allowed modeling 
satisfactorily the mass transfer processes implied 
in the osmotic dehydration [1, 2]. In this way, 

water loss and solids gain data were successfully 
fitted by the diffusional model proposed. 
European chestnut (Castanea sativa Mill.) was the 
food material used for the assays, as it is a product 
of great economical importance in many regions 
of Spain and the north of Portugal and because it 
has a high porosity but low initial moisture 
content (about 50 % of the initial weight).  

Solute choice and concentration depend on 
several factors, namely the effect on organoleptic 
quality properties, solute solubility, cell 
membrane permeability, its stabilising effect and 
cost [3, 4]. The two most common solute types 
used for osmotic treatments are sugars and salts. 
In this work, three different solutes were used: 
two sugars (glucose and sucrose) with high 
molecular weight, and sodium chloride, which is a 
chemical species with significantly lower 
molecular weight but with stronger chemical 
potential when is dissolved in water. 
 
2 Material and methods  
 
2.1  Sample preparation 

Chestnut samples of uniform quality were 
purchased in a local market and selected for the 
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experiments according to a similar size (average 
weight of 9 g) and ripeness. Chestnuts were stored 
in a cold chamber at 4 ºC until use, and their 
initial moisture content, X0, was (56.2 ± 2.1) %, 
expressed in wet basis.  

For the assays, whole chestnuts were used as 
samples, and after hand-peeling, the internal 
pellicle (tegument or episperm) was carefully 
removed with a cutter in order to obtain a 
homogeneous surface to contact the osmotic 
solutions.  
 
2.2  Osmotic solutions 

The osmotic solutions were made using 
commercial sucrose (table sugar, 98 % minimum 
purity), glucose (reagent grade, 99 % minimum 
purity), table salt (98 % purity) and distilled water. 
The solute concentrations used were 40.0, 50.0 
and 60.0 % (w/w) for sucrose; 40.0, 50.0 and 56.5 
% (w/w) for glucose; and 17.0, 22.0 and 26.5 % 
(w/w) for sodium chloride. The systems were 
assayed at three different values of temperature, T 
(25, 35 and 45 ºC), which was kept constant by 
means of a laboratory oven (Selecta Digitheat 
2001245).  
 
2.3  Experimental procedure 

Chestnuts, once weighed, were introduced into 
beakers and immersed into the corresponding 
osmotic media, being removed from them at 
different time intervals (0.5, 1, 2, 4, 6 and 8 
hours). After that, the samples were blotted in 
order to remove the excess of osmotic solution 
over the chestnut surface and then weighed using 
an analytical balance, Mettler AJ 150 (accuracy: 
±0.0001 g). No shaking was used in any of the 
assays, and the ratio solution/foodstuff was kept 
over 10 in order to guarantee that the 
concentration change of the osmotic media could 
always be neglected. Five chestnut samples were 
employed for osmotic dehydration kinetics. 

The final dry basis after the osmotic process 
was attained by means of a vacuum oven, Heraeus 
Vacutherm VT 6025, at 70 ºC and less than 100 
mm Hg of pressure following a standard 
procedure [5]. In order to follow adequately the 
osmotic dehydration kinetics, individual analysis 
for each sample were carried out and from these, 
weight reduction (WR), solids gain (SG), water 
loss (WL) and normalized moisture content (NMC) 
data were obtained at different times of operation, 
according to Eqs. (1) - (4) [6]:  
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where M represents the total mass of a sample, m 
is the mass of the solids contained in that sample 
and a zero subindex means the initial conditions 
previous to the osmotic treatment. 
 
2.4  Mass transfer models 

Mass transfer kinetics during osmotic 
treatments has been successfully modeled using 
second Fick’s law of diffusion [7]. The analytical 
solutions for the differential equations obtained 
from these microscopical models always need 
equilibrium values which are used to normalize 
data and make them dimensionless. Osmotic 
dehydration assays are often problematic in 
obtaining such values, as the foodstuff 
composition and structure can be severely affected 
after the long operation times required to reach 
equilibrium, making the data obtained not reliable. 
In order to solve this problem, a LDR (logistic-
dose response) model has been used to estimate 
the necessary equilibrium values using the 
experimental data from the kinetic assays [8]. This 
model makes possible to estimate kinetic 
parameters for any osmotic solute concentration, 
operating temperature and contact time.  
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In the Eq. (5), P represents WL or SG and also 

(1-NMC). Analysing the model, the values at 
equilibrium conditions Peq,T,C  can be obtained as: 
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The estimated equilibrium values can now be 
used to obtain transport coefficients from an 
analytical solution of the Fick’s law. In order to do 
that, considering external resistance to mass 
transfer negligible against the internal resistance 
(this assumption means that the characteristic 
values of the dimensionless mass Biot number are 
less than 0.1) and considering the chestnuts as 
spheres (chestnuts have a high sphericity, φ > 0.9) 
the analytical solution of the difusional Fick’s law 
comes given as [9]: 
 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
= ∑

∞

=
2

22

1
22

16
r

tnD
exp

n
W eff

n
sorw

π
π

  (7) 

 
where Deff·t/r2 constitutes the dimensionless 
Fourier number,  Deff  the effective coefficient of 
diffusion considered constant, t the osmotic 
operation time, r the average radius of the 
chestnuts considered as spheres calculated by: 
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where ρ is the bulk density of the chestnut which 
value was determined employing volumetric 
displacement based on Archimedes’ principle. [1, 
2]. Finally, Ww or s is the dimensionless parameter 
for water loss (w) or net solids gain (s), 
respectively, defined as: 
 

eq

eqt
sorw PP

PP
W

−

−
=

0
     (9) 

 
 
3 Results and discussion 
 

The diffusional model, Eq. (7), was developed 
employing the equilibrium values given by the 
logistic model (Eq. (5)). The model is satisfactory 
for all the solutes employed (Figure 1), but several 
deviations between experimental and calculated 
data can be observed. These results indicate that 
considering a constant effective coefficient of 
diffusion for the chestnut is not adequate at all. 

This is motivated by the mechanism of mass 
transfer during osmotic dehydration for cellular 
biological materials where the physical structure 
of the material changes with progress of the mass 
transfer.   
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Figure 1: Experimental data of Ww and Ws and 
diffusional model for osmotic dehydration of 
chestnut at 25 ºC. (a) NaCl, 22.0 % (w/w); (b) 
Glucose, 56.5 % (w/w); (c) Sucrose, 60.0 % 

(w/w). 
 

A dehydration front moves during osmotic 
operation from the surface towards the centre of 
the material carrying out the moisture removal and 
the solute acquisition, changing the composition 
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[7]. In this way, water transport can be considered 
in different zones: first the diffusion from the core 
of the material to the dehydration front, later 
diffusion across the front and diffusion through 
the osmotically treated material. Obviously, the 
effective coefficient of diffusion can change its 
value in each region and the consideration of a 
constant value for the whole operation time is 
actually a simplified method to describe the mass 
transfers. 

The values of these coefficients of diffusion 
are collected in Table 1 and are within the range 
obtained for other products [10]. Obviously, 
taking into account the previous assumptions, the 
values of the effective coefficients of diffusion are 
valid in the range of temperatures assayed and the 
variations with the osmotic concentration only 
mean an indirect measurement of the osmotic 
dehydration rate. 

 
Table 1: Effective coefficients of diffusion for 

water, Dw, and solids, Ds, obtained during osmotic 
dehydration of chestnut from 25 ºC up to 45 ºC. 

Solute 
concentration 

(% (w/w)) 

Dw 
(10-9 m2·s-1)  Ds 

(10-9 m2·s-1)

NaCl, 17.0% 0.95  1.22 
NaCl, 22.0% 0.90  0.72 
NaCl, 26.5% 1.04  1.64 

Glucose, 40.0% 0.56 - 0.87  1.37 - 2.62 
Glucose, 50.0% 0.61 - 0.95  2.15 - 3.10 
Glucose, 56.5% 0.67 - 0.97  2.62 - 3.47 
Sucrose, 40.0% 0.57 - 0.79  1.00 - 1.54 
Sucrose, 50.0% 0.70 - 0.89  1.11 - 1.96 
Sucrose, 60.0% 0.93 - 0.99  1.37 - 2.32 

 
No significative temperature effect was 

observed during the osmotic dehydration with salt. 
However, sugar difussion coefficients were clearly 
influenced by operating temperature. Comparing 
the values of effective coefficients of diffusion at 
the same concentration expressed as molality 
(mol/kg), it can be said that osmotic dehydration 
with sucrose leads to higher water diffusivities 
than glucose and sodium chloride while solid 
diffusivities are very close to the values obtained 
with other solutes. 
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Abstract 
 

Drying kinetics of chestnuts were experimentally determined. The experiments were carried out in a dryer, pilot-
plan scale, with an air closed circuit and assisted by a heat pump. Several experimental conditions were designed 
varying temperature, relative humidity of the air, and air velocity. Chestnuts were put in contact with the convective 
air in several dispositions as were the presence of pericarp (external shell), endocarp (internal skin) or without these 
natural resistances (previous careful peeling). The results show drying kinetics are faster when the driving force is 
higher and the physical resistances are eliminated. A proposed model involving a water effective coefficient of 
diffusion (varying from 0.029 up to 0.381·10-9 m2·s-1) and food shrinkage (volumetric shrinkage depends linearly on 
normalised moisture content) has been successfully tested to simulate the drying kinetics. It was determined that the 
most important resistance to water removal is found in the rough surface of the chestnut.  

 
Keywords: Porous media; Shells; Shrinkage; Mass transfer rate; Spherical geometry 

 

 
1 Introduction 
 

Chestnut (Castanea sativa Mill.) is a traditional 
product with an important role in the economy in 
the Mediterranean countries where is mainly 
consumed unprocessed, but nowadays its presence 
in stores, in many different ways of production 
such as marron glace, purees, flours, as a pre-
cooked products and even as frozen products [1] is 
proved. Their worldwide production is around 
250,000 ton/year). 

Studies about drying processes are numerous 
because it is one of the most common industrial 
operations and involves high energetic 
consumptions, 10-25 % of the total energy used in 
the manufacturing process worldwide.  

Chestnuts have been dried introducing the food 
material into a hot air convection chamber, in 
which air heat is transferred by convection to the 
material to dry. In order to avoid energy losses 
and to guarantee low physical damages, a close air 
drying chamber system was used with air at low 
temperature using a heat pump system as it was 
previously described [2]. 

The aims of this work are to evaluate the 
influence of some operational factors on drying 
kinetics of chestnut, drying time, temperature, and 

relative humidity of drying air, as well as, the 
influence of resistances such as the natural 
chestnut shells (internal tegument or endocarp and 
external skin or pericarp) on drying kinetics, 
which protect it from external damages, but their 
presence can reduce water removal rates. By other 
hand, the mechanism of water movement is not 
yet clear enough [3], but water diffusion by the 
existence of moisture gradients in the bulk of the 
food material is the most accepted theory that is 
successfully employed in the corresponding 
modeling for many foodstuffs. Other objective is 
to propose a diffusional model involving 
shrinkage of the chestnut to obtain the modeling 
of the drying kinetics. 
 
 
2 Modelling  
 

Dehydration operation can be considered at 
isothermal conditions because heat transfer is 
faster than mass transfer. In this way, Fick’s 
second law of the unsteady state diffusion can 
describe the water transport in the falling rate 
period of drying. Assuming spherical geometry 
for chestnut (evaluating the corresponding 
equivalent radius, r (m)) and only radial diffusion 
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of water an analytical solution relating moisture 
content, Xt (kg water/kg dry basis), and drying 
time, t (s), can be obtained if uniform initial 
moisture distribution and surface moisture as 
equilibrium moisture content, Xe (d.b), with the air 
conditions are considered [4]: 
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where Deff (m2/s) is the water effective coefficient 
of diffusion. As the samples change their 
dimensions (shrinking) during drying, the volume 
was determined employing a heptane 
displacement technique at several drying times. To 
evaluate the characteristic length, the chestnut was 
assumed as a sphere obtaining the corresponding 
equivalent radius as follows: 

3
750

πρ
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r =                                                          

(2) 
where m (kg) is the weight of the samples and ρ 
(kg/m3) the bulk density is determined as: 

V
m

=ρ                                                                  (3) 

and the sample volume, V (m3), is determined as: 

etanhep

etanhepmm
V

ρ
−

=                                                   (4) 

where mheptane (kg) is the weight of the sample 
immersed in heptane and ρheptane (kg/m3) is the 
density of the fluid. In this way, introducing in Eq. 
(1) the experimental data obtained at determined 
time interval (X, t and r) and other values as initial 
moisture content (Xo) and the bibliographic value 
of equilibrium moisture content (Xe), [5], it is 
possible to obtain the effective coefficient of 
diffusion as lumped parameter that allows the 
modeling of the experimental data. 
 
 
3  Methods and materials 
 
3.1  Materials 

Chestnuts were purchased at a local market and 
selected for the experiments according to weight 
(10 g approximately) with a similar size and 
ripeness. Chestnut were stored in a cold chamber 
at 4 ºC until use, and the average initial moisture 
content for these experiments was 55.4 ± 1.8 % 
expressed in wet basis. 

Three different chestnut varieties (Judia, 
Longal and Famosa) used in the Galician food 
processing industry were dried under different 
conditions and drying kinetics were determined 
(no significant differences during drying processes 
between them were found and the analysis is 
carried out indistinctly). Chestnut samples (a 
variable number among four and six unities) were 
introduced in drying chamber in several ways, 
with and without natural skins (internal (endocarp) 
or external (pericarp)). In this paper, when both 
skins are removed the chestnut will be denoted as 
“peeled”. Also, with some chestnuts the tissue of 
external surface was removed with a knife (to 
determine the influence of the rough surface of the 
chestnut during drying process), and these 
samples will be denoted as “cut”. 
 
3.2 Air drying experiments 

Convective drying with hot air of chestnut 
experiments were carried out using a pilot-scale 
close circuit drying plant was used. The plant 
comprises three basic units: the drying chamber, 
the heat pump and a control and data processing 
unit [2]. Drying experiments were carried out at 
three different temperatures (45, 55, and 65 ºC) 
and three relative humidities of air (20, 30, and 40 
%). The air velocity was also variable from 1.8 up 
to 2.7 m/s. In all cases kinetics were monitoring 
by samples weight at different drying times 
(Scaltec SBA 41) with an accuracy ± 0.001 g, 
being the whole process for 24 hours. The 
moisture content was determined using a vacuum 
oven (<15 kPa) and 70 ºC (Heraeus Vacutherm 
VT650) getting samples up to constant weight. 
For each run, the initial moisture content of some 
chestnut samples was determined as control. 

In order to determine the volume of the 
samples, they were weighted on air and immersed 
into heptane contained in a vessel at 20 ºC (ρheptane: 
710 kg/m3) taking into account the volumetric 
displacement on Archimedes’ principle (Eq. (4)). 
With this data is obtained the bulk density of 
chestnut at different moisture content (Eq. (3)). 
 
 
4  Results and discussion 
 
4.1  Chestnut shrinkage 

Volumetric shrinkage of chestnut during 
drying was slightly larger than the equivalent 
volume of evaporated water. This behaviour 
means that a light structure collapse takes place 
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and can partially explain the difficulty for 
rehydrating the dried chestnut taking into account 
the results found with potato by other researchers. 

Several models are proposed in the 
bibliography to evaluate the volumetric shrinkage 
with moisture content [6]. One of the simplest is a 
linear relationship successfully applied to several 
starchy foods. The following relationship for 
chestnuts was obtained (with an average 
coefficient of regression, R2 = 0.998) after 
analyzing around 100 chestnuts (with different 
ways of peelings) dehydrated at different 
conditions assayed in this work: 

 

36606110 .
X
X.

V
V

oo
+=                                           (6) 

The volume data calculated with Eq. (6) are 
employed in the Eq. (2) to obtain the characteristic 
length (equivalent radius) considering the chestnut 
as a sphere that allows taking into account the 
shrinkage during drying to obtain the effective 
coefficient of diffusion. 

 
4.2  Drying kinetics at different air conditions 

The relative humidity of the air showed slight 
effect on drying kinetics. For example, in the case 
of cut chestnut when 0.6 of driving force is 
attained the same drying times independently of 
relative humidity are necessary; and when 0.4 of 
driving force is attained, the difference between 
drying times is one hour among them. 

The influence of the drying air velocity on 
drying kinetics was determined employing as 
conditions of temperature 65 ºC and relative 
humidity at 20 %. The highest effect relative of air 
velocity is proved during initial drying period 
when water evaporation takes place at the surface 
resulting less important after this period because 
water diffusion from the interior of the product 
processes governs the process.  

The effect of air temperature on drying kinetics 
is shown in Fig. 1 for cut chestnuts, as an 
example. As expected, there is an important 
acceleration of the drying process due to the 
increase of the drying temperature from 45 up to 
65 ºC. In this case, three times reduction in the 
driving force takes places when temperature 
increases from 45 up to 65 ºC after 8 hours of 
operation time, and a reduction to the half when 
the temperature increases form 45 ºC to 55 ºC.  
 
 
 

Air temperature, K
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338
Model Eq. (1)

Figure 1: Air temperature effect on drying kinetics 
at relative humidity 20% and velocity 2.7 m/s (cut 

chestnuts) of the air. 
 

4.3  Drying kinetics using peelings of chestnut 
Fig. 2 shows, an example at determined air 

conditions, drying kinetics obtained for whole 
chestnut (presence of endocarp and pericarp), with 
only endocarp, peeled (removal of both skins) and 
cut chestnuts (removal of the both skins and the 
rough external surface). Each chestnut barrier has 
a relevant effect on drying kinetics. The presence 
of the internal tegument causes an important 
decrease on water removal rate. The pericarp, 
external shell, shows a slight additional resistance 
because it is more rigid and partial fractures 
appear during drying process allowing the water 
transport easily through it. Finally, the removal of 
rough external surface of the peeled chestnut also 
means an appreciable increment on drying rate. 
Chemical substances related with adhesives 
substances present in the endocarp skin and also 
other substances for protection (surface of 
chestnut peeled is darker than the internal tissue) 
and the particular texture (harder than the internal 
tissue) can be the responsible of this effect on 
mass transfer.  
 
4.4  Drying kinetics modelling: effective coefficient 
of diffusion 

Experimental drying curves showed the typical 
falling-rate drying behaviour under all run 
conditions and constant rate-drying period was not 
observed, meaning that the internal mass transfer 
controls the process, proposing for the modelling 
of the drying of the chestnut a diffusional model 
that involves a constant lumped parameter 
denominated effective coefficient of diffusion.  
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Figure 2: Effect of pericarp, endocarp, and rouge 
surface on drying kinetics at 45 ºC and air relative 

humidity at 30 %. 

 

This assumption implies the diffusion as the 
predominant mechanism, but other water 
transports can be expressed in the same 
mathematical way that Fick’s Law and therefore 
are included in the coefficient value. Analyzing 
the effect of operation variables, we can conclude 
that the most important effects are air temperature 
and the different peelings (excepting the pericarp 
removal) of the chestnut. Figs 1 and 2 show with 
lines the simulated drying kinetics obtained 
employing the proposed model (Eq. (1)). It is 
observed that model successfully fits the 
experimental values in all cases considering the 
shrinkage of chestnut during drying, confirming 
that the model is adequate. Effective coefficients 
of diffusion are correlated with temperature using 
linear and exponential relationships: 

bTaDeff +=                                                           (7) 

RT
EDlnDln a

oeff −=                                                 (8) 

The first one gives better results (Table 1), but 
the second one is the most usual way for relating 
the coefficient with the reciprocal of the absolute 
temperature and the parameters can compared 
with the obtained for other products. Obtained 
values for the energy of activation are within the 
range 12.7-110 kJ/mol reported for many food 
materials [7]. 

 
 
 

Table 1: Parameters of Eqs. (7) and (8). 
 Linear (Eq 7) 

Chestnut 
a 

(m2/s) 
b 

(m2/sK) 
R2 

Whole -115.6 0.370 0.994 
Peeled -220.4 0.733 0.993 

Cut -310.0 1.032 0.998 
 Exponential (Eq 8) 

 
Do(103) 
(m2/s) 

Ea 

(kJ/mol) 

R2 

Whole 69.4 57.0 0.982 
Peeled 0.084 34.5 0.971 

Cut 0.081 35.4 0.994 
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Abstract 
 

Subject of author’s research is absorption refrigeration machines. Traditionally first stage of absorption machine 
design is idealized processes calculation; further enter correction factors for the coordination theoretical and 
experimental data. Such method does not allow predicting exact data of working fluid (i.e. concentration of mixture 
“agent - absorbent”) and temperatures of the flows without preliminary experimental data. For absorption process 
calculation only conditions of heat transfer take into account in first stage of the analysis. Really, there is complex 
process as sum of heat and mass transfer between cold vapor of agent from evaporator and hot weak solution from 
generator. The correct definition of “moving force” of absorption is the basic point as it influences simultaneously 
values of investment and operational costs on absorber in absorption refrigeration machine. The author examines 
bases for design of an absorber by thermoeconomic methods with using minimally experimental data. 

 
Keywords: Ab-sorption; Heat-mass transfer; Refrigeration machine; Thermoeconomic analysis 

 

 
1 Introduction 
 

Thermoeconomic (exergoeconomic) analysis is 
connection of the First (Second) Law of 
Thermodynamics and Theory of Cost. 
Thermoeconomics (exegoeconomics) as a 
direction in modern applied thermodynamics is 
the powerful tool for analysis, evaluation and 
optimization of energy conversion systems. This 
analysis gives possibility of determination of the 
efficiency of system by analysis of each element 
of this system. The cost formation process 
throughout system from the ‘fuel’ to the final 
‘product’ is made transparent with the aid of a 
thermoeconomic analysis. The cost is associated 
with the thermoeconomic inefficiencies occurring 
in each detected system component [1]. 

The object of the author’s scientific researches 
is absorption refrigeration machine. Basic 
elements of this machine are four heat exchangers 
(Fig. 1a): generator, absorber, condenser and 
evaporator. A lot of schematic solutions of 
absorption refrigeration machines are formed as 
addition of auxiliary elements to the minimal 
number of basic elements. For theses machines 
auxiliary elements are also heat-mass exchangers 
(regeneration heat exchangers, additional 
absorbers and generators etc.). 

Numerous researches in area of absorption 
refrigeration machines especially for future 
thermoeconomic analysis the following 
dependences have revealed: 
• technical function of absorption machine by [2] 
as logical equation is 

[ ] [ ] [ ]
n

S

ml

H
СОЕCOPTV ⎥

⎦

⎤
⎢
⎣

⎡
××≡ ∆Θ   (1) 

with limitations 
      l+m+n=1 
and 
    0 <l <1; 0 <m, 1; 0 <n <1, 
 
where COP is coefficient of performance of 
refrigeration machines, GE Q/QCOP = ; ∆Θk is 
temperature difference of all absorption 
refrigeration machine, ∆Θ=ΘА-ΘE. Value Θk can 
be determined by Carnot’s temperature factor  
Θk ≡1-То/Т; COE/HS is specific exergy contain of 
mixture “agent – absorbent”. 

On the basis of the experimental data for 
water-ammonia refrigeration machine received in 
the Odessa State Academy of Refrigeration the 
following equations were accepted: 
 
   СОР = ƒ (СОРmax , ΘΣ)    (2) 
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where СОРmax is maximal value for theoretical 
cycle; Θ∑ is temperature differential of a heating 
source in the generator of absorption machine,  
Θ∑ =Thot,max – Thot,theory; 

The value Θ∑ can be determined as 
 

( ) ( ) H6W4W2 ΘΘΘβΘΘαΘΘ +++++=∑  (3) 
 
where there are temperature differentials: Θ2 - on 
“hot end” of the generator; Θ3 - on “cold end” of 
regeneration heat exchanger; Θ4 - the “cold end” 
of the absorber; Θ6 – on the “cold end” of the 
condenser;  min

env
max

envW TT −=Θ  – between outlet 
and inlet of the cooling environment in the 
condenser (cooling of an absorber and the 
condenser is accepted consecutive); α - coefficient 
which is taking into account influence of 
 

 
  a) 

         b)  
Figure 1: Absorption water-ammonia refrigeration 
machine: a) schema; b) cycle of thermochemical 
compressor in the diagram ‘enthalpy-
concentration’ (h-X). 

change of pressure from PE up to PA on 
temperature difference in absorber at giving 
difference of concentration (XR-XR

t); β - similar 
coefficient for the generator (PG – PC). Values α 
and β were determined experimentally and 
maximal deviation of their change is ~10-15 %. 

Analysis of the eq. (3) shows, that the set of 
temperature differences is interconnected. 
Mathematical modeling of this interrelation and its 
influence on characteristics of absorption 
refrigeration machine was described in detail in 
the author’s work [3]. 

Mass transfer process complicates the heat 
transfer process in generator and absorber. It is 
taken into account for calculation. In this paper 
author shows it for water-ammonia absorption 
refrigeration machines on example of correct 
value Θ4 definition. 
 
 
2 Theory of the absorption process 
 

Fig.2a presents the basic scheme of simple 
absorber of water-ammonia refrigeration machine. 
The solution flowing down by a thin film is in the 
overcooled condition and it reaches a condition of 
saturation on the interface of phases only. So 
complex process at variable temperature with 
phase transitions on two zones can be divided: 
adiabatic stabilization of absorption (absorption 
process without cooling) and actually absorption 
(absorption process with cooling) [6]. 

One of conditions of mathematical model 
creation (and thermoeconomic analysis and 
optimization also) is replacement of one complex 
process to a set of elementary processes with 
condition that set of elementary processes gives 
the same effect as complex process. The 
equivalent of the elementary absorber is present in 
Fig. 2b. Note, that it is impossible to idealize 
process of absorption only by heat transfer even at 
level of simplifications. 

Impossibility of full saturation of strong 
solution ∆Xliq (Fig. 2c) usually not take into 
account for calculation of absorption refrigeration 
machine cycle. Many authors prefer replaced 
value ∆Xliq by value Θ4=3 … 7º. 

Calculation data in Table 1 shows that the error 
at various calculations is ~300 %. The first variant 
is corresponding to limit of workable machine but 
the second one is corresponds to the machine with 
impossible real cycle. 
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Table 1: Influence of value Θ4 to calculation data. 
 min

envT n, 
оС 

Т4, 
оС 

XA, 
kg/kg 

XR, 
kg/kg AR

AD

XX
XX

f
−
−

= , 

kg/kg 

∆X, 
% 

Θ4=0 
(theory) 

25 25 0,142 0,204 13,8 7,2 

Θ4 =7 25 32 0,142 0,160 47,7 2,1 
 

 
   a)        b) 

 
       c) 
Figure 2: Absorber: a) schema; b) schema-equiva-
lent; c) absorption process in the diagram h-X. 
 
 

It is recommended (by results of the 
experimental data in [8]) impossibility of full 
saturation of strong solution to take into account 
as difference of pressure in absorber РА and partial 
pressure РА’ corresponding to an equilibrium 
condition of a strong solution at Т4. This 
difference is determining as moving force of 
absorption and recommend to equal 40kN/m2 for 
traditional design of heat-mass surfaces of 
absorber and 20kN/m2 for new ones. Calculation 
data show that this case is equivalent to a choice 
of value Θ4 within in diapason of 10 … 15º. 

If value Θ4 or value (РА- РА′) is preliminary 
knows then the mass-transfer process is included 
to the heat transfer process. 
 
 
3   Experimental data 
 

Experimental research of absorber as element 
of water-ammonia absorption refrigeration 
machines was made in Refrigeration Machines 

Department at Odessa State Academy of 
Refrigeration [9]. 

Experimental data was accepted at the 
following variation by initial characteristics: 
• Temperature of strong solution Т4 = 25…37оС; 
• Heat of absorption process QA = 8…30 kW; 
• Rate of strong solution circulation f  = 5 … 20. 

Let us analyze experimental data (Fig. 3). It is 
visible that in large diapason of absorption 
pressure change (РА = 140…550 kN/м2) value of 
moving force of absorption tends growth with 
delay. This corresponds to value Т4 also. Thus, 
experimental data deny preliminary author’s 
opinion about obligatory increase of value Θ4 at 
growth of value РА. 

For examine of features of absorption process 
by experimental data let us comparison 
experimental data and calculation data with using 
widely calculation methodic [8]. 

Calculation data of moving force of absorption 
of vapor into liquid phases exceed the 
experimental one. Significant difference is take 
place for high concentration of ammonia in water-
ammonia mixture. It testifies that well-known 
calculation methodic does not take into account a 
high degree of saturation of strong solution that is 
very important for modern water-ammonia 
absorption refrigeration machines [9]. 

For the analysis experimental regimes 146 and 
153 was accepted because there are the most 
removed from middle one (regime 125). 

 

 
 

Figure 3: Experimental data of moving force of 
absorption process ∆Xliq=ƒ(РА). 
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The difference between values of moving force 
of absorption in a liquid phase is 15-20 % that it is 
possible to recognize as good. Thus, calculation of 
mass-transfer process is expedient for carrying out 
only for a liquid phase. 
 
 
4   Definition of moving force of absorption 
 

Let us influence of external operation factors 
on value of moving force of absorption based on 
calculation methodic (Table 2). 

Moving force of absorption by mass 
concentration is 

Aliqliq

A

liq

liq
liq F

GC
X

βρρ
∆

∆ == ,   (4) 

where 

liq
liq

liq Nu
D
ν

β = ,       (5) 

( )
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5.0
liq
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liqliq h

PrRe888.0Nu ⎥⎦
⎤
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ν , (6) 

finally, 
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liq

28.0
liq

45.0

5.0

A

a

liq
liq Г

h
F
G

D
414.0X

ρ

η
∆ ⋅⋅⋅= .  (7) 

 
Value Dliq can be determined from the equation 
 

( )⎥
⎦

⎤
⎢
⎣

⎡
−+= 293T

2.0
1DD liq33.0

293

5.0
239

293liq ρ
η

,  (8) 

 
and for absorption of ammonia by water-ammonia 
mixture at following regime Тliq = 20оС (293К), 
D293 = 0,176⋅10-8m2/s; ρ293 = 850 kg/m3; η293 = 
1 N⋅s/m2  

83.0
liq

28.0
liq

liq MX
ρ

η
∆ = ,      (9) 

where 

( )[ ] 45,0

5.0

A

a
5.0

liq

4

Г
h

F
G

239T022.01
10M ⋅⋅

−+
= . (10) 

 
The value M depends from operation 

temperature regime and an absorber design; the 
complex 83,0

liq
28,0

liq / ρη  is depend on parameters of 
a mixture (Fig. 4). 

The values which are included in value M 
are not independent variables; therefore, it is 

possible to find other equations using connections 
between them. 

Let us use eqs. (11)-(13) 
    

1hA dlinF π=       (11) 

    ( ) 1
a li2fGГ −=      (12) 

    hdnh =         (13) 
where d, l, i, nh are value of absorber design 
geometry for eq.(10), thus 

( )[ ]

5.0
h

55.045.05.055.0
a

5.0
liq`

nifdl
G

293T022.01
4340M ×

−+
=

  (14) 

 

 
Figure 4: Complex 83,0

iq1
28,0

iq1 / ρη  = ƒ(ξliq, Тliq). 
 

 
Figure 5: Experimental data at ƒ =14. 
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Table 4: Mathematical model and experimental data of absorption process for thermoeconomic analysis. 
 

Values  Regime 
125 

Regime 
153 

Regime 
146 

Experimental data 
Mass flow of vapor from evaporator GA, kg/s 0,00866 0,00750 0,0108 
Heat of absorption process QA, kW 13,6 16,6 21,2 
Absorption pressure PA, kN/m2 179 160 268 
Concentration of week solution ξA, kg/kg 0,242 0,246 0,295 
Temperature of start of absorption process T′3,оС 52 46 51 
Concentration of strong solution ξR, kg/kg 0,348 0,360 0,424 
Temperature of strong solution T4,оС 32 20 25 
Concentration of vapor from evaporator ξD, kg/kg 0,999 0,999 0,999 
Temperature of vapor T9,оС 20 20 20 
Circulation ration of strong solution f, kg/kg 7,15 7,65 5,45 
Consumption of environment cooling (water) Genv, kg/s 0,93 1,2 0,873 
Temperature of environment cooling (water) 
in inlet of absorber 

min
envT , оС 27,4 22,3 20,8 

Temperature of environment cooling (water) 
in outlet of absorber 

max
envT , оС 30,9 25,6 26,6 

Characteristics of heat-mass transfer surface of absorber (by experiment) 
Linear solid irrigate density Г, kg/m s 0,00298 0,00186 0,00164 
Heat transfer coefficient from film of water-
ammonia mixture to cooling environment 
with take into account of fouling in heat-mass 
transfer surface 

 
kA, kW/m2K 

0,234 0,206 0,204 

Middle temperature difference ΘA, grad 10,8 9,8 11,2 
Surface of absorber FA, m2 5,6 8,2 9,3 

Moving force of absorption 
Mass transfer coefficient in vapor phase βvap, kg/m2s 0,0171 0,0161 0,0132 
Moving force of absorption in vapor phase ∆Xvap, kg/kg 0,086 0,051 0,047 
Nusselt number for liquid phase Nuliq 0,90 0,76 0,86 
Mass transfer coefficient in liquid phase βliq, kg/m2s 0,5⋅10-4 0,406⋅10-4 0,455⋅10-4 
Moving force of absorption in liquid phase 
• calculation data 
• experimental data 

∆Xliq, kg/kg  
0,035 
0,028 

 
0,020 
0,015 

 
0,030 
0,035 

 
 
The analysis of the eq. (14) shows, that 

redistribution of number of pipes in vertical or 
horizontal lines (heat-mass transfer surface design 
of absorber) gives small influence to the value 
∆Xliq. Increasing of number of pipes in horizontal 
lines nevertheless allows reducing a small value 
∆Xliq. 

If height of an irrigated surface to present as 
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            (16) 
 

The value Г changes in diapason from 0,03 up 
to 0,01, hence, Г0,05 changes from 0,89 up to 0,80. 
Let us use this value for eq. (13) 
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Each of eqs. (14), (16), (17) for value M 
definitions can be useful depending of giving data 
for the analysis. 

Fig. 5 presents values of moving force of 
absorption ∆Xliq, super-cooling of strong solution 
at outlet from absorber ∆Т4 and difference of 
pressure ∆РА at various Т4. It is visible that there is 
small change value ∆Xliq at change in wide 
interval of pressure РА and temperature Т4. Middle 
value of ∆Xliq is ∆Xliq =0,028 kg/kg. The value ∆Т4 
< 5º at low values ∆РА. 

The temperature difference in absorber can be 
determined as function of moving force of 
absorption 

liqAA X
0

∆µΘΘ −=      (18) 
where ΘАо is temperature difference at ∆Xliq=0; 
µ is coefficient, µ=∆Т4/∆Xliq = 120…180о. 

The value ΘА by eq. (18) gives the possibility 
to determine mass of heat-mass surface of 
absorber that is very important characteristic for 
future thermoeconomic analysis 

A
AA

A g
k
QG
Θ

=        (19) 

The mass of heat-mass surface of each element 
of any machine is determined investment cost. 
Thus occurrence of new designs of heat-mass 
surface (for absorber, for example) will give 
influence only for value gA but all analysis is 
actual. 
 
 
5  Conclusion 
 

There is more than 100 years of history of 
research, design and operation of absorption 
refrigeration machines. However, till now these 
machines are calculating approximately, 
independent of the calculation forms (by software 
or by “hand” with diagrams using). Traditionally 
first stage of design is calculation of idealized 
process. Author proposed even in level of 
idealized process calculation (i.e. pre-design 
analysis) to include mass transfer influence to the 
heat transfer process in generator and absorber. 
Correct describing heat- and mass transfer process 
in the absorber is manly that in the generator from 
point of view of cycle creation of absorption 
refrigeration machine. 

In the present work is basic for design of 
absorption refrigeration machines by 
thermoecinomic method with use of minimally 
sufficient experimental data. 
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Abstract 
 

Properties of interfaces in solid state metal/oxide joints (Al/SiO2, Al/MgO, Al/glass, Mg/MgO, Mg/SiO2, 
In/glass etc.) are reported. The interfaces were formed at plastic deformation of metal on the oxide surface at room 
temperature. Their structure, chemical composition, and micromechanical properties were studied by the AFM, X-
ray diffraction, SIMS, optical microscopy, and precision microindentation techniques. A noticeable adhesion was 
observed for metals with high affinity for oxygen and only in the regions of the maximum shear stress. Formation of 
a interfacial reaction zone with an oxygen concentration gradient is detected. In this zone metals are nanostructured 
and noticeably hardened. The effect of mechanoactivation is considered as a result of physical and chemical 
interaction and formation of nanostructures in deformed metal/oxide systems. 

 
Keywords: Metal/oxide interfaces; Adhesion; Interfacial reaction; Mechanoactivation; Nanostructure 

 

 
1   Introduction 
 

Metal/oxide interfaces play a crucial role in 
many important present-day technological 
applications such as optoelectronic and 
microelectronic systems, heterogeneous 
catalysis, oxide dispersion-strengthened alloys, 
powder materials, solid state joint devices, 
anticorrosion and thermal insulation coating 
industry, etc.; moreover, they have found 
important applications in medicine Ref. [1-3]. 
Strong interfaces between dissimilar materials, 
such as metal and metal oxide, are also critical 
for future nanotechnology development. In such 
applications, frequently the properties of the 
heterophase interface, but not of the bulk 
materials, determine behaviour of the system. 
Mechanical properties, structure, and adhesion 
strength on metal/oxide interfaces are of the 
greatest concern. Most of studies in this area 
have been performed at high temperatures and 
are devoted to the role of diffusion processes in 
the formation of the structure and adhesion  

 
 
 
bonds Ref. [2-5]. At the same time, 
comparatively little attention has been paid to 
the obtaining of metal-oxide composites at room 
temperature, when thermoactivation of adhesion 
is negligible. Only few sources of detailed 
information in literature on this problem provide 
evidence of such possibility Ref. [6-8]. 
According to some theoretical works Ref. [9,10], 
it is possible to enhance adhesion at metal/oxide 
interfaces at room temperature by introducing 
the structural defects into oxide surface layers. 

The question about the role played by 
structural defects in the formation of a chemical 
bond at the solid-state interfaces is still 
controversial. On the one hand, there are 
considerations about active centres of adhesion 
such as dislocations and vacancy groups Ref. 
[11]. On the other, experimental data on 
atomically-clean metal/metal, metal/Si and 
metal/Ge interfaces have shown that under the 
conditions of full contact atomic interaction 
occurs with formation of chemical bonds and no 
further activation of the surfaces is needed Ref. 
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[12-14]. In this case, the thermodynamically 
gain in surface energy ( FΔ ) of two fully 
contacting materials could be expressed as 
follows: 

 
AB
ib

B
o

A
oF γγγ −+=Δ , 

 
where A

oγ  is the surface energy of the contacting 

metal A; B
oγ  is the surface energy of the 

contacting metal B (or semi-conductor); and 
AB
ibγ  is the interphase boundary energy. 

Evidently, the FΔ  values for such systems as 
metal/metal, metal/Si and metal/Ge are high 
enough to form chemical bonding between the 
contacting surfaces. For the systems metal/oxide 
the influence of the oxide surface activation on 
the adhesion strength could be expected. One of 
the possible activation means is the 
mechanoactivation of oxide surface layers by 
plastic flow of metals. However, experimental 
data on metal/oxide solid state joining at room 
temperature are seldom met in the literature.  

In the present work, the properties of 
interfaces in solid state joints of metal/oxide 
(Al/SiO2, Al/MgO, In/glass, Mg/SiO2, and 
others) formed by plastic flow of metals at room 
temperature are investigated.  
 
 
2   Experimental procedure  
 

The metal/oxide solid-state joints were 
obtained by static compression of freshly 
prepared metal and oxide surfaces at room 
temperature. The contact experiments with 
atomically-clean surfaces were performed in 
high vacuum (10-6Pa) and in air by the 
controlled rupture/cleaving of the samples. Right 
after the rupture of samples the surfaces of metal 
and oxide were brought into contact with each 
other. The interfaces were formed under the 
conditions of plastic flow of metal on oxide 
surface. For our studies, polycrystalline simple 
metals (Al, Sn, Pb, Mg, Cd, In), boron-silica 
glass, and single crystal oxides (SiO2, Al2O3, 
MgO) were chosen. The adhesion strengths of 
joints were determined in pull-off tests. The 
fracture mode was examined after the tests.  

The structure and composition of fracture 
surfaces were studied by optical microscopy 
(NEOPHOT 30), AFM (Nanoscope), X-ray 
diffraction (DRON-3M), SIMS (Secondary Ion 
Mass Spectrometry). For the SIMS method, Ar+ 

ions with energy of 6keV were used, the ion 
sputtering rate being 0.01-0.02μm/min. The peak 
intensity (I+, arb.units) of the investigated 
elements served as a working standard.  

The microhardness was determined by a tester 
with original self-adjusting loading device, 
allowing carrying out the precision 
microhardness measurements at very small 
loading (starting from 1.5 mN) Ref. [15]. The 
indentor was a Vicker’s diamond pyramid. To 
reveal the presence of dislocations in MgO 
single crystals the chemical etchant: 5 parts of 
saturated NH4Cl solution, one part of H2SO4 and 
one part of distilled water - was used. 
 
 
3   Results and discussion 

 
The results of mechanical tests and data on 

fracture mode are presented in Table 1. As can 
be seen the metals Al, In and Mg have the good 
adhesion to the oxides. Fractures of these joints 
occurred with the transfer of metal to the surface 
of oxide, being the evidence of a strong 
chemical bonding at the metal/oxide interfaces. 
The adhesion strength of Sn, Cd, Pb was much 
smaller than in the case of aluminium, indium or 
magnesium, and in many cases fractures 
occurred along the metal/oxide interfaces 
without transfer of metal to the oxide.  

 
Table 1: Adhesion strength (σ , MPa), and 

transfer of metal (+ or −) to oxide surfaces in 
pull-off tests of metal/oxide joint. 

 

Apparently metals with high affinity for 
oxygen (Al, In, Mg) form stronger bonds with 
oxides. The observed distinction in adhesion 
strength between the investigated metals may be 
explained in terms of the thermodynamics of 
chemical interaction between metals and oxygen 
of the oxide. 

As a parameter for our estimate of chemical 
interaction between metal and oxide we have 

σ , MPa Oxide 
 

Metal Glass SiO2 Al2O3 MgO 

Al  60  + 62  + 65   + 60  + 
In  25  + 20  + 18   + 18  + 
Mg  22  + 15  + 20   + 25  + 
Sn 2    + 10  + 0     − 10  + 
Cd 2    − 0    − 5     + 5    + 
Pb 2    − 2    + 0     − 5    − 
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chosen metal oxide formation energies (Gibbs’ 
free energy ΔZ). Table 2 shows that the oxide 
formation energy increases from aluminium to 
lead. Evidently, that metals with high affinity for 
oxygen form stronger adhesive bonds with the 
surface of oxides. 

 
Table 2: Metal oxide formation energies Ref. 

[11]. 
 

Metal oxide -ΔZ 293·10-6, J/kmol 
Al2O3 1675 
In2O3 926 
MgO 602 
SnO2 581 
CdO 260 
PbO 219 

 
This result is in agreement with the 

experimental data obtained by other authors who 
studied the adhesion on thin-film metals/oxide 
systems after the activation by electron or ion 
beam and in wetting experiments Ref. [16].  
 

 a) 
 

 b) 

   c) 
 

Figure 1: Micrographs of the fracture of 
metal/oxide joints: transferred Al to Al2O3 at 
normal contact (a) and at friction scheme (b), 

dark field; AFM image of transferred Al to glass 
(c). 

 
However, in our case the formation of strong 

adhesion in these systems occurs not over the 
whole contact area, but only in the regions of the 
maximum shear stress (Fig. 1, a), where fracture 
occurs along bulk metal. At the centre, where 
the metal first makes contact with the surface of 
oxide, there is no detectable transfer. 

Special experiments with the Al/glass system 
were performed so that plastic flow of Al on the 
surface of glass could be obtained under friction. 
In this case strong adhesion is observed over the 
whole surface of oxide (Fig. 1, b). The AFM 
studies of surfaces show that the transferred 
metals (Al in this case) have a nanostructure 
with a grain size from 30 to 100 nm (Fig. 1, c), 
though the nanostructure is not homogeneous. 
This result was confirmed by X-ray diffraction 
patterns and, in addition, it shows that the 
nanostructure of the transferred Al is stable after 
annealing in vacuum. Thus, the action of the 
maximum shear stress leads to the formation of 
nanostructure in metal near the interface. The 
raised density of defects on the grain boundaries 
characterizes this strongly deformed state of 
metal. It could be assumed that the metals with 
high affinity for oxygen and having 
nanostructured state form chemical bonds with 
the oxides more easily. 

If we consider the obtained result for some 
processes on the oxide surface, we can explain 
the metal/oxide chemical bonding at room 
temperature by mechanoactivation of the oxide 
surface. Also, the possibility exists of such 
mechanoactivation by plastic flow of metal. 
Point defects and dislocations may be treated as 
the main influencing structural factors. The 
energy of point defect formation in oxide is 
insignificant (≈ 2 eV). Therefore, it is possible 
to assume with confidence that point defects 
form in near-surface layers of oxide even at 
room temperature under the active plastic flow 
of all investigated metals. On the other hand, it 
was interesting to find out the role of 
dislocations of oxide in the formation of 
adhesive bonds. If dislocations cause the 
occurrence of adhesive bonds between metal and 
oxide, then by chemical etching it would be 
possible to reveal this defects in the contact 
zone. We have studied the role of dislocations in 
In/MgO and Pb/MgO systems with different 
adhesion strengths and thermodynamically 
parameters of metal/oxygen interaction. As it 
was shown above in Table 1 and Table 2 indium 
has strong adhesion to a crystal with transfer of 

 Al 

Al2O3 

50μm 

50μm 

 Al 

150 nm 
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metal to the MgO surface at the testing of joints. 
At the same time, adhesion of lead did not 
exceed the level of physical adsorption, and no 
transfer of metal was observed. Furthermore, the 
hardness of soft In (about 16 MPa) was smaller 
than the value of starting stress for dislocations 
in MgO ( ≈оτ 28-30 MPa, Ref. [17]), whereas 
the hardness of Pb (30 MPa) should be sufficient 
to create fresh dislocations in MgO. In Fig. 2 are 
shown micrographs of etched MgO surface, after 
contact with In (Fig. 2, a) and Pb (Fig. 2, b). 
Etching experiments on the MgO crystal did not 
reveal the presence of new dislocations around 
and inside the area of the transferred In (Fig. 2, 
a).  

 

        a) 

 

 b) 
 
Figure 2: Micrographs of the etched MgO 
surface after contact with In (a), Pb (b). 

 
As concerns lead, groups of fresh dislocations 

are clearly visible in the field of its contact with 
the crystal in the area of the maximum shear 
stress in MgO, but without any trace of adhesion 
of Pb to MgO (Fig. 2, b). So, at present there is 
sufficient evidence that dislocations do not play 
any significant role in the formation of chemical 
bonding between metal/oxide interfaces. 

Apparently, the high concentration of point 
defects on oxide surface can be the primary 
mechanoactivation factor of adhesion with 
metals. We can assume that the presence of 
point defects facilitates the formation of metal-
oxygen complexes on the interfaces. The leading 
role of oxygen and point defects in the formation 

of metal/oxide adhesion is confirmed by 
theoretical data on adsorption and by the 
experimental data on thin film adhesion in 
metal/oxide systems Ref. [9,10,18]. To verify 
this hypothesis in our case the chemical 
compound of the metal transferred to oxide was 
experimentally traced level-by-level by the 
SIMS method.  

Here, as an example, the result obtained for 
aluminium transferred to glass is given in Fig.3, 
which shows the presence of oxidized 
aluminium near the metal/oxide interface. This 
result testifies about the formation of a reaction 
zone Me-MeO (with a size of 0.5-1.0 μm) 
spreading in the metal, with a gradient of oxygen 
concentration. The formation of such interfacial 
reaction zone is possible only for metals with a 
high activity to oxygen and also because of 
many deformation defects and the nanostructure 
of metals. 
 

 
Figure 3: Depth profile of the intensity of SIMS-

signal of Al+ in the Al transferred to glass. 
Intensity of non-oxidized Al pointed as I+

0. 
 

The grain boundary diffusion coefficients in 
nanomaterials synthesized by means of severe 
plastic deformation are known to be by an order 
of magnitude higher than in classical 
polycrystals Ref. [19,20]. Thus, in the regions of 
maximum shear stress the processes of atomic 
diffusion of oxygen and formation of metal-
oxygen complexes can take place. In turn, a 
change in the mechanical properties of metals 
near the interface can also be expected. The 
presence of metal oxide – even 
nonstoichiometric one – should increase the 
hardness of metals. We can compare the 
mechanical properties of metals on the fracture 
surfaces at metal/oxide joints with those of 
deformed bulk metals. The data on Al and In are 
presented in Table 3.  

 

I+
0 
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Table 3: Microhardness (H, MPa, load P = 50 
mN) and strength (σ , MPa) of deformed bulk 

metals and metals transferred to SiO2 . 
 

 
As it is seen, the microhardness of the two 

metals is noticeably increased in the fracture 
zone. At the same time, the strength value for 
aluminium decreases, while in the case of 
indium it remains high. It can be assumed, that a 
brittle Al–AlxOy composite is formed at Al/oxide 
interface. Al2O3 is known to be a very hard and 
brittle material. For In2O3 these properties are 
expressed weaker, and formation of this oxide 
causes increase both in hardness and in strength. 

 

 
Figure 4: Dependence of transferred Al 

microhardness on indentation depth. Load range 
P = 1.5 mN – 2 N. 

 
Let as consider the change of microhardness 

values in depth of Al left adhering to glass at 
friction scheme in air. The dependence of 
microhardness on indentation depth is given in 
Fig.4. 

Microhardness of transferred Al has different 
values in depth (1.5-4 GPa). There is significant 
hardening up to 4.5 GPa in the surface layer 
(0.1-0.5 μm), which is caused by the presence of 
strongly oxidized surface layers. The increase in 
hardness values at deeper indentation depth 
values is caused by the influence of hard 
substrate. This result shows, that the transferred 
metal is a new material with the mechanical 

properties different from properties of pure 
aluminium in both annealed and deformed state. 

The change of mechanical properties of metal 
near the metal/oxide interface corresponds to the 
SIMS data and testifies to the formation of a 
reaction zone under plastic deformation of metal 
on the oxide surface. 

From SIMS and microhardness data we can 
estimate the mutual diffusion coefficient (D) of 
oxygen in nanostructured Al or Al in glass in the 
interfacial reaction zone. Assuming, that 
reaction zone (x≈2 μm) is equal to the diffusion 
length, then according to the equation 

 
x D t= ⋅ , 
 

where t is contact time in solid state joint (t≈60 
s), D is equal to about 7·10-10 cm2/s. This result 
is seems to be reasonable and is in good 
agreement with the known diffusion coefficients 
for Al/quartz systems in wetting experiments at 
high temperatures (700-800 ˚C) Ref. [21]. Such 
correspondence can be explained with the high 
density of point defects in the surface layers of 
oxide and formation of nanostructure in metal 
during plastic flow. 
 
 
4   Conclusion 

The investigation carried out by us allows the 
conclusion to be drawn that a strong chemical 
adhesion arises on the metal/oxide interface 
under plastic deformation of metal at room 
temperature. Mechanoactivation of the adhesion 
occurs in the metals with low oxide formation 
energies only in the regions of the maximum 
shear stress. Formation of a interfacial reaction 
zone with an oxygen concentration gradient is 
detected. In this zone metals are nanostructured 
and noticeably hardened. Influence of 
dislocations on oxide surface was found to be 
insignificant; at the same time the 
nanostructured state of metal together with the 
high concentration of point defects in surface 
layer of oxide can be the primary factors of 
interfacial chemical interaction in metal/oxide 
systems. 
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Abstract 
      In this review paper, we first introduce the phenomenological transport coefficients and 
relationships between them and the tracer diffusion coefficients. Next, we discuss a sum-rule 
relating phenomenological coefficients themselves in the random alloy model.  We then consider 
several applications of the sum-rule to diffusion problems. These applications include intrinsic 
diffusion in multicomponent alloys, chemical diffusion in strongly ionic mixed cation crystals 
and the segregation (demixing) of cations in mixed oxides in an oxygen potential gradient and/or 
an electric field. In each case a substantial simplification is possible as a result of the sum-rule.  
 
   
Keywords: Phenomenological transport coefficients; Multicomponent alloys; Mixed oxides; Intrinsic diffusion 
coefficients; Demixing; Segregation;Ttracer diffusion coefficients; Darken Relations; Manning Relations 

 

 
1 Introduction 
It is well known that an implication of Fick’s First 
Law is that once the concentration gradient for the 
diffusing species i reaches zero, the flux of species 
i must also cease. Whilst frequently true, it is in 
fact a too restrictive condition for equilibrium. In 
general, the net flux of a diffusing species ceases 
only when all direct and indirect forces on that 
species are zero. The Onsager flux equations of 
irreversible processes achieve this through the 
postulate of linear relations between the fluxes and 
the driving forces, see for example [1,2]: 
 

∑=
j

jiji XLJ                                (1) 

 
where the Lij are the phenomenological transport 
coefficients and the Xj are the driving forces. The 
matrix of phenomenological transport coefficients 
is frequently simply called the L matrix. The 
Onsager flux equations have been used very 
extensively in theoretical treatments of collective 
diffusion problems such as chemical diffusion and 
ionic conductivity especially in multicomponent 
systems. The great importance of the 
phenomenological transport coefficients stems 

from their independence of driving force. 
Although highly desirable on this account, 
unfortunately, the experimental determination of 
the L matrix is most difficult for the solid state 
because of the difficulty in measuring chemical 
potential gradients, the usual solid state driving 
forces. Gaining access to diffusion coefficients is 
much more straightforward because 
concentrations (and their gradients) are of course 
readily measurable.  Accordingly, this has first of 
all prompted interest in finding relations between 
the phenomenological coefficients and the 
(measurable) diffusion coefficients.  
 
2 Relations between phenomenological 
coefficients and tracer diffusion coefficients 
 
       The first relations between the 
phenomenological transport coefficient and tracer 
diffusion coefficients were the Darken Relations 
[3]. In essence, the Darken assumption is the 
neglect of any off-diagonal phenomenological 
transport coefficients. The remaining diagonal 
phenomenological transport coefficients are then 
related to the corresponding tracer diffusion 
coefficients; for example, in a binary AB alloy, LAA 
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is then simply related to the tracer diffusion 
coefficient of A, *

AD : 
 
     kT/DCL *

AAAA = ,                                    (2a) 
      LAB = 0                                                  (2b) 
 
In principle, the off-diagonal phenomenological 
transport coefficients can make a large difference 
to the value of a given flux, and can even change 
the sign. Accordingly, whether the neglect of the 
off-diagonal phenomenological transport 
coefficient is a reasonable thing to do or not 
depends very much on the context. In highly 
ordered stoichiometric AB intermetallic 
compounds, where it is believed there are  
concatenated sequences of jumps (an example is 
the six-jump cycle [4]), it is known that the off-
diagonal phenomenological transport coefficients 
take values that are very close to zero anyway [5], 
and so ignoring them is not likely to make much 
difference. In other situations such as the ‘five-
frequency’ model for a solute in an electric field, 
ignoring the off-diagonal phenomenological 
transport coefficient can in principle give the 
wrong direction for the solute flux. It is generally 
accepted however that as a first rough 
approximation it is not unreasonable to ignore the 
off-diagonal phenomenological transport 
coefficients.  
       The second set of relations between the 
phenomenological transport coefficients and tracer 
diffusion coefficient are the Manning Relations 
[6] that were developed originally for the random 
alloy in which the various atomic species and the 
isolated vacancy are randomly mixed and where 
the atom-vacancy frequencies depend only on the 
identity of the atom jumping. In the Manning 
Relations, the phenomenological transport 
coefficients are directly related to the tracer 
diffusion coefficients by the expressions:  
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ij )DCM(kT
DCDC

L
0

2
,   for i ≠ j.                  (3b)

   
where M0 = 2f0/(1-f0) and f0 is the geometric tracer 
correlation factor for the lattice, e.g. f0=0.78146… 
for the f.c.c. lattice [7]. The extra factor in Eq. 3a 
compared with Eq. 2a should be noted. It is worth 

noting too that the Manning Relations can also be 
obtained on the basis of two somewhat intuitive 
assumptions without recourse to the random alloy 
model [8], thereby suggesting that they have 
rather more general validity than the random alloy 
model might suppose. That this is indeed the case 
has been shown in various computer simulations 
even for ordered alloys, at least at low levels of 
order before concatenated mechanisms such as the 
six-jump cycle [4] start to become important [9-
11]. The Manning Relations have also been re-
derived specifically for the ordered alloy [12].  
       The self-consistent theory of Moleko, Allnatt 
and Allnatt [13] also provides relations between 
the phenomenological coefficients and the tracer 
diffusion coefficients for the random alloy model, 
but these relations are not expressible in a 
convenient closed form. Nonetheless, it is still 
possible to use straightforward numerical methods 
to find all of the Lij from a given set of tracer 
diffusion coefficients for all of the atomic species 
[14]. Computer simulations [15] have shown these 
relations to be considerably more accurate than 
those provided by Manning described above. The 
differences between the results of the self-
consistent theory and the Manning theory are 
mainly apparent at more extreme ratios of the 
atom-vacancy exchange frequencies.  
       The third relation between the 
phenomenological transport coefficients and the 
tracer diffusion coefficients is the Heumann 
relation [16] that was determined after 
consideration of the five-frequency model, see 
also [1]. This model, which was first proposed by 
Lidiard [17], is very useful for describing solute 
and host diffusion kinetics in f.c.c. metals and 
f.c.c. sublattices in ionic crystals when the 
vacancy-solute interaction is localized. The five 
frequencies in the model refer to the following: a 
vacancy-host atom (A) exchange frequency w0, a 
vacancy-host (A) exchange frequency w1 referring 
to a ‘rotational jump’ around a solute atom i.e. 
from one nearest neighbour site to another of the 
solute, a vacancy-solute (B) exchange frequency 
w2, a vacancy-host (A) atom exchange frequency 
w3 that brings the vacancy to a site neighbouring 
to the solute atom (this is usually called the 
‘associative jump’), and finally a vacancy-host 
atom (A) exchange frequency w4 that is the reverse 
of the w3 jump (this is usually called the 
‘dissociative jump’). It can be shown that for a 
dilute alloy in the limit where the solute 
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concentration CB → 0, the ratio of LAB(0) / LBB(0) 
is given by [16]: 
 

    ⎟⎟
⎠

⎞
⎜⎜
⎝
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where )(D*

A 0 , )(D*
B 0  are the tracer diffusion 

coefficients of A and B and )(DI
A 0  is the intrinsic 

diffusion coefficient of A in the dilute alloy at the 
limit CB → 0. 
 
3 Relations among Phenomenological 
coefficients: the sum-rule 
       Various relations have been identified 
between the phenomenological coefficients 
themselves in randomly mixed systems, in effect 
reducing the number of independent coefficients. 
These are of great interest, first of all because the 
assumption of random mixing in diffusion 
problems is a very common one indeed in solving 
diffusion problems analytically. Second, 
experience gained from many Monte Carlo 
computer simulations indicates that a non-random 
distribution of components does not actually 
change the basic diffusion kinetics behaviour very 
much unless long range order or clustering is 
present. In other words, the effect on the jump 
frequency and the correlation factors, tracer or 
collective, of a non-random distribution itself is 
relatively small. Indeed, the main effect of a 
change in the distribution of the components is in 
fact in the thermodynamic factor that typically 
appears in expressions for the chemical diffusion 
coefficient. This factor can in general be factored 
out and treated quite separately from the jump 
frequency and correlation parts. It has been found 
that a considerable simplification is often possible 
in collective diffusion problems through the use of 
such relations. The first of these relations was the 
exact sum-rule identified in 1988 by Moleko and 
Allnatt [18] for the multicomponent random alloy 
with the monovacancy mechanism operating at 
arbitrary vacancy concentration. This sum-rule 
was implied in earlier diffusion kinetics work on 
the random alloy model at a very low vacancy 
concentration; see, for example, the Manning 
formalism [6] of the early 1970s, but was simply 
not identified as such at the time.  
       As an aside we note that the random alloy 
model is a very important model because it is a 
convenient vehicle for describing the diffusion 

kinetics in concentrated multicomponent alloys 
and also for sublattices in compounds that exhibit 
random mixing of two or more components. In its 
original form, the vacancy concentration was 
infinitely small. In its more general form where 
the vacancy concentration can be arbitrary (and 
where it is often called the lattice gas) the model is 
useful for describing the mobile sublattice of a fast 
ion conductor or a mixed adsorption system. In 
the random alloy model, the atom-vacancy 
exchange frequencies, wi, can be considered in 
two rather different ways. In the first way, the 
frequencies can be classified simply as explicit 
frequencies that depend only on the species of the 
atom and not the surroundings. For example, in 
the binary random alloy, wA then simply 
represents the A atom vacancy exchange 
frequency of a given A atom at all compositions 
and environments. In the second and more general 
way, one considers that the wi represent an 
average frequency of species i at a given 
composition. For example, in the binary random 
alloy, wA would then represent the average 
frequency of a given A atom as it migrates through 
the lattice sampling the various environments.  
Since the average environment of an atom will 
obviously change with composition, then the wi 
can also be expected to change with composition, 
see for example [19].  
       Moleko and Allnatt identified the following 
sum-rule for the M-component random alloy with 
the vacancy mechanism operating and at arbitrary 
vacancy concentration [18]: 
 

jjV

M

i
ijij CwAcw/wL =∑

=1
,   i,j=1,…,M           (5) 

 
where A is given by A = z a2/6kT (z is the 
coordination number and a is the jump distance 
for a vacancy jump and k and T have their usual 
meanings) and cV is the vacancy fraction. In effect, 
the sum-rule relates the phenomenological 
coefficients to the vacancy-atom exchange 
frequencies and, in so doing, reduces the number 
of independent phenomenological coefficients. 
For example, in the binary random alloy, there is 
only one independent phenomenological 
coefficient and not three.  
 
 Thus in the binary alloy AB the sum-rule relation 
is: 
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       AwCcLL
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wL AAV
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AA ==+ 0 ,            (6a)     

       AwCcLL
w
wL BBV

)(
BBAB

A

B
BB ==+ 0 ,            (6b) 

                                                                                                                                                                      
For the case of the very frequently used hopping 
model, where the atoms thermalize with the 
surroundings between hops or jumps, the 
phenomenological transport coefficients can be 
conveniently partitioned into a correlated part (a 
correlation function, frequently called the 
collective correlation factor because of its 
similarity to a tracer correlation factor) and an 
uncorrelated part (principally containing the jump 
frequency): 
 
     )(

jj
)j(

ijij LfL 0=                                                 (7) 
 
where )j(

ijf  is the collective correlation factor and 
)(

jjL 0  is the uncorrelated phenomenological 
transport coefficient. 
The sum-rule can then also be restated in terms of 
these collective correlation factors as:      
 

      1
1

=∑
=

M

i
ij

)j(
ij w/wf ,  j=1,…,M                      (8) 

 
       The derivation of this sum-rule is beyond the 
scope of this overview but we can describe it 
qualitatively. We consider a random alloy with the 
vacancy mechanism operating. We assume that an 
atom of species i has just made a jump. We accept 
this jump as the initial point in time and take a 
‘snapshot’ of the system. Then, for each quantity 
like Lij, we need to consider how the system 
changes from the initial configuration (after the 
jump of the i atom) during the jumping of the 
vacancies: i.e. after the first jump, the second 
jump and so on. At each moment in time we 
choose a vacancy randomly from the current 
configuration (there is a specific probability for 
the system to get to this configuration starting 
with the initial one), then we choose a random 
direction and find an atom of some type (or 
another vacancy). Accordingly, for each direction 
there is a defined probability that the vacancy 
makes an exchange with the atom there. If this is 
an atom of species j then a contribution to the 
cosine between the first jump of the i atom and the 
final jump of the j atom (the basic quantity in Lij 

see Equations 14, 15) is equal to the probability 
for a system to get to the current configuration 
multiplied by the vacancy concentration and 
multiplied by the vacancy-atom j exchange 
frequency (and divided by the co-ordination 
number). Therefore each contribution of this type 
for a different atomic species j differs from one 
another only by the corresponding exchange 
frequency. After all the summations are done we 
end up with the sum-rule relation as shown in Eq. 
5.  
       Since the discovery of the first sum-rule, 
various other closely related sum-rules have been 
identified for a number of other mechanisms and 
situations including the dumb-bell interstitial 
mechanism in the binary random alloy [20], the 
divacancy mechanism in the f.c.c. random alloy 
[21], the vacancy-pair mechanism in strongly 
ionic materials with randomly mixed cations [22], 
the vacancy mechanism for a model of an 
intermetallic compound (with randomly mixed 
sublattices) and certain parts of a reduced five-
frequency model for solute and solvent diffusion 
in the f.c.c. lattice with the vacancy mechanism 
operating [23,24]. In the remainder of this review 
we review some of the applications of the first 
sum-rule to collective diffusion problems.  

4 The Sum-Rule and the Intrinsic Diffusion 
Coefficients in Multicomponent Alloys.        

 In this example, we consider intrinsic diffusion in 
a random N-component alloy with the vacancy 
mechanism operating. We write the driving forces 
Xi as –∇μi where μi is the chemical potential of 
species i (we assume there are no external driving 
forces) and we make the usual assumption that 
sources and sinks of vacancies are sufficiently 
numerous that the gradient of the chemical 
potential of the vacancies ∇μV ≈ 0.0 and that there 
are no external forces). 
       Using the Gibbs-Duhem relation we can then 
readily transform Eq. 1 into: 
 

       ∑
−

=
∇−=

1

1

N

j
j

N
iji cnDJ ,     i=1,…,N,                (9) 

 
where N

ijD  are the intrinsic diffusion coefficients. 
For binary AB alloys, the ratio of the intrinsic 
diffusivities DA and DB can be expressed in terms 
of the phenomenological coefficients in the usual 
way; see, for example, [1]: 
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Application of the sum-rule (Eq. 5) to Eq. 10 
immediately gives the surprisingly simple and 
exact result for the binary random alloy model 
[25]: 
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=                               (11) 

 
It is seen that despite the appearance of the off-
diagonal phenomenological coefficients in Eq. 10 
no correlation factors or vacancy wind factors 
appear in Eq. 11. Similarly, for ternary ABC 
alloys, the sum-rule gives that [25]: 
 

               
A

C
C
BA

C
AB

C
BB

C
AA

C
CA

C
BB

C
CB

C
BA

w
w

DDDD
DDDD

=
−
−            (12a) 

                
B

C
C
BA

C
AB

C
BB

C
AA

C
CB

C
AA

C
CA

C
AB

w
w

DDDD
DDDD

=
−
−        (12b) 

where C
AAD  etc are the ternary intrinsic 

diffusivities in the ABC ternary alloy and C is, by 
convention, the dependent concentration variable.      
        
 
         
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 

 
 
Figure 1: a) The ratio DAg/DCd (= wAg/wCd) as a 
function of cCd at 873K [26]; b) corresponding 
tracer correlation factors using the Moleko et al. 
[13] self-consistent formalism for the random 
alloy. 

The general expression (for an N atomic 
component alloy) can be written as: 
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where D is a matrix with elements N
klD  and k,l  ≠ 

N. 
       There has been a very long tradition in solid-
state diffusion research to gain access to the tracer 
correlation factors, if possible, because these 
factors give rather direct information on the 
relative degrees of correlation in the random walks 
of the various atomic species. It is well known that 
tracer correlation factors in materials can 
frequently be inferred directly from isotope effect 
experiments [27] and, for ionic conductors, from 
measurements of the Haven Ratio [28]. It is a 
rather less well-known that tracer correlation 
factors can also be obtained in concentrated 
disordered alloys, specifically from ratios of the 
tracer diffusivities and the value of the geometric 
tracer correlation factor f0 using a diffusion 
kinetics theory in the random alloy model, such as 
that of Manning [6] or the more recent self-
consistent theory of Moleko et al. [13]. However, 
it can now be seen that tracer correlation factors 
can also be obtained by way of the ratio of the 
intrinsic diffusivities in the random alloy and one 
of the diffusion kinetics theories just cited. As an 
example of this, in Fig.1a we show the ratio of the 
atom-vacancy exchange frequencies as deduced 
directly from the measured intrinsic diffusivities 
(Eq. 11) in the Cd-Zn system at 873K [26] and in 
Fig. 1b we show the corresponding tracer 
correlation factors obtained from the ratio of the 
exchange frequencies by way of the Moleko et al. 
diffusion kinetics theory [13]. It can be seen that 
at low Cd compositions the tracer correlation 
factors are similar, indicating that the Ag and Cd 
atoms are similarly correlated in their motion. As 
the Cd composition increases Ag atoms have the 
higher tracer correlation factors (they have the 
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lower atom-vacancy exchange frequencies) 
indicating they are less correlated in their motion 
than the Cd atoms. 
 
5 The Sum-Rule and Chemical Diffusion in 
Strongly Ionic Randomly Mixed Crystals  
       In this example, we consider chemical 
diffusion in strongly ionic mixed cation crystals 
(A,B)Y. We assume Schottky disorder and that the 
cations A and B diffuse by monovacancies on the 
cation sublattice (with exchange frequencies wA 
and wB) whilst the anions Y diffuse independently 
by single vacancies on the anion sublattice (with 
exchange frequency wY).  The flux equations are 
(we assume for convenience here that the charges 
on the ions are simply related by qA = qB = -qY): 
 

.XLJ
;XLXLJ
;XLXLJ

YYYY

BBBAABB

BABAAAA

=
+=
+=

                  (14) 

where for the internal driving forces we have 
that: 

.EqX
;EqX
;EqX
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+−∇=
+−∇=

μ
μ

                          (15) 

where E is the internal (Nernst) electric field. 
Upon application of the electro-neutrality 
conditions and the Gibbs-Duhem relation we find 
that [29]: 

 

     AAA cNDJ ∇−= , BBB cNDJ ∇−=           (16) 

 

where the intrinsic diffusion coefficients DA and 
DB are given by: 
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and α is a thermodynamic factor. On substitution 
of the sum-rule (Eq. 5), we soon find that the ratio 

of these intrinsic diffusion coefficients is given in 
this case by [29]: 
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=                         (18)   

                                                                                                    
where wY is the anion vacancy exchange 
frequency. For the limiting case wY >> wA (wB), 
i.e. the anion mobility is very high compared with 
the cation mobility, Eq. 18 shows that the ratio of 
the intrinsic diffusion coefficients is simply given 
by wA/wB. This is of course exactly the same result 
obtained for the ratio of the intrinsic diffusivities 
for the components A and B in the binary metallic 
alloy described above (Eq. 11). This equivalence 
comes about because the mobility of the vacancies 
on the anion sublattice is so high that it cannot 
determine the rate of cation vacancy mobility and 
therefore cation interdiffusion. This is analogous 
to noting that the free electrons in the metallic 
alloy have no influence on the diffusion rate of the 
atoms themselves. On the other hand, for the other 
limiting case where wY << wA (wB), i.e. the anion 
mobility is now very low compared with the 
cation mobility, Eq. 18 then shows that the ratio of 
the intrinsic diffusion coefficients is simply unity, 
i.e. the two intrinsic diffusion coefficients are now 
required to be equal. This can be understood as 
follows. In the interdiffusion experiment with a 
diffusion couple AY-BY an essentially immobile Y 
anion sublattice means there is no anion vacancy 
mobility. The cation vacancies are restricted in 
their motion in the sense there can be no cation 
vacancy flux. The fluxes of the cations A and B 
must then be exactly equal and opposite. 
Therefore there would be no Kirkendall shift. The 
intrinsic diffusivities of the cations A and B are 
thus equal and of course equal to the interdiffusion 
coefficient too.  
 
6 The sum-rule and cation segregation 
(demixing) of mixed oxides in an oxygen 
potential gradient and/or an electric field 
 
       In this example, we consider the segregation 
or demixing of cations in an oxygen potential 
gradient and/or an electric field of the cations of a 
mixed oxide (A,B)O taking the rock-salt structure. 
We consider the oxygen potential gradient and the 
electric field together in the analysis. In these 
oxides, the oxygen ions are essentially immobile 
at the temperatures of interest and act as 
‘spectators’ for the cation diffusion processes. 
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Consider that one end of the sample is exposed to 
a higher oxygen partial pressure (which 
determines the (higher) cation vacancy 
composition at this end) whilst the opposite end is 
exposed to a lower oxygen partial pressure, which 
again determines the (lower) cation vacancy 
composition. At high temperatures where the 
cations are mobile, there is a resulting vacancy 
flux across the sample and a cation flux in the 
opposite direction. Alternatively, a vacancy flux 
can be obtained by applying an electric field: at 
high current conditions there is a cation flux in 
direct response to the field and a vacancy flux in 
the opposite direction. In general, the two cations 
A and B in (A,B)O will have different mobilities, 
i.e. they have different exchange rates with the 
vacancies V. As the species of cation diffuse in the 
flux of vacancies there will be a demixing of the 
cations across the sample.  

       The usual assumption in addressing this 
problem is to assume that the electronic mobility 
is far greater than the atomic mobilities and 
therefore is not rate determining in the diffusion of 
the cations. We also assume that the cations are 
randomly mixed, i.e. the cation sublattice is a 
binary ‘random alloy’. The Onsager flux 
equations (Eq. 1) for the cation sublattice system 
with vacancies can be written as [30]: 

 

∑ −∇−∇−=
j

jVjiji )F(LJ μμ ,   i,j=A,B      (19) 

where the Fj are the electrical  driving forces (= 
qE, where q is the charge on the cation and E is 
the electric field). For convenience here we will 
assume that FA = FB = F. 

       Once steady state demixing of the cations has 
been achieved, the crystal moves with a steady 
state velocity, v, with respect to the laboratory 
frame (which is fixed at an oxygen lattice plane). 
The condition that leads to steady state can be 
expressed as [31]: 

 

Ji – vci N= 0              i = A,B                       (20)        

                              

where ci is the composition of component i (with 
respect to the cation sublattice so that cA + cB + cV 
= 1.0) and N is the number of lattice sites per unit 
volume. Eqs. 19 and 20 lead to the result: 
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Eq. 21 is the principal demixing equation. We can 
now make use of the sum-rule (Eq. 5) and then 
Eq. 21 reduces to: 

     F
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i = A,B                                                              (22) 

As in the previous examples, the formal absence 
of any correlation factors or vacancy-wind factors 
is especially noted. Next, after converting the 
chemical potential gradients to composition 
gradients and assuming thermodynamic ideality 
(the random mixing model where μi - μV = kTℓn(ci 
/cV)). This leads to the following coupled set of 
ordinary differential equations describing the 
steady-state composition profiles of the two 
cations and the vacancies:    
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where ξ represents a coordinate along the length 
of the moving sample. Eq. 23 describes the steady 
state composition profiles for cations and 
vacancies generally i.e. with, in principle, either 
an oxygen potential gradient, an electric field 
operating, or both. Eq. 23 is readily solved using 
standard numerical methods to provide the steady 
state atom (and vacancy) composition profiles 
themselves across the sample.  

7 Conclusions 
In this overview, we have discussed the sum-rule 
for diffusion via vacancies in the random alloy 
model and considered several applications of the 
sum-rule to collective diffusion problems. These 
applications included intrinsic diffusion in a 
multicomponent alloy, chemical diffusion in 
strongly ionic mixed cation crystals and demixing 
in an oxygen potential gradient and/or electric 
field of cations in mixed oxides. In each case a 
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substantial simplification was possible as a result 
of the sum-rule.  
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Abstract 
 
 We have used an MPCVD reactor to grow relatively thick polycrystalline diamond films on highly pure cobalt 
substrates. With well controlled growth conditions we were able to grow free-standing samples with thickness ranging 
from a few microns to a couple of hundreds. The films morphology and impurity content were accessed by the usual 
SEM, XRD, Raman and EDS techniques. 
 SEM analysis conducted on the films growth surface revealed the presence of grain boundaries inclusions, which 
were subsequently identified by EDS as been made of cobalt. The surface density evolution of these inclusions with 
film thickness was compared with the average crystallite size. XRD spectra help us to identify dominant 
crystallographic planes during several stages of the film growth. At the end we present a model for the incorporation of 
cobalt in the films during the CVD process. 
 
Keywords: Diffusion in crystalline and amorphous materials; polycrystalline CVD diamond; cobalt; surfaces; 
inclusions  
 
 
1 Introduction 
 
 Nowadays polycrystalline diamond films are 
one of the most promising materials for a number of 
applications from the mechanical, electrical and 
optical to electronics. However, their characteristic 
low crystallographic order, structural imperfections 
and impurity content, limits the range of possible 
applications. On the other hand, there are cases 
where the incorporation of special impurities could 
benefit diamond (i.e. incorporation of boron to give 
p-type semiconductor).  In the case of 
polycrystalline CVD diamond films very few 
elements were successfully incorporated into the 
diamond lattice (i.e. H, N, O, B, Si). Other 
elements, like nickel and cobalt have only been 
detected in HPHT diamond when they are present in 
the solvent catalyst. In the particular case of cobalt, 
it was found that it is preferentially incorporated in 
the lattice in [111] sectors [1]. Furthermore, it is 
also optically active [2] and can bind to nitrogen to 
form complex optical centres similar to those due to 
nickel [3, 4] observed either by photoluminescence 
and cathodoluminescence. 
 It is known that impurity incorporation in 
growing CVD diamond films can be achieved by 
two distinct processes: one is aggregation from the 
gas phase that contains the impurity element and the 
other by diffusion phenomena. However due to the 
lattice energy barrier of diamond at characteristic 

CVD temperatures, diffusion is extreme difficult. 
Exceptions must be taken for hydrogen, nitrogen 
and boron, as they can diffuse at CVD growth 
temperatures. In the particularly case of 
polycrystalline materials diffusion can be divided in 
two major processes: lattice diffusion and inter-
granular (or grain boundary - GB) diffusion [5]. 
Also, because these two processes are very much 
dependent on the growth temperature and on the 
material’s lattice parameters [6] it is expected that 
GB diffusion will be the dominant process in 
polycrystalline CVD diamond. 
 There have been several studies on the growth 
of diamond films on cobalt containing substrates as 
WC-Co hard metal substrates containing up to 
12wt.% Co [7-15] and on pure cobalt substrates 
[16,17]. It is well established that the Co contained 
in the binder phase of the hard metal is detrimental 
to the deposition of diamond films [9-13] as it 
inhibits the growth of very thick and adherent films. 
To overcome these problems several substrate pre-
treatments were suggested. These pre-treatments are 
usually aimed to deplete Co in the substrate surface 
by selective chemical etching [18-21] and formation 
of intermediate layers of Co compounds such as 
borides, silicides and aluminides [22-25]. Some of 
these studies also report that cobalt migration form 
drops on the substrate surface frequently observed 
during the diamond deposition [26-28]. They are 
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primary formed on the hard metal substrate 
interface but can also be observed on the films 
growth surface. The way they appear on the growth 
surface is not yet fully understood. 
 Besides the detection of Co on the film growth 
and substrate surfaces, there is almost no 
information about the presence of this element 
inside the film. With this work we hope to clarify if 
cobalt can really diffuses into the films during 
growth. Its distribution along the films growth 
direction will also be studied. At the end we 
propose a model that could explain the dominant 
mechanisms for the cobalt incorporation – lattice, 
GB diffusion or aggregation from the gas phase. 
 
2 Experimental details 
 
 In order to study the incorporation of cobalt 
during the CVD process, the films were grown 
directly on high purity (99.9%) cobalt substrates 
(5x5x1mm) using ASTeX PDS 18 MPCVD reactor 
with well adjusted growth conditions as described 
in our previous work [16]. The films were all grown 
with the same growth conditions, namely: 470 sccm 
H2, 35 sccm CH4, 2400 W of microwave power and 
a pressure of 90 Torr.  To enhance the density of 
nucleation sites, a polishing technique was applied 
on all substrates: first they were polished with a 
sequence of SiC sand papers with 600, 1200 and 
2400 grid; after the substrates were polished with 3 
μm diamond paste and then ultrasonic cleaned in 
acetone; finally and before the deposition the 
substrates were again polished with an 3 μm 
diamond powder and ultrasonic cleaned in the same 
acetone solution. Although the substrates were 
subject to such abrasive pre-treatments no other 
method was used on the substrate surface [18-25]. 
Any other method would strongly reduce Co 
mobility as well as its vapour pressure in the 
deposition chamber [29].   
 X-ray diffraction (XRD) analysis was used to 
confirm the synthesis of diamond and identify the 
dominant crystallographic growth planes. It was 
carried out on a Philips X’Pert equipment with a 
scanning step of 0.05° and 0.5 s of integration time. 
The films morphology and crystallite size were 
examined by scanning electron microscopy (SEM) 
using a FEG-SEM Hitachi S4100 system. The 
presence of cobalt in these films was studied by 
energy disperse X-ray spectroscopy (EDS) available 
in the SEM system. Prior to SEM analysis, the films 
were coated with carbon and in a few cases with 
Pt/Au, in order to avoid charge effect. Finally the 
presence of diamond and other forms of carbon was 
studied by micro-Raman analysis with the use of a 
Jobin Yvon T64000 spectrometer, with a spectral 

resolution of 0.45 cm-1 and with an Ar+ laser using 
the 514.5 nm excitation line with 2 mW laser power 
on the sample. 
 
3 Results and discussion 
 
 Several polycrystalline diamond films with 
different thickness, ranging from a few microns to a 
couple of hundred microns, were obtained (table 1). 
 
Table 1: Growth time, film thickness and growth rate of the 
free-standing films. 
 

Film 
Ref. 

Growth time  
(hr) 

Thickness 
(μm) 

Growth-rate 
(μm/hr) 

Co1 3 6 2 

Co2 5 18 3.6 

Co3 25 65 2.6 

Co4 68 190 2.8 

 
 
After post-deposition cooling to room temperature 
they all self delaminated from the substrates. This 
observation is consistent with our previous work 
[16] and other observations on WC/Co substrates 
[9-13], and can be explained by the absence of 
carbide formation and for both lattice and thermal 
expansion coefficient mismatch. The Co at the 
substrate surface catalyses the formation of non-
diamond carbon phases, which are deposit at the 
interface and reduce the adhesion [12]. In fact 
Raman spectra taken on the films back surface 
shows the characteristic D and G bands of graphite 
(fig. 1a) meaning that indeed a graphitic layer was 
formed at the initial stages of film growth. Even 
after a 3 hour etching in H2 environment this layer 
was not completed removed (fig. 1b). Taking into 
account the typical H2 etching efficiencies the 
thickness of this layer was estimated to be in the 
range of 1-3 μm. 
 The presence of cobalt in the films was 
accessed by SEM and EDS analysis on the films 
back and growth surfaces. EDS spectra taking on 
the films substrate surface indicate that cobalt is 
homogeneous distributed, even after almost all 
graphite was removed (fig. 2). This means that 
carbon diffuses through the substrate until 
saturation creating a layer of graphite, amorphous 
carbon and cobalt before diamond nucleation takes 
place. 
 As with CVD diamond films grown on cobalt 
containing cemented WC substrates [26-28], we 
observe the same cobalt drops, homogeneously 
distributed on the films growth surface (fig.3). 
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Figure 1: Typical Raman spectra of films back surface: a) after 
growth; b) after 3 hours H2 etching. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Typical EDS spectra taken on films back surface: a) 
after growth; b) after 3 hours H2 etching.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: SEM image of sample Co2 with cobalt drops (white 
dots) on the growth surface. 
 
 However these drops are not really bounded to 
diamond, because they can be easily removed with 

a simple solution of acetone in an ultrasonic bath. 
Due to cobalt’s vapour pressure the presence of 
these drops could be attributed to aggregation of 
cobalt present in the plasma. This is consistent with 
the darkening of the reactor’s windows during 
growth. 
 SEM images were taken on the films growth 
surface and are presented in figure 4.Nanometer 
sized spots (dark spots - DS) are observed on the 
growth surface at the crystallites grain boundaries. 
It is clear that they decrease in number as the film 
thickens.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: SEM images of films growth surface: a) Co1; b) Co2; 
c) Co3 and d) Co4. Dark spots (DS) identified with �. 
 
Table 2 shows the surface density (σ) of these DS. 
Its behaviour with film growth is illustrated by fig. 
5 where we compare it with the crystallites average 
size. The correlation between these two quantities is 
indication that the DS are only dependent of the 
crystallites GB. The coalescence of the crystallites 
during growth reduces the number of GB 
consequently reducing the number of DS. High 
magnification SEM analysis on DS revealed a 
tunnel like shape in all the films (fig. 6). To access 
the chemical nature of these DS, EDS analysis was 
performed inside (I) and outside (O) of such spots 
(fig. 6). We conclude that they are essentially made 
of cobalt and silicon. The origin of this silicon can 
be attributed to unavoidable contamination from the 
reactor’s windows and walls (the reactor is mainly 
used for deposition on silicon substrates). 
Moreover, we observed that silicon is detected only 
in samples grown on cobalt substrates. In films 
grown on silicon, copper and molybdenum 
substrates and in the same reactor, silicon is found 
to lie below EDS detection limit. This suggests that 

1100 1200 1300 1400 1500 1600 1700

G

D

1332 cm-1

b)

a)

R
el

at
iv

e 
In

te
ns

ity

Wavenumber (cm-1)

0 2 4 6 8 10

b)

a)
PtCo

Co

Au

Pt

C

Energy (keV)

a) b) 

c) d) 

515



Int. Conf. DSL-2005, Portugal 
 

cobalt could act as a catalyst for silicon 
incorporation. 

 
Table 2: DS surface density (σ) on the films growth surface. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Correlation between DS surface density (σ) and 
crystallites average size for different film thickness.   
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: High magnification SEM images of films DS and 
typical EDS spectra inside (I) and outside (O) of these DS. 
 
 The analysis of sample Co1 cross-section (fig. 
7) and the films DS (fig. 8) illustrates how cobalt 

and silicon concentrations vary with film growth. In 
the initial stages of film growth corresponding to 
the graphitic layer, a high decrease of cobalt 
incorporation is observed reaching a minimum 
around 3 μm. This thickness corresponds more or 
less to the stage when diamond starts to grow 
(considering the typical graphitic layer thickness). 
The slight increase in cobalt incorporation 
accompanied by the same corresponding increase in 
silicon content, between 3.5 and 6 μm can be 
explained by preferential aggregation of cobalt and 
silicon present in the plasma. In fig. 8 EDS have 
shown that cobalt incorporation depend on the film 
thickness. After an initial increase, as observed 
when comparing samples Co1 and Co2, a decrease 
is detected for samples Co3 and Co4. Silicon 
concentration presents a steady decrease. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: EDS analysis at the film Co1 cross-section at different 
positions from the back surface. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: Evolution of cobalt and silicon concentrations with 
film thickness at the films DS. 
 
 XRD analysis presented in fig.9 indicates that 
Co1 have preferential (111) growth planes while the 
thicker films have a misture of (111), (220) and 
(311). The increase in Co incorporation in Co1 can 

Film 
Ref. 

Thickness 
(μm) 

Surf. density 
σ (x104 cm-2) 

Error 
Δσ (x104 cm-2) 

Co1 6 861,1 78,3 

Co2 18 156,5 19,6 

Co3 65 9,8 2,2 

Co4 190 2,0 1,0 
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probably be explained by preferential Co 
incorporation in (111) planes similar to what is 
observed in HPHT grown diamonds. Thicker films 
have (220) and (311) morphologies. This fact 
explains the decrease in Co incorporation. Another 
effect contributes to this decrease: during the 
deposition process, the remaining cobalt present in 
the plasma will gradually deposit on the reactors 
windows and walls blocking the silicon and 
reducing the amount of these elements incorporated 
in the films. High magnification SEM images for 
the thicker samples (fig. 6a) shows empty DS. 
 
3.1 Proposed model 
 
 A proposed model will now be presented for the 
formation of such DS. The CVD process starts after 
the surface seeding of the substrate with diamond 
powder during the described abrasive pre-treatment. 
Then, and before nucleation takes place a layer of 
graphite and cobalt is formed between the substrate 
and the film, due to the carbon diffusion in the 
substrate. At the same time some cobalt easily 
evaporates to the plasma in the deposition chamber. 
So, before nucleation occurs, there are two 
competitive diffusion phenomena: one the diffusion 
carbon that goes into the substrate and the easily 
evaporating cobalt to the chamber. As shown by 
Raman scattering, after a certain time we have 
progressive transformation of graphite sp2 bounding 
to diamond sp3 by atomic hydrogen, that in some 
extent block further cobalt evaporation to the 
deposition gas. Nevertheless the surface thereby 
obtained, consists of diamond nucleation sites 
separated by cobalt reactive regions with estimated 
surface density of the order of 107 cm-2. At this 
stage the silicon incorporation is very low.  
 The beginning of film growth is characterized 
by very small crystallites, high grain disorder and 
high cobalt content in the deposition chamber. So, it 

is most likely that the doping process responsible 
for the formation of such spots at the initial stages 
of film growth is cobalt aggregation at the grain 
boundaries. The proof comes from the detection of 
silicon and cobalt in those DS, which is indication 
of cobalt aggregation with these elements present in 
the plasma. When crystallites with preferential 
(111) growth planes are detected by XRD, the 
percentage of cobalt increased in these regions. At 
this time diffusion takes the lead in incorporating 
cobalt. At the same time the remaining cobalt 
present in the plasma goes to the reactor’s windows 
and walls blocking the silicon leading to a decrease 
of this element in the film. Further growth, change 
the crystallographic planes, which in turn results in 
lower incorporation efficiency. Now aggregation is 
again the major doping process, but less important 
due to lower percentage of atomic cobalt present in 
the deposition chamber, as the substrate becomes 
covered with diamond. Therefore the film will 
present a polycrystalline structure where the GB are 
filled with cobalt to a certain height. 
 
4 Conclusions 
 
 In this work, we present evidence of cobalt 
incorporation in polycrystalline CVD diamond 
films during growth. In this case cobalt 
incorporation is mainly achieved by two distinct 
ways: one through the diamond lattice only at the 
early stages of film growth (i.e. 3-4 μm deep) were 
cobalt easily diffuses trough the forming graphite; 
another at the crystallites grain boundaries in the 
shape of cylindrical spots similar to tunnels that 
grow with the film. Besides cobalt these spots also 
contain silicon, due to contamination of the 
deposition chamber. Its presence clearly indicates 
aggregation phenomena characteristics of cobalt 
that possibly bounds to silicon forming some cobalt 
silicites (i.e. CoSi) [30]. In fact, these silicites are 
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stable under diamond deposition conditions [22]. 
 We believed that formation and growth of such 
DS is divided in three major phases: 1) cobalt 
aggregation from the gas phase to the surface cobalt 
reactive sites immediately after nucleation; 2) cobalt 
diffusion in these spots when there are dominant 
(111) crystallographic planes; 3) further cobalt 
aggregation of the remaining cobalt present in the 
plasma. 
 With the results presented here we show that 
incorporation of cobalt in polycrystalline CVD 
diamond films occurs, whether by aggregation from 
the gas phase or diffusion at the crystallites grain 
boundaries. 
 Further analysis is needed to clarify the 
importance of silicon in the diffusion process of 
cobalt. 
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Abstract 
 Intrinsic point defects may give rise to anelastic relaxation effects in ordered compounds in which some of the 
sublattice sites have lower symmetry than the host lattice. Detailed experiments have been carried out on one of 
such effects: the relaxation effect in Ni3Al, which was interpreted to be due to stress-induced reorientation of antisite 
Al atoms in the Ni-sublattice (Numakura et al. 1999), focussing on the effects of deviation of composition from 
stoichiometry. The relaxation strength has been found to increase sensitively with increasing Al concentration, 
supporting firmly the earlier interpretation. The observed relaxation rates have been analysed on the basis of the 
mechanism of atomic diffusion (Numakura et al. 1998) to evaluate the diffusion coefficient of Al in Ni3Al for vari-
ous compositions.  
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1  Introduction 

 Anelastic relaxation due to point defects pro-
vides a unique means of investigating  elementary 
processes of diffusion, i.e. atomic jumps, in solids. 
Measurements of relaxation rates at low frequen-
cies are particularly useful as they allow determi-
nation of very small diffusion coefficients that are 
not accessible by other conventional methods. 
However, conversion of the relaxation rate to the 
diffusion coefficient may not be straightforward; it 
is possible only if the detailed mechanism is 
known.  
 Ni3Al, an intermetallic compound with the L12 
ordered structure, exhibits a well-defined anelastic 
relaxation effect [1–4], which can be interpreted to 
be due to stress-induced reorientation of antisite 
Al atoms in the Ni sublattice [5]. In this paper we 
first review earlier observations and the proposed 
mechanism. Next we show the results of new 
measurements by isothermal mechanical spectros-
copy. Then we discuss how the diffusion coeffi-
cient can be evaluated from the rate of the anelas-
tic relaxation effect, with an aid of the knowledge 
on the mechanism of diffusion in Ni3Al [6,7], and 
the diffusion coefficient of Al is derived. Applica-
tions of the method to study diffusion in other 
materials are discussed.  

2  Relaxation effect in Ni3Al 

 Gadaud and Chakib [1,2] studied anelastic be-
haviour of Ni3Al by isothermal mechanical spec-
troscopy and discovered a well-defined Debye 
type relaxation peak at intermediate temperatures. 
Mourisco et al. [3,4] reported a similar relaxation 
peak in Ni3Al containing a small amount of Ta 
(Ni75Al24Ta1). The latter is believed to be the same 
effect as the former, i.e., it is not due to Ta solutes 
but intrinsic defects, from the close similarities 
between the two. The characteristic features of the 
relaxation effect are summarized as follows: 

 (i) The shape of the peak is close to that of a 
Debye type relaxation peak with a single 
relaxation rate. 

 (ii) The relaxation rate obeys the Arrhenius law,  

 τ–1 = τ0
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  with the activation energy E of about 3 eV 
and a pre-exponential factor τ0

–1 of the order 
of 1017 s–1. In the above, k is the Boltzmann 
constant and T is temperature.  

(iii) In measurements in torsional vibration using 
single crystal specimens, the relaxation mag-
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nitude is the largest in specimens whose tor-
sional axis is oriented to 〈111〉, while it is 
very small in those oriented to 〈001〉.  

The values of the activation parameters suggest a 
Zener-type mechanism, namely stress-induced re-
orientation of substitutional-defect complexes, as 
the activation energy of 3 eV is close to the activa-
tion energy of the diffusion of Ni in Ni3Al [8,9].  

3  Relaxation mechanism [5] 

3.1  Defect symmetry 
 Figure 1 (a) shows the unit cell of an A3B 
ordered alloy of the L12 structure, in which the 
majority species A occupies the face-centre sites 
(α sublattice sites) and the minority species B 
occupies the cube-corner sites (β sublattice sites). 
Figures 1 (b) and 1 (c) illustrate the atomic 
arrangement about an A atom and about a B atom, 
respectively. From these illustrations one sees 
immediately that the symmetry of the α sublattice 
site is tetragonal, while that of the β sublattice site 
is cubic. An atomic defect at an α sublattice site 
thus forms a point defect of tetragonal symmetry 
in a crystal of cubic symmetry, which fulfils the 
condition for an anelastic relaxation effect to take 
place [10]. In fact, the variation of the relaxation 
magnitude with the stress axis, item (iii) in the 
previous section, is what expected for relaxation 
due to tetragonal defects. As the effect occurs in 
binary Ni3Al, it is attributed to intrinsic atomic 
defects on α sublattice sites: either vacancies, Vα, 
or antisite B atoms, Bα.  

1

2

3

(a) 

   
 (b) (c) 

Figure 1:  (a) The unit cell of the L12 ordered structure, 
the atomic arrangements (b) around an A atom (shaded 
circles) and  (c) around a B atom (open circles).  

3.2  Relaxation rate 
 The rate of anelastic relaxation due to reorien-
tation of tetragonal defects in a cubic crystal is 
generally written as 

 τ–1 = 3ν, (2) 

with ν the rate of reorientation from one orienta-
tion to another. Figure 2 illustrates the reorienta-
tion processes of Vα and Bα. If the relaxation is 
due to reorientation of Vα, its rate equals to 4w0, 
with w0 being the jump frequency of a vacancy in 
the α sublattice, as there are four possible paths 
for the defect of orientation 3, for example, to re-
orient either to orientation 1 or to orientation 2. 
The relaxation rate is thus given by  

 τ–1 = 12w0. (3) 

In the case of reorientation of Bα, for the atom to 
change its position the destination site must be a 
vacancy. Thus, the reorientation rate is given by 
4w2C1, where w2 is the exchange frequency of a 
Vα and a neighbouring Bα, and C1 is the probabil-
ity that an α sublattice site next to Bα is vacant. 
This leads to the following expression for the 
relaxation rate: 

 τ–1 = 12w2C1. (4) 

 If the defect species responsible for the relaxa-
tion is Vα, the activation energy is that of w0, 
namely, the migration energy of vacancies in the 
α sublattice. On the other hand, if it is Bα, the ac-
tivation energy is the sum of the activation energy 
of w2, i.e. of Bα ↔ Vα exchange, and the forma-
tion energy of a vacancy. The vacancy migration 
energy in Ni3Al was evaluated to be 1.2 eV [11], 
to which the activation energies of w0 and w2 must 
be similar in magnitude. The vacancy formation 
energy was reported to be 1.8 eV [12]. As their 
sum is very close to the activation energy of the 
relaxation rate found for Ni3Al (≈ 3 eV), the relax-
ation effect is most probably due to reorientation 
of Bα.  
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Figure 2: Reorientation of (a) a vacancy, Vα, and (b) an 
antisite B atom, Bα,  in the α sublattice.  
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3.3  Relaxation magnitude 
 The strength of anelastic relaxation, Δ, is de-
fined as the relative change in the elastic compli-
ance. In the case of measurements under shear 
stress, it is written as 

 Δ = 
    

! 

"G
#1

G
#1

, (5) 

where G–1 denotes the shear compliance and δG–1 
its variation associated with the relaxation. For the 
case of relaxation due to reorientation of defects 
of tetragonal symmetry in cubic crystals, it is 
given by  

 δG–1 = 
    

! 

4

3

c"

kT
|λ1–λ2|2Γ , (6) 

where c is the defect concentration (in mol frac-
tion), Ω the molar volume of the host crystal, λ1 
and λ2 are the principal values of the characteristic 
strain tensor of the defect, and Γ is the so-called 
orientation factor, which is given from the direc-
tion cosines between the stress axis and the crystal 
axes as  

 Γ ≡ γ2
3γ3

3 + γ3
3γ1

3 + γ1
3γ2

3. (7) 

 The relaxation strength in a single-crystal spec-
imen of composition Ni75.5Al24.5 with Γ = 0.1 was 
measured under forced torsional oscillation to 
determine the magnitudes of the key factors in Eq. 
(6): the quantity c|λ1–λ2|2 was evaluated to be 1 × 
10–4 at 950 K [5]. The equilibrium concentrations 
of intrinsic point defects in Ni3Al were calculated 
using the Bragg–Williams model [5,6]: the con-
centration, c, at 950 K is estimated to be in the 
range from 10–9 to 10–8 and from 10–3.6 to 10–1.6 for 
Vα and Bα, respectively. The anisotropy in the 
characteristic strain, λ1–λ2, was evaluated sepa-
rately by molecular statics simulation [13]: +0.3 
for Vα and –0.2 for Bα. For the two possible defect 
species, therefore, the product is predicted as 
follows: 

 Defect c |λ1–λ2|2  
 Vα 10–10 to 10–9 
 Bα 10–5 to 10–4  

It is the latter that agrees well with the experi-
mental value, 1 × 10–4. Thus, the magnitude of the 
relaxation also indicates that the observed effect is 
due to reorientation of antisite Al atoms on the Ni 
sublattice.  

4  New experimental results 

 Detailed measurements of the relaxation have 
been carried out by isothermal mechanical spec-
troscopy by the sub-resonance forced vibration 
method on polycrystalline Ni3Al of various com-
positions, from 24.1 to 26.4 mol % Al. No relaxa-
tion peak was detected for specimens of 24.1% Al, 
while the others, of 25.1, 25.8, 26.1 and 26.4% Al, 
exhibited the relaxation effect with varying mag-
nitudes. Figure 3 shows the relaxation spectra of 
specimens of 25.8 and 26.1% Al. The solid curves 
in the figure are the Debye functions 

 J/JU = 1 + Δ
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 tan φ = Δ
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where J is the shear compliance, JU is the un-
relaxed compliance at a high-frequency limit, ω = 
2πf is the angular frequency (with f being the fre-
quency of forced vibration), and φ is the phase lag. 
For the spectrum at each temperature, Eq. (8b) is 
fitted to the data points of tan φ to determine the 
relaxation strength Δ and the relaxation time τ, 
and using these parameters the curve for the com-
pliance is drawn according to Eq. (8a) to confirm 
the consistency.  
 The relaxation strength of each specimen at 
temperatures around 950 K are shown in Fig. 4 as 
a function of composition. Equation (6) predicts 
that the relaxation strength is proportional to the 
concentration of the responsible defect species. 
The observed magnitude increases with increasing 
Al concentration, in qualitative agreement with the 
prediction, as the concentration of the antisite 
atoms of Al, i.e., Bα, must exhibit the same trend. 
The absence of relaxation in specimens of 24.1% 
Al is understood that the magnitude is too small to 
be detected. In the same figure is displayed the 
concentration of Bα calculated by a simple statisti-
cal thermodynamic model (the Bragg–Williams 
approximation) with parameters chosen for Ni3Al 
[6]. It turns out that the observed relaxation 
strength varies much more sensitively with the 
composition than the calculated concentration of 
antisite atoms. The dissociation between the ex-
periment and theory at large deviations from 
stoichiometry may be attributed to reduced accu-
racy of the Bragg–Williams approximation at low 
degrees of order. This point will be discussed in 
more detail in a forthcoming paper.  
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Figure 3:  Isothermal relaxation spectra of polycrystal-
line Ni3Al of (a) 25.8% Al and (b) 26.4% Al.  
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Figure 4: Relaxation magnitude in Ni3Al at 950 K.  

 Figure 5 shows Arrhenius plots of the values of 
the relaxation time obtained by these measure-
ments and those from measurements of logarith-
mic decrement in free-decay of resonance vibra-
tion at 40–70 Hz, together with those for a speci-
men of 24.5% Al [5]. The activation parameters 
evaluated by linear regression are summarized in 
Table 1. Note that the values of the last set are 
distinctly different from the present results for the 
hyper-stoichiometric alloys. By reference to Eq. 
(4), this is attributed to the variations of the activa-
tion energy of the jump frequency w2 and the 
vacancy formation energy with composition. 
While the former may be assumed to be rather 
insensitive to composition, the latter is known to 
increase with increasing the concentration of Al 
[6,12], which is in agreement with the observation.  
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Figure 5: Arrhenius plots of the relaxation time in 
Ni3Al of various compositions. 
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Table 1: Activation parameters of the relaxation time in 
Ni3Al of composition x (mol % Al).  

x log10(τ0 / s) E / eV 
24.5 ± 0.2 –17.7 ± 0.4 3.31 ± 0.07 
25.1 ± 0.2 –15.8 ± 0.6 2.75 ± 0.11 
25.8 ± 0.2 –15.37 ± 0.07 2.673 ± 0.012 
26.1 ± 0.1 –15.37 ± 0.08 2.665 ± 0.014 
26.4 ± 0.3 –15.43 ± 0.09 2.669 ± 0.014 

 

5  Diffusion coefficient 

 In the L12 ordered structure, atoms of the 
majority species are expected to diffuse in their 
own sublattice by the ordinary vacancy mecha-
nism, as the α sublattice sites at nearest-neighbour 
distances are ‘connected’ to form a continuous 
network. On the other hand, since each β sub-
lattice has no sites of the same type at the nearest-
neighbour distance, a nearest-neighbour jump of a 
B atom out of a β sublattice site leads to a forma-
tion of an antisite defect, disrupting, even though 
locally and momentarily, the ordered atomic 
arrangement. It is to be noted, however, that such 
antisite atoms are present in thermal equilibrium 
even in a material of stoichiometric composition. 
Those atoms may then contribute to long-range 
diffusion of the minority species by migrating 
through the α sublattice by the vacancy mecha-
nism as impurity diffusion [6]. 
 Figures 6 (a) and 6 (b) show some of the 
atomic jumps relevant to the diffusion of A atoms 
and B atoms, respectively, mediated by vacancies 
in the α sublattice. The diffusion coefficients of 
the two species of atoms by these mechanisms are 
expressed, by assuming the five-jump frequency 
model for the impurity diffusion for the latter, as  

 DA
* = 

  

! 

2

3
 a2 C1 w0 f0, (9a) 

 DB
* = 
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 a2 C1 
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w
4

w
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 w2 f pα, (9b) 

where a is the lattice parameter, f0 is the correla-
tion factor for the vacancy mechanism in the α 
sublattice (which is equal to 0.689), w3 and w4 are 
the jump frequencies of Vα that associates and dis-
sociates a nearest-neighbour pair of Vα and Bα (w4 
is the reverse jump of w3 and is not displayed ex-
plicitly in the figure), and f is the correlation factor 
for impurity diffusion in the α sublattice, which is 
a function of all of the five frequencies, including 

w1, which does not appear directly in Eq. (9b). 
The last factor pα is the fraction of antisite B 
atoms defined as follows, and is related to the 
long-range order parameter η as  

 pα ≡ 
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with Ni being the number of species i and xB the 
bulk composition, i.e. the mol fraction of B.  
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Figure 6: The diffusion of A atoms (a) and B atoms (b) 
mediated by vacancies in the α sublattice. The jump 
frequencies are denoted using the convention in the 
five-jump frequency model for impurity diffusion.  

 If the α sublattice vacancy mechanism is oper-
ative for the diffusion of B species, the jumps of 
antisite B atoms that give rise to the anelastic 
relaxation, which are depicted in Fig. 2(b), con-
stitute the elementary process of the diffusion. In 
that case the relaxation rate can be related to the 
diffusion coefficient by substituting Eq. (4) into 
Eq. (9b),  

 DB
* = 

  

! 

1

18
a2

    

! 

w
4

w
3

 f pα τ–1. (11) 

 Although it is not generally easy to determine the 
jump frequencies w3 and w4 by experiment or even 
the ratio w4/w3, which is the Boltzmann factor for 
the binding of a nearest-neighbour pair of Vα and 
Bα, it is possible to estimate them by theoretical 
calculation or computer simulation, which was in 
fact done for Ni3Al [13]. Then the correlation 
factor f, which is a function of those jump fre-
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quencies, can also be calculated [13]. The fraction 
of antisite B atoms, pα, can be evaluated with the 
aid of a statistical thermodynamic model [6]. Thus, 
the diffusion coefficient of the B species can be 
derived from the rate of the anelastic relaxation 
using Eq. (11).  
 Figure 7 shows the tracer diffusion coefficient 
of Al in Ni3Al evaluated by this procedure. The 
diffusion coefficient of Al turns out to be larger at 
higher Al concentrations. It is understood natu-
rally in terms of the variation of the concentration 
of antisite Al atoms with composition, or the fac-
tor pα, which increases significantly with the 
increase in the bulk concentration of Al over the 
stoichiometric composition. In the same figure are 
shown the tracer diffusion coefficient of Ni in 
Ni3Al [8,9] and that of Al at the stoichiometric 
composition estimated from the chemical diffu-
sion coefficient in Ni3Al [14]. The latter is about 
1/3 in magnitude of the former at the temperature 
of 0.85Tm, or 1400 K.  
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Figure 7: Tracer diffusion coefficient of Ni in Ni3Al 
[8,9], that of Al in Ni3Al calculated on the basis of the 
results of computer simulation [13], those estimated 
from the chemical diffusion coefficient [14,15], and 
those obtained from the rate of the anelastic relaxation 
in the present work (solid lines). Numbers in parenthe-
ses are compositions in mol% Al.  

 When the values of the diffusion coefficient of 
Al determined from the relaxation rate are com-
pared with an extrapolation of the diffusion coeffi-
cient of Ni, the value for 27% Al is about half an 
order of magnitude smaller, while that for 24.5% 
Al is much smaller, by nearly three orders of 
magnitude. This can be interpreted as the effect of 
rapid decrease in the antisite atom concentration at 
compositions below the stoichiometry, particularly 
at low temperatures. As expected from the expres-
sions for the diffusion coefficients, Eqs. (9a) and 
(9b), the activation energy of the diffusion of the 
minority species must be larger than that of the 
majority species by the temperature dependence of 
the antisite atom concentrations.  

5  Importance and utility of relaxation 
measurements 

 Anelastic relaxation effects due to redistribu-
tion of point defects can prove a method for deter-
mining the diffusion coefficient, and for the case 
of low-frequency measurements the range of the 
magnitudes of the diffusion coefficient is com-
monly below 10–14 m2s–1, which are difficult to ob-
tain by conventional methods of diffusion meas-
urements. As mentioned in Introduction, however, 
the conversion from the relaxation rate to the 
diffusion coefficient is possible only if the mecha-
nisms of the relaxation and diffusion are both 
known. Now that it appears highly probable that 
the relaxation is due to reorientation of antisite Al 
atoms in Ni3Al and at the same time the diffusion 
of Al occurs mostly by the α sublattice vacancy 
mechanism. One can therefore calculate one quan-
tity from the other the relation, Eq. (11), although 
evaluating the quantities involved in the relation is 
not straightforward.  
 Clearly it is possible to apply this relation to 
any material of the L12 structure, provided that the 
α sublattice vacancy mechanism is operative. A 
work is now in progress to find a corresponding 
relaxation effect in ordered alloys and intermetal-
lic compounds of the L12 structure. Note, however, 
that it is not guaranteed whether one can observe 
the relaxation effect due to the reorientation; even 
if the relaxation is taking place, the magnitude of 
the relaxation, which is governed by the anisot-
ropy of the strain field around the defect, |λ1–λ2|, 
may be too small to be detected. Nevertheless, the 
relation between the relaxation rate and the diffu-
sion coefficient is particularly useful for the case 
of L12 ordered alloys and compounds with Al as 
the minority species, Ni3Al as a representative 
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example, in view of the fact that radioactive trac-
ers of Al suitable for tracer diffusion experiments 
are hardly available. In fact, while several sets of 
data have been reported for the tracer diffusion of 
Ni in Ni3Al, there are no reliable data of the tracer 
diffusion of Al. In this respect, relaxation experi-
ments provide an important means of determining 
the diffusion coefficient of Al.  
 Similar relaxation effect is expected to occur in 
compounds of the structure in which the point 
symmetry of the site of one of the constituents is 
lower than the symmetry of the host lattice, and in 
that case a relation between the relaxation rate and 
the diffusion coefficient of the defect on that site 
may be established. An example is ternary ABX3 
compounds of the E21 (perovskite) structure. It is 
actually a structure derived from L12; it is formed 
by introducing the species A at the body-centred 
site of the cubic unit cell of the L12 structure of a 
binary compound BX3. There are a number of 
transition metal oxides of this structure, where im-
portant applications may be found; it will be a 
unique tool for measuring the diffusion of oxygen 
vacancies in those oxides that are, for instance, 
candidates for oxygen conductors in solid oxide 
fuel cells. As the operating temperature of the fuel 
cells is desired to be as low as possible, the 
method, which is applicable to measuring diffu-
sion at low temperatures where conventional 
radiotracer experiments are difficult, should find 
its utility.  

6  Summary and conclusions 

 The results of detailed measurements confirm 
that the anelastic relaxation effect observed for 
Ni3Al is due to stress-induced reorientation of 
antisite Al atoms in the α sublattice. On the 
assumption of the α sublattice vacancy mecha-
nism, the tracer diffusion coefficient of Al in 
Ni3Al has been derived from the relaxation rate. 
The calculated values appear to be consistent with 
those at high temperatures estimated from chemi-
cal diffusion experiments. Since this relaxation 
effect can occur in principle in any compounds or 
alloys of the same structure and also in materials 
of related structures, it provides a useful means of 
determining the relevant diffusion coefficient, in 
particular that of very small magnitude, by anelas-
tic relaxation measurements.  

Acknowledgements 

 The author wishes to thank Dr P. Gadaud, 
Messrs Uedi T. and Nishi K. for collaboration. 
This work was supported by Grant-in-Aid for 
Scientific Research by the Japanese Ministry of 
Education, Science, Culture and Sports (Basic 
Research B 13559004 and Basic Research C 
17560584), Materials Science Research Founda-
tion, Tokyo, Japan, and Iketani Science and 
Technology Foundation, Tokyo, Japan.  

References 

 [1] Gadaud, P., Chakib, K.: Mater. Sci. Forum, 
119–121, p. 397, 1993. 

 [2] Chakib, K.: Thesis, University of Poitiers, 
1993. 

 [3] Mourisco, A., Baluc, N., Bonneville, J., 
Schaller, R.: J. Phys. (Paris) IV, Colloque 8, 
p. C8-235, 1996.  

 [4] Mourisco, A., Baluc, N., Bonneville, J.,  
Schaller, R.: Mater. Sci. Eng. A, 239–240, 
p. 281, 1997.  

 [5] Numakura, H., Kurita, N., Koiwa, M., 
Gadaud, P.: Phil. Mag. A, 79, p. 943, 1999.  

 [6] Numakura, H., Ikeda, T., Koiwa, M., 
Almazouzi, A.: Phil. Mag. A, 77, p. 887, 
1998.  

 [7] Numakura, H., Ikeda, T., Nakajima, H., 
Koiwa, M.: Mater. Sci. Eng. A, 312, p. 109, 
2001.  

 [8] Frank, S., Södervall, U., Herzig, C.: Phys. 
Stat. Sol. (b), 191, p. 45, 1995.  

 [9] Shi, Y., Frohberg, G., Wever, H.: Phys. Stat. 
Sol. (a), 152, p. 361, 1995.  

[10] Nowick, A. S., Berry, B. S.: Anelastic 
Relaxation in Crystalline Solids, Academic 
Press, New York, 1972.  

[11] Wang, T.-M., Shimotomai, M., Doyama, M.: 
J. Phys. F: Met. Phys., 14, p. 37, 1984.  

[12] Badura-Gergen, K., Schaefer, H.-E.: Phys. 
Rev. B, 56, p. 3032, 1997.  

[13] Numakura, H., Kurita, N., Koiwa, M.: Solid-
Solid Phase Transformations PTM’99, Edited 
by M. Koiwa, K. Otsuka and T. Miyazaki, 
The Japan Institute of Metals, Sendai, p. 465, 
1999.  

[14] Ikeda, T., Almazouzi, A., Numakura, H., 

525



 
Int. Conf. DSL-2005, Portugal 

Koiwa, M., Sprengel, W., Nakajima, H.: Acta 
Mater., 46, p. 5369, 1998.  

[15] Cserháti, C., Paul, A., Kodentsov,  A. A., van 
Dal, M. J. H., van Loo, F. J. J.: Intermetallics, 
11, p. 291, 2003.  

526



Proceedings of The 1st International Conference on Diffusion in Solids and Liquids 
DSL-2005, July 6-8, 2005, University of Aveiro, Aveiro, Portugal 

DIFFUSION IN THE Ir–Nb SYSTEM 

WATANABE Tatsuru1, UCHIDA Makoto1, NUMAKURA Hiroshi1,*,  
YAMABE-MITARAI Yoko2, BANNAI Eisuke2 

1 Department of Materials Science and Engineering, Kyoto University, Sakyo-ku, Kyoto 606–8501, Japan 
 2 National Institute for Materials Research, Sengen 1–2–1, Tsukuba 305–0047, Japan 

*Corresponding author. Fax: +81 75 753 4978; Email: hiroshi.numakura@materials.mbox.media.kyoto-u.ac.jp 
 

Abstract 
 The diffusion behaviour of Ir-rich Ir–Nb alloys has been studied by interdiffusion experiments. The chemical 
diffusion coefficient has been measured in the Ir-rich fcc solid-solution and the L12 ordered compound Ir3Nb has 
been measured in the temperature range between 1750 and 1950°C, using Ir / Ir–8%Nb and Ir–26%Nb / Ir–28%Nb 
single-phase diffusion couples, respectively. While the diffusion coefficient in the solid-solution phase turns out to 
be similar in magnitude to the tracer self diffusion coefficient in pure iridium, the diffusion in the L12 compound has 
been found to be extremely slow: the diffusion coefficient is about 1/20. The low diffusion rate in the compound 
phase must be beneficial for high-temperature performance of refractory superalloys based on the Ir–Nb system.  
 
Keywords: Refractory superalloys; Chemical diffusion; Single-phase interdiffusion; Electron-probe microanalysis 

 
 
1  Introduction 

 Alloys based on iridium, rhodium and platinum 
are attracting growing interest recently as ultra-
high-temperature materials, aiming at operating 
temperature far exceeding those of current nickel-
base superalloys [1]. While the microstructure, 
mechanical properties and their relationships have 
been studied extensively [2,3], much work is 
needed on the basic material properties, including 
atomic diffusion, which controls stability and per-
formance at elevated temperatures.  
 In the present investigation we have studied the 
diffusion in the constituent phases of the two-
phase (A1 + L12) Ir–Nb alloys, which is a leading 
candidate for refractory superalloys of the next 
generation. The chemical diffusion coefficient in 
the A1 (fcc solid-solution) and the L12 ordered 
compound phases has been measured by single-
phase interdiffusion experiments. Part of the pre-
sent work has been published elsewhere [4].  

2  Experimental 

2.1  Specimens  
 Single crystals and coarse-grained polycrystals 
of pure iridium, Ir–8Nb, Ir–26Nb and Ir–28Nb 
alloys were used, where the numbers denote the 
concentration of Nb in mol per cent. They were 
rods of about 5 mm in diameter and 20 mm in 
length grown by optical floating-zone melting. 
The exact compositions of the alloys were later 
determined by electron-probe microanalysis.  

 Discs of about 3 mm in thickness were sec-
tioned by spark erosion. After polishing the sur-
faces, every pair discs, either of Ir / Ir–8Nb or of 
Ir–26Nb / Ir–28Nb, was diffusion-bonded at 1400 
or 1500°C, for 1 h in a vacuum, under compres-
sive stress of 10 MPa. Each pair was then cut per-
pendicularly to the bonded interface into four 
pieces. The diffusion couples thus prepared were 
diffusion-annealed in a vacuum furnace main-
tained below 5 × 10–4 Pa.  

2.2  Measurements of concentration profiles 
 Composition versus distance profiles were 
measured by wavelength dispersive electron-probe 
microanalysis with acceleration voltage of 15 kV, 
beam current of 10 nA and probe size of about 1 
µm. Intensities of Ir Mα and Nb Lα characteristic 
X-rays were measured by step-sweeping across 
the bonded interface over a distance of about 10 
times the expected diffusion distance. The com-
position at each point was calculated with the 
standard ZAF correction [5] using pure iridium 
and pure niobium as reference materials. At least 
three profiles were obtained and were averaged to 
reduce statistical errors.  

3  Results and discussion 

3.1  Determination of diffusion coefficient 
 Figures 1 (a) and 1 (b) show the averaged con-
centration profiles in diffusion couples of the A1 
solid-solution phase and of the L12 phase, respec-
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tively, annealed at 1900°C. The annealing time 
was 64 h for the former and 192 h for the latter. It 
is immediately apparent that the diffusion is much 
slower in the L12 compound phase than in the A1 
solid-solution phase; the extent of the diffusion 
zone in Fig. 1 (b) is about 1/4 of that in Fig. 1 (a) 
in spite of the longer annealing time.  
 The chemical diffusion coefficient, D, has been 
evaluated by fitting the standard error-function 
profile to the measured data,  

 
    

! 

c(x, t) =
c1 + c2

2
"

c1 " c2

2
erf

x " x0

2 Dt

# 

$ 
% 

& 

' 
( , (1) 

with four adjustable parameters, c1, c2 (the termi-
nal concentrations), x0 (the co-ordinate centre) and 
2√(Dt) (the diffusion distance, with t the annealing 
time). In none of the experimental data has been 
found significant deviation from a symmetrical 
profile described by Eq. (1); D can therefore be 
assumed constant. The values of D thus obtained 
are summarized in Table 1.  

80

60

40

20

0

M
o
l 
fr

a
c
ti
o
n
 o

f 
N

b
, 
c
 /
 1

0
-3

20016012080400

Distance, x / µm

(a) Ir / Ir–8Nb, 
     1900°C x 64 h

 

0.280

0.275

0.270

0.265

0.260

0.255

M
o

l 
fr

a
c
ti
o
n
 o

f 
N

b
, 
c

100806040200

Distance, x / µm

(b) Ir–26Nb / Ir–28Nb
     1900°C x 192 h

 

Figure 1: Concentration profiles in diffusion couples of 
(a) Ir / Ir–8Nb and (b) Ir–26Nb / Ir–28Nb. The circles 
and the solid curve show measured concentrations and 
the fitted error-function profile, respectively.  

Table 1: Chemical diffusion coefficient D in the A1 
solid-solution and L12 ordered phases of Ir–Nb alloys 
obtained from Ir / Ir–8Nb and Ir–26Nb / Ir–28Nb diffu-
sion couples annealed at temperature T for time t.  

Phase T / °C t / h D / m2s–1 

A1 1650 672 (4.05 ± 0.23) × 10–17 
 1700 312 (8.82 ± 0.75) × 10–17 
 1750 168 (1.89 ± 0.10) × 10–16 
 1850 96 (7.30 ± 0.51) × 10–16 
 1900 64 (1.49 ± 0.05) × 10–15 
L12 1750 408 (4.9 ± 1.3) × 10–18 
  1128 (4.2 ± 0.9) × 10–18 
 1800 96 (9.5 ± 2.9) × 10–18 
  384 (9.0 ± 2.9) × 10–18 
 1850 96 (1.9 ± 0.5) × 10–17 
  288 (2.0 ± 0.4) × 10–17 
 1900 192 (3.1 ± 0.9) × 10–17 
  192 (3.6 ± 0.9) × 10–17 
 1950 96 (5.1 ± 1.0) × 10–17 

 

3.2  Temperature dependence of diffusion 
  Figure 2 shows Arrhenius plots of the chemical 
diffusion coefficients in the two phases obtained 
in this work and the tracer self-diffusion coeffi-
cient in pure iridium in the literature [6]. Both the 
plots can be expressed by the Arrhenius-type for-
mula,  

 D = D0 exp(–Q/kT), (2) 

with the pre-exponential factor D0 = 10–2.80 ± 0.41 
m2s–1 and the activation energy Q = 5.19 ± 0.17 
eV for the A1 solid-solution phase, with D0 = 10–

5.3 ± 1.1 m2s–1 and Q = 4.83 ± 0.44 eV for the L12 
compound phase (with k the Boltzmann constant). 
The Arrhenius parameters for the tracer self-diffu-
sion coefficient of iridium are D0 = 10–4.44 m2s–1 
and Q = 4.548 eV.  
 According to the empirical rule for the self-
diffusion in pure metals [7], the tracer self-diffu-
sion coefficient at the melting temperature Tm 
takes a similar value for the same class of metals 
and the activation energy is roughly proportional 
to the melting temperature. For the particular case 
of metals of the A1 structure, the rules can be ex-
pressed as  

 D(Tm) ≈ 10–12.26 m2s–1 , (3a) 

 Q ≈ 18.4 kTm . (3b) 

The diffusion properties of pure iridium and the 
Ir–Nb alloys are compared in Table 2 in reference 
to these relations. (This comparison is, however, 
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tentative because chemical diffusion coefficient 
has never been in the scope of the rule and, more-
over, chemical diffusion is a complex phenome-
non and may not obey the Arrhenius law). The 
self-diffusion behaviour of pure iridium conforms 
well to the empirical rule. We find here that the 
activation energies in the A1 and L12 phases of the 
Ir–Nb alloys agree fairly well with the rule, Eq. 
(3b). On the other hand, the absolute magnitude of 
the diffusion coefficient at the melting tempera-
ture is notably small for the L12 phase. As it is 
already obvious in the original experimental data 
presented in Fig. 2, the slow diffusion in the L12 
compound is due largely to the small pre-exponen-
tial factor, 10–5.3 m2s–1, in comparison to the value 
of 10–4.3 m2s–1 lead from Eqs. (3a) and (3b). In any 
case, the slow diffusion in the L12 phase must be a 
good advantage for high-temperature perform-
ance: microstructural stability and resistance to 
diffusional creep deformation.  
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Figure 2: Arrhenius plots of the chemical diffusion co-
efficients of Ir–Nb alloys of the A1 solid-solution phase 
and of the L12 compound phase. The dashed line shows 
the tracer self-diffusion coefficient of pure iridium [6], 
and the dotted line is its extension.  

 
Table 2: Characteristics of the tracer self-diffusion of 
iridium, chemical diffusion of Ir–Nb alloys in reference 
to the empirical rule.  

Phase Tm / K log10  
(D(Tm) / m2s–1) Q/kTm 

Ir, self (A1) 2720 –12.87 19.40 
Ir–Nb (A1) 2693* –12.5 ± 0.7 22.4 ± 0.7 
Ir3Nb (L12) 2708 –14.3 ± 1.9 20.7 ± 1.9 

* The solidus temperature of Ir–4%Nb.  

3.3  Chemical diffusion and tracer diffusion 
 The chemical diffusion coefficient in a binary 
solid-solution alloy is related to the tracer diffu-
sion coefficient of constituent species, D1

* and D2
*, 

by the formula derived by Darken [8] and later 
modified by Manning [9], namely,  

 D = (D1
*N2 + D2

*N1) Φ S, (4) 

where N1 and N2 are mole fractions of the constit-
uents 1 and 2, respectively, Φ is the thermo-
dynamic factor and S is the vacancy wind factor. 
Recent discussion suggests that this relation is 
applicable to L12 and some other ordered alloys 
[10,11].  
 Because of the reciprocal arithmetic average in 
Eq. (4), the chemical diffusion coefficient in the Ir 
/ Ir–8Nb solid–solution diffusion couples depends 
primarily on the tracer diffusion coefficient of Nb 
in the alloy, for which no experimental data have 
been reported. According to a preliminary thermo-
dynamic assessment of the Ir–Nb system [12], the 
thermodynamic factor Φ in the temperature range 
of the present measurements varies from 1 to 3 
with increasing the Nb concentration up to 8%. 
The tracer diffusion coefficient of Nb in the solid 
solution phase is thus suggested to be slightly 
smaller in magnitude than the chemical diffusion 
coefficient and decreasing with Nb concentration, 
since the chemical diffusion coefficient turned out 
to be independent of composition. (The effect of 
the vacancy wind factor S is generally small and 
may be ignored except for detailed analyses.)  
 In comparison to solid-solution alloys the role 
of the thermodynamic factor is in general much 
more pronounced in ordered alloys: Φ can be 
much larger than in the solid-solution phase and 
may exhibit a sharp maximum at the stoichiomet-
ric composition in chemically stable compounds. 
The magnitude of Φ in the range of 26–28% Nb 
has been estimated to be about 20 [12]. Variations 
of the diffusion coefficient with composition may 
not be detected in the present measurements, on 
the other hand, since the range of compositions is 
in the same side of off-stoichiometry and is lim-
ited to only 2%. The Darken–Manning equation 
thus suggests that the tracer diffusion coefficients 
of Ir and Nb, the latter in particular, in Ir3Nb are 
further smaller than the chemical diffusion coeffi-
cient by more than an order of magnitude.  
 In a foregoing report of the chemical diffusion 
in Ir3Nb [4], the diffusion rates in the A1 and L12 
phases that constitute nickel-base superalloys and 
Ir–Nb alloys of the same design were compared in 
a homologous scale of temperature. While the 
self-diffusion of nickel and iridium are similar in 
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magnitude to each other and the chemical diffu-
sion in Ni3Al falls in the same range, the chemical 
diffusion in Ir3Nb is slower by more than an order 
of magnitude. It is interesting to explore the 
remarkably slow diffusion in Ir3Nb: whether or 
not the mechanism is similar to the case of Ni3Al 
and related compounds [13], and how chemical 
stability influences atomic diffusion in ordered 
compounds.  

4 Summary and concluding remarks 

 Chemical diffusion coefficients in Ir–Nb alloys 
of the A1 solid-solution and L12 ordered com-
pound phases have been measured by single-phase 
interdiffusion experiments. The diffusion coeffi-
cient in the A1 phase (from 0 to 8 mol % Nb) is 
roughly equal to the tracer self-diffusion coeffi-
cient of pure iridium, while it is about 1/20 in the 
L12 phase.  
 Refractory superalloys are tailored to consist of 
the two-phases, A1 and L12, with cuboidal micro-
structure. While the slow diffusion in the com-
pound phase is advantageous for high-temperature 
applications, the diffusion behaviour of the solid-
solution alloy is not unusual. Since the creep 
resistance of solid-solution Ir–Nb alloys is in fact 
much lower than L12 compounds [14], it is desired 
to work on a design for lowering the diffusion 
rates in the A1 phase to improve further the over-
all performance at elevated temperatures.  
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Abstract 
 

Recently, we formed atomic-scale graded structures in some miscible alloys and observed the decomposition in 
Bi3Pb7 intermetallic compound by sedimentation of atoms under strong gravitational field.  In this study, we 
measured positron lifetime of centrifuged Bi3Pb7, in which the composition change was very small as it was treated 
at low temperature.  It was found that the positron lifetime became longer than that of starting state.  This indicated 
that the point defects (vacancy or divacancy) increased in the sample by centrifugal treatment.   

 
Keywords: Diffusion in crystalline and amorphous materials; Sedimentation; Positron lifetime; Ultracentrifuge; 
Intermetallic compound 

 

 
1 Introduction 
 

Sedimentation of atoms in condensed matter 
can be used to control the composition and 
structures, based on difference in atomic weight 
and volume.  These materials are expected to 
show unique electric and optical properties.  
However, sedimentation of atoms is very difficult 
to realize in solids or liquids, because the 
chemical potential of the atoms is usually much 
greater than the mechanical energy.  No 
sedimentation of substitutional solute atoms in 
alloys or compounds has ever been reported until 
our previous study. 

To study sedimentation of atoms or crystal-
chemical instability in solids under a strong 
acceleration field, we had developed two types of 
ultracentrifuges that can generate an acceleration 
of over 1x106 g for long time duration at elevated 

temperature [1,2].  Using these apparatus, we 
formed atomic-scale graded structures in some 
miscible alloys and observed the decomposition 
in Bi3Pb7 intermetallic compound by 
sedimentation of atoms under strong gravitational 
field [3-7].  It was also found that the 
sedimentation of atoms under strong gravitational 
field was very fast [6,8].  This indicates that the 
diffusion mechanism of the sedimentation should 
be different from the conventional one.  About 
the sedimentation mechanism, we are still under 
investigation. 

In this study, the ultra-centrifuge experiments 
were performed on an intermetallic compound of 
Bi-Pb system alloy (Bi3Pb7).  And, we measured 
the positron lifetime of the sample and 
investigated the point defects to get some 
information to discuss the mechanism of 
sedimentation of atoms. 
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2 Experimental procedure 
 

We used an ultracentrifuge of JAERI one 
(JAERI Facility) for centrifugal treatment.  The 
samples were contained in a rotor with an outer 
diameter of 80.4 mm made of a titanium alloy.  
The maximum distance from the axis of rotation 
in a specimen was about 35.8 mm. 

 The Bi3Pb7 lump shaped starting sample was 
prepared by melting the Bi and Pb shots 
(composition: 30:70 mol%, atmosphere: 10-4Pa, 
purity: 5N, temperature: 450˚C), and by 
annealing it for 24 hours.  The sample was cut 
into a plate with a diameter of 5 mm, and was set 
into SUS304 made capsule with an inner 
diameter of 5 mm.  The sample can be lay 
perpendicular to the centrifugal force with a 
capsule as shown in Fig.1-a).  The plate shaped 
sample helped us to demonstrate the positron 
annihilation lifetime measurement (PAL) as we 
need to sandwich the radiation sauce with two 
samples and set detectors on the other sides. 

 The ultracentrifuge experiments were 
performed at a rotational speed of around 15,1000 
rev.min-1 i.e. 812,000G and a temperature of 
120˚C for 100 hours.  It was not expected 
remarkable composition change same as the 
previous work at the temperature [7].  Usually, 
the composition profiles influence on positron 
lifetime in bulk body.  We need centrifuged 
sample that has small composition change to 
avoid the composition change influencing on 
positron lifetime. 

PAL is suitable for discovering open-volume 
defects in the bulk body such as vacancies.  If 

there are vacancies and positrons trap in them, the 
lifetime becomes longer than that of annihilating 
in prefect crystal.  More over, positron lifetime in 
an open-volume defect depends on how many 
vacancies compose the defect.  That is, the 
positron has different lifetime in a vacancy or a 
divacancy or a void [9,10].  So we can identify 
what kind of point defects are distributing in the 
sample by PAL.  Positron lifetime in bulk body 
will be influenced not only by point defects but 
also by composition profiles.  The average 
positron lifetime in standard samples with 
different composition are summarised in Table 1.   
The higher the composition of Bi becomes, the 
longer the positron lifetime becomes in this 
system. 
 
3 Results and Discussions 
 

Fig. 1-b) is the SEM image of the cut plane 
of the sample and the composition profiles by 
EPMA line analysis on A-A’ in the figure.  The 
component analysis was carried out using the 
EPMA (JXA-8900R (JEOL Ltd., Tokyo, Japan).  
The change of composition profiles was very 
small form starting state of Bi:Pb=70:30 at.%.  
We performed the PAL measurement on both 
surface that were perpendicular to A-A’.  The 
average positron lifetime in the centrifuged 
sample were summarised in Table 1.   

At the surface of maximum gravity side (A’), 
the average positron lifetime was 199.3ps almost 
the same as starting state.  It showed that the 
concentration of vacancies around the area was 
almost the same as starting state.  On the contrary,  

 
  Samples Annealing (h) Centrifugation (h) Life Time (ps) 

Standard 

0%Bi 
20%Bi 
Bi3Pb7 
60%Bi 

100%Bi 

24 
24 
24 
24 
24 

0 
0 
0 
0 
0 

187.7 
194.0 
199.0 
209.6 
216.6 

Centrifuged 
(Bi3Pb7) 

A  side 
A’ side  24h before centrifugation 100 210.0 

199.3 

Table 1: Positron lifetime of samples (Bi-Pb system).
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Figure 1:  a) Sample image in a capsule, b) SEM 
image and EPMA line analysis. 
 
 
at the surface of minimum gravity side (A), the 
average positron lifetime was 11ps longer than 
that of starting state.  The lifetime of 210ps at A 
was almost same as 60 at.% Bi alloy.  In this case, 
the long averaged lifetime was not due to the 
composition change as it was very small but due 
to point defects.  Detector had counted the 
lifetime of 300ps at A.  The positron lifetime in 
divacancy in metal was around 300ps [9].   So, it 
was found that divacancis distributed around A, 
in other word, the concentration of vacancies 
around the area was higher than that of starting 
state.   

We performed PAL measurement not under 
centrifugal treatment but after centrifugation.  It 
was considered that there had been more point 
defects under centrifugal treatment because high 
temperature should have lead high concentration 
of thermal vacancies.  The relationship between 
the increase of point defects and sedimentation of 
atoms are now under investigation. 
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Abstract 
 

Diffusion of Cu, Ag, Au, Pt, Pd, Fe, Co and Ni in liquid germanium within temperature range 1223-1383 K 
stepping by 3-5 K was studied by a capillary method in a version of diffusion from a changeable source into semi-
infinite medium. It was shown that diffusion constants D can not be described by the single equation 
D=Doexp(−ED/RT) in the whole temperature range. Two segments (1223-1323 K and 1323-1383 K) with different 
Do and ED are observed on D=f(T) curves. Presence of a break on the curves was associated with the change of 
structure of liquid germanium. 

 
Keywords: Experimental Methods; Diffusion in Liquids; Diffusion Constants; Impurities; Structure 

 

 
The study of the particles transportation in liq-

uid metals and semiconductors is one of the phys-
ico-chemical analysis methods, which promote 
revealing of special features of particles interac-
tion in melts. The information on diffusion in 
germanium-based melts is of interest for many 
industries operating germanium and its alloys. 
We’ve studied diffusion of Cu, Ag, Au, Pt, Pd, Fe, 
Co and Ni in liquid germanium within the tem-
perature range 1223-1383 K stepping by 3-5 К. 

When carrying out experimental determination 
of diffusion constants D in germanium one should 
take into account the following phenomenon. D 
values for some impurities are close enough to 
each other in liquid and solid Ge. After in-depth 
consideration of methods of diffusion constants 
determination in molten metals and semiconduc-
tors, we came to the conclusion that capillary 
method in a version of diffusion from an unsteady 
source into semi-infinite medium is the most suit-
able one for the systems under study. 

Special experimental cell was developed al-
lowing to set a contact between analyzed impurity 
and liquid germanium at a given temperature and 
to perform a quenching after homogenizing an-
nealing. All this made it possible to eliminate the 
effect of solid-state mass-transfer and to reduce 
significantly an error in D determination.  

The cell was made of spectral pure graphite, 
i.e. there was no contamination with uncontrolla-
ble impurities at high temperatures. Moreover, 
liquid germanium does not interact with graphite 
at the temperatures of experiment. The solubility 
of carbon in liquid germanium at melting point of 
the latter is 108 atoms/cm3 [1]. 

Experiments were carried out as follows. Be-
forehand prepared alloy of germanium with the 
appropriate chemical element was placed on a 
bottom of a capillary having diameter about 0.6-
1.0 mm. The certain amount of germanium was 
put into the container of such a volume that could 
be emptied completely after filling a capillary with 
germanium. Some of such cells were introduced 
into a quartz reactor, which was vacuumized. The 
furnace was heated up to the predetermined tem-
perature. By this time germanium in the container 
melted and became liquid. The same happened 
with the alloy on the bottom of a capillary. After 
establishment of the proper temperature and sub-
sequent ~30 minutes exposure the gaseous argon 
was let into a quartz reactor and simultaneously 
the timer was switched on. Then liquid germa-
nium filled a capillary and process of diffusion of 
analyzed substance along a capillary began. After 
homogenizing annealing, which duration was 
selected by practical consideration, the quartz 
reactor was taken out from the furnace and 
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quenched in ice-cold water. All this had allowed 
to eliminate an influence of solid state mass trans-
fer and to reduce considerably an error of estima-
tion of D. 

Afterwards germanium capillary was taken out 
from a cell and was divided into parts about 1-2 
mm. Concentration of an analyzed impurity was 
measured with the help of atomic absorptive spec-
trophotometer. It gave an opportunity to reject 
application of isotopes on the one hand and to 
increase quickness of determination without loss 
in accuracy of the analysis on the other hand. 

If the addition of a studied impurity is insig-
nificant, the solution of the Fick’s second law for 
constant factor of diffusion 
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where C(l,τ) is concentration of an impurity along 
the length l of a capillary; τ is duration of ho-
mogenizing annealing; Ctot is total amount of an 
impurity. Typical distribution of copper content 
along a sample is shown in Fig. 1. 

Equation (2) is linear in 2ln lC − coordinates: 
 

( )τDlAC C 4ln 2−= , (3) 
 

where АC is constant. 
One can derive D from the graph using slope 

ratio of a straight line which is ( )ατtg41=D  (α is 
angular slope of a straight line). The relative error 
of D determination did not exceed 10%. 

Experiments demonstrated that D values for 
the whole range of studied temperatures couldn’t 
be described by single exponential equation: 
 

⎟
⎠
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⎛−= RT

EDD D
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which is valid for hole mechanism of diffusion 
[3]. At lower temperatures (1223-1250 K) experi-
mental data follow one exponential Eq. (4), but at 
the higher temperatures 1250–1383 K they are 
described by another equation. The data on diffu-
sion of Cu in liquid Ga and Ge and in alloy Ge + 
60 at. % Ga are shown as an example in Fig 2 (a, 
b, c). For the diffusion of Au and Pd in Ge this 
data can be expressed by the following equations: 
 

TD Au )1632187()219.0813.5(lg 1 ±−±−= , (5) 

TD Au )665824()158.0922.2(lg 2 ±−±−= , (6) 

( ) TD Pd )1011367(281.0936.6lg 1 ±−±−= , (7) 

( ) TD Pd )693250(199.0006.5lg 2 ±−±−= . (8) 
 

The same results were observed for the other 
studied systems.  

Practice of representation of diffusion data as 
parameters of Eq (4) was repeatedly criticized in 
Refs. [4–6]. The basic objection against use of the 
Eq. (4) consists in significant structural changes in 
liquid metals and semiconductors with growth of 
temperature (see for example Ref. [7]) whereas 
factors of diffusion poorly vary with temperature. 
Therefore selection of the relationship for descrip-
tion of D = f (Т) dependence in the form of Eq. (4) 
is justified only for small temperature intervals.  

Let's notice that the author of Ref. [8] when 
solving a problem of deriving specific equation of 
diffusion for the non-uniform medium with any 
distribution of temperature has come to a conclu-
sion that the universal kind of the equation of dif-
fusion does not exist. 

When the diffusion obeys fluctuation but not 
vacancy mechanism the temperature dependence 
of diffusion constants can be described by 
Swalin’s equation [9]: 
 

Figure 1: Distribution of copper along 
a capillary (1) and dependence of ln C 

on 2l  (2) (T = 1260 K, τ = 1200). 
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22222 96/3 bThHTkNZD vBA =⋅⋅∆= β , (9) 

 
where Z is coordination number, NA is Avogadro 
constant, k is Boltzmann’s constant, ∆Hv is the 
heat of vaporization, h is Planсk’s constant, β is 
related to the curvature of the potential vs distance 
curve. 

The analysis of temperature dependence of fac-
tors of diffusion in metal melts was done in Ref. 
[10]. It was marked that the hard spheres model of 
a liquid is most suitable one for the description of 
diffusion in liquid metals. At the same time the 
data on diffusion of cobalt in liquid tin can not be 
described well neither by the Eq. (4), nor by the 
hard spheres model of a liquid. 

It was revealed that D value in the studied 
temperature range for all the considered impurities 
doesn’t follow the Eq. (9). Experimental values of 
D are growing faster than it can be predicted using 
fluctuation theory. 

Analysis of impurity atoms diffusivity depend-
ence on their properties in solid spheres model of 
liquid phase is based on the equation [11]: 
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in which D1 and D2  are self-diffusivity and diffu-
sivity of impurity respectively, m1 and m2 are 
masses of atoms of corresponding elements, σ11 
and σ22 are diameters of solid spheres. It was 
found that (D2/D1)theor is 1.5-2 times higher than 
(D2/D1)exp for metals of the 8th group and at the 
same time it is 2 times lower than (D2/D1)exp for 
metals of the 1st group. These discrepancies be-
tween calculated and experimental values of 
(D2/D1) are apparently caused by special structural 
features of liquid Ge and Ge-based alloys. X-ray 
diffraction studies of structure of Ge-based liquid 
alloys carried out by us and by other authors 
showed that there are microheterogeneities in 
these alloys with a low content of elements of the 
1st and the 8th groups. This fact is probably re-
sulted in special features of diffusion in the sys-
tems under study [1, 7]. It is necessary to note that 
the break of D = f(T) curve occurs at such a tem-
peratures where a shoulder on the right branch of 
the 1st diffractional maximum of liquid germa-
nium disappears and temperature dependence of 
kinematic viscosity ν = f(T) changes sharply [1]. 

Diffraction examinations [7] have shown, that 
short-range order in molten Ge (as well as in Si) is 
arranged on the base of white tin structure having 
atomic coordination 6 (4+2), typical metallicity 
and the nearest interatomic distance considerably 
exceeding those in crystalline germanium with 
diamond-like structure. The similar phenomenon 
is observed in the course of crystalline germanium 
and silicon conversion into β-Sn structure under 
13 and 12 GPa pressures, which is accompanied 
by arising of a metallic conductivity due to sp3-
covalent links destruction and by valence elec-
trons collectivization. 

Calculations show that silicon and germanium 
after melting keep certain memory about structure 
of a crystalline state. That is the minor part of 
atoms has diamond-like short range ordering but 

Figure 2: D = f(T) and lg D = f(1/T) de-
pendencies for copper in liquid Ge (a), Ga 

(b) and Ge + 60 at .% Ga alloy (c) 

−lg D 

−lg D 

−lg D 
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the major one is ordered according to white tin 
structure. The best agreement between simulation 
and experimental diffraction curves is achieved 
for superposition of these structures with 0.2 and 
0.8 weight factors respectively. 

Experimental study of temperature influence 
on diffusion constants of Cu in liquid Ga (Fig. 2) 
and In was performed to find out whether the re-
vealed course of D = f(T) dependence is a special 
feature of liquid Ge or such a phenomena are ob-
served in other melts. These melts were chosen 
because they are in the same group of periodical 
system. Moreover, Ga (as well as Ge) is the metal 
with a loose atom packing in solid state whereas 
In belongs to metals with close atom packing. It 
was found out that complex temperature depend-
ence of D in these melts within the temperature 
range 573-1273 K results from their structural 
changes with temperature growth. 

Thus the development of a precision method of 
measurement of diffusion constants in molten 
metals and semiconductors allowed establishing 
distinct interrelation between diffusion constants 
and melts structure. 

The influence of 5th group elements on Cu and 
Ag diffusion in Ge and of Bi on Cu diffusion in 
Ge was studied. The systems Cu – (Ge–Ga), Cu – 
(Ge–In), Cu – (Ge–Sn), Cu – (Ge–Pb), and Ni – 
(Ge–Cu) were also examined. It was determined 
that the changes of D = f(T) for all the melts under 
study are also associated with structural changes 
in the melts. D isotherms in these systems have a 
shape of smooth curves, which have no extre-
mums of any kind. In all the cases D values de-
creases from pure Ge with the growth of third 
component content in alloy. Comparison of D 
isotherms with liquidus lines of corresponding 
phase diagrams allowed to make the conclusion 
that there is no correlation between them. 

D dependencies on concentration in Ge-based 
systems were analyzed using the equation: 
 

( ) ( )[ ] ( )[ ] BA C
A

C
AA BDADBAD =− , (11) 

 
in which DA(A–B), DA(A), DA(B) are self-
diffusivities of element A in A-B alloy and in pure 
metals A and B, СА and СВ are concentrations of 
corresponding elements. It was showed that in 
some cases (e.g. Ag – (Ge–Sb)) Eq. (11) describes 
experimental results quite well. 

Certain shape of D isotherms for specified 
melts was associated with size effect: In, Sn, Pb, 
Bi and Sb addition to germanium increases the 

number of larger particles. That results in decreas-
ing of free volume and therefore in increasing of 
energy consumption for diffusion in these sys-
tems. 

For Ge-Pb system the difference between D 
values calculated using Eq. (11) and experimental 
results is 19 %. But for the other studied systems 
it is 9-16 %. That’s why it was assumed that Eq. 
(11) is not universal. 
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Abstract 
 

Diffusion coefficients of Au in α-Zr between 800 and 1081 K were measured in samples of Zr with three 
different impurities content, in particular Fe. An enhancement in the diffusion coefficient related to the total amount 
of Fe present in the Zr matrices was measured. A non Arrhenius plot was observed in the three matrices; two 
regions, above and below 900K, with different diffusion parameters were introduced in order to model this 
behaviour. 

 
Keywords: Basics of diffusion, Diffusion in crystalline materials, Zirconium, Gold, Diffusion, RBS, Ultra-fast 
impurities.  

 
 

 
1 Introduction 
 

Zr belongs to the group IV B of the Periodic 
Table and presents a bcc (β) structure at high 
temperature and an hcp (α) structure at low 
temperature. The transformation temperature Tαβ 
is 1136 K (0.6 Tmα) where Tmα is the hypothetical 
melting temperature of the α phase. 

α-Zr shows self -diffusion parameters that are 
not consistent with the so-called “normal 
behaviour” and a downward curvature in the 
Arrhenius plot was observed not only for self-
diffusion [1] but also for Hf [2] and Pb [3] 
diffusion in pure α-Zr.  

It is well known that transition metal elements 
with small size such as Fe, Co and Ni are fast 
diffusers in α-Zr. The curvature for self-diffusion 
is followed by Fe [4] and Co [5] diffusion in α-Zr 
and there is some experimental evidence [6] that 
little amounts (as a few ppm) of these impurities 
in the Zr matrix, could modify the diffusion 
behaviour of substitutional diffusers. 

Different models [7, 8] try to explain this 
curvature; all of them are based in the influence of 
these fast diffusers. These models take only the Fe 
in solution as the responsible for the enhanced 
diffusion process. They explain the curvature in 
the Arrhenius plots observed in the diffusion 
studies performed in the α-Zr matrix as a 
consequence of Fe precipitation at low 

temperatures. For a complete analysis of these 
models see Ref. [9]. 

The present study deals with the diffusion of 
Au in α-Zr samples with different amounts of Fe 
as impurity, measured using Rutherford 
Backscattering Spectrometry techniques to obtain 
the diffusion profiles.  

The goal of this work is to perform the 
measurements of Au diffusion in Zr samples with 
different amounts of Fe as impurity even at 
temperatures below 900 K, where the Fe solubility 
is almost null, in order to determine if the 
enhancement proceeds or, as predicted by the 
mentioned models, the precipitation of Fe inhibit 
this effect. 

 
2 Experimental procedure 

 
The α-Zr samples used in this work were slabs 

of about 5 mm thickness. Three different kinds of 
samples, with different amounts of impurities, in 
particular Fe, were used. Samples A with 20, B 
with 50 and C with 150 µgr/gr. 

In order to achieve the final large, stabilised 
grain size, the samples underwent three annealing 
cycles of 1 h at 1473 K, followed by 10 days at 
1133 K. 

The samples were mechanically polished to a 
flat surface for Au implantation. The final polish 
was done on a metallurgical cloth with the use of 
an increasingly diluted mixture of ignited 
ammonium dichromate and a 0.5 per cent aqueous 

539



 
Int. Conf. DSL-2005, Portugal 

solution of HF. The samples were then pre-
annealed in sealed quartz tubes under high purity 
Ar, for 1 day at 1133 K. They were wrapped with 
Ta foils in order to prevent reactions between the 
Zr and the quartz tube. 

Au was ion beam implanted using the 500 kV 
ion implanter at the Instituto de Física, 
Universidade Federal de Rio Grande do Sul (IF-
UFRGS), Porto Alegre, Brazil, with an 
implantation energy of 30 keV and 1 1015 at/cm2 
fluence. RBS measurements show that the as 
implanted profile has a gaussian shape with about 
10 nm width. 

The diffusion anneals were performed in sealed 
quartz tubes. When samples with different amount 
of impurities were studied at the same 
temperature, they were annealed all together, in 
the same sealed tube, in order to minimise the 
influence of systematic errors in the determination 
of the diffusion coefficients. The temperatures 
were controlled within ± 1K. 

Ion beam analysis techniques were used in the 
measurements of the diffusion profiles. 

At low temperatures the diffusion profiles were 
obtained using the RBS technique. A 2He ion 
beam from the IF-UFRGS TANDETROM 
accelerator was used. The backscattered α 
particles were detected using a Si surface-barrier 
detector, located at a scattering angle of 170°. The 
electronic resolution of the system was better than 
13 keV, which implies a depth resolution of 
around 10 nm. 

At higher temperatures the Heavy Ion RBS 
(HIRBS) technique was used. The use of a heavier 
ion beam at higher energies increases the mass 
resolution and depth of the analysis. The 
experiments were performed in the TANDAR 
accelerator at the Departamento de Física –  
Comisión Nacional de Energía Atómica, using a 
9F 38 MeV ion beam. The experimental set-up 
implies a depth resolution of around 30 nm. 

In both cases, the conversion of the spectrum 
to diffusion profile was made according to the 
algorithm developed in [10]. 

 
3 Results 

 
After Au implantation the shape of the initial 

profile is a Gaussian function centered at x0 = 10 
nm corresponding to the implantation depth for Au 

peak and with a σ = 2 ∆Rp ≡ 4Dt0, where ∆Rp is 
the lateral straggling and t0 is a fictitious time 
magnitude, defined in order to fit the as implanted 
initial profile. Then, the solution of Fick’s 
equation is also given by a Gaussian function. So, 
each diffusion profile can be fitted by: 
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where C is the Au concentration at depth x, C0 is 
the initial amount of Au, D is the diffusion 
coefficient at the studied temperature, t is the 
annealing time and x0 and t0 are obtained from the 
as implanted initial peak and width, respectively. 

Typical penetration profiles (ln [C(x)] against 
(x-x0)2) are displayed in Fig. 1 for 3 samples with 
different amount of impurities annealed at the 
same temperature and time. Straight lines were 
obtained, so Eq. (1) is followed. 
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Figure 1: Diffusion profiles at 800 K for the three 

kinds of samples  
 

The diffusion coefficients obtained for Au 
diffusion in α-Zr are listed in the Table 1 together 
with temperatures and annealing times and the 
impurity quality of the samples. 

An Arrhenius plot with these results is shown 
in Fig. 2 together with the self-diffusion data [1] 
for comparison. 
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Figure 2: Arrhenius plot 

 
Table 1: Diffusion coefficient of Au in α-Zr measured in the three kinds of samples. 

D [m2 s-1] Temperature 
(K) 

Time 
(104 sec) Purity A B C 

800 552.96 1.2 · 10-23 2.8 · 10-23 5 · 10-23 
863 1814.40 1.4 · 10-21 3.5 · 10-21 6.2 · 10-21 
888 216.00 6.0 · 10-21 9.0 · 10-21 - 
922 25.92 4.7 · 10-20 - - 
943 120.96 9.0 · 10-20 - - 
983 86.40 2.5 · 10-19 1.0 · 10-18 2.0 · 10-18 

1048 0.09 5.0 · 10-19 - - 
1081 0.18 8.9 · 10-19 2.1 · 10-18 9.0 · 10-18 

 
 
4 Discussion 

 
The simple inspection of Fig. 2 shows two 

remarkable points: first, the diffusion coefficient 
does not follow an Arrhenius law. In particular, 
for the purest samples (kind A), which impurity 
content is similar to the one used for the self-
diffusion measurements [1], the variation of D 
with the temperature could be fitted by a 
downward curvature or by two different straight 

lines. One line above 900K, with low diffusion 
parameters  Q = 130 kJ mol-1  and  D0 ≈ 10-12 m2 
s-1 and the other one below this temperature, 
with high parameters  Q = 360 kJ mol-1  and    
D0 ≈ 20 m2 s-1. This behaviour is similar to the 
observed one not only for self-diffusion, but also 
for other substitutional diffusers like Hf [2] and 
Pb [3]. 

The second point is that the Fe enhanced 
diffusion takes place even at the lowest 
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temperature measured, when the solubility of Fe 
in α-Zr is almost zero. Besides, the amount of 
Fe as impurity in the samples B and C is higher 
than the maximum solubility reported in [11], so 
the amount of Fe in solution in both kinds of 
samples is the same. If only the Fe in solution is 
responsible for the enhanced diffusion, as 
proposed in the literature [7, 8], the diffusion 
coefficients in samples B and C must be the 
same, which is not the behaviour observed in 
this work. 

The models proposed in order to explain the 
curvature observed in the self-diffusion 
Arrhenius plot [7, 8] postulate that it was caused 
by a solute-enhanced diffusion process due to 
the presence of small amounts, as a few tenths of 
ppm, of ultra-fast impurities like Fe and that this 
enhancement diminish, and finally ceases at 
lower temperatures, when the impurities 
precipitate from solution. So they propose that 
this precipitation must be the responsible for the 
break in the Arrhenius plot close to 900K. 

This idea is not supported by the present 
results, since the break at 900K is observed in 
the Au diffusion in α-Zr but below this 
temperature an enhancement of the diffusion 
coefficient is measured despite of the almost 
null solubility of Fe in the matrix. 

 Two regions (above and below 900 K) with 
different diffusion parameters (activation energy 
and pre-exponential factor) seem to be a better 
approximation to the results obtained for self 
and substitutional diffusion in α-Zr instead of a 
curve fit in the Arrhenius plot if the gradual 
variation of the diffusion enhancement is 
disregarded.  The diffusion parameters values 
are summarised in Table 2. 

 
Table 2: Diffusion parameters for self and 

substitutional diffusers in α-Zr 
 High temp Low temp 
 Q(kJmol-1) D0 (m2 s-1) Q 

(kJmol-1) 
D0 (m2 s-1) 

Zr 336 1.1 125 6 10-13 
Pb 319 0.05 225 2 10-7 
Hf 343 2.1 188 5 10-9 
Au 360 20 130 1 10-12 
Proposed as normal value 320 5 10-5 

 
Finally, if these two regions with different 

thermodynamic properties are an intrinsic 
property of pure α-Zr or a property of the dilute 

Zr-Fe alloys is still and open question. 
Nevertheless since the variation of 
thermodynamic properties in a non-magnetic 
matrix with a non ordered arrangement of 
magnetic spins is a well known effect, the 
hypothesis that the observed break in the 
dependence of the diffusion coefficients with the 
temperature is a property of diluted Zr-Fe alloys 
seems to be the more probable hypothesis. 

Moreover, experimental Mössbauer data [12] 
obtained on recoil implantation of Coulomb-
excited 57Fe into α-Zr at 24 K shows that almost 
30 % of the implanted atoms sit at “off-center” 
(asymmetrical) positions around the octahedral 
interstitial cage (see Fig. 3). At high temperature 
the Fe interstitials can jump among these 
equivalent positions (in the “cage”). 

 

 
Figure 3: Octahedral interstitial cage in an hcp 

cell. 
 

This Fe position, neither in a substitutional 
nor in a symmetric octahedral site, could be 
related to an interaction among the 4s electrons 
of the Fe with the 4d electrons of the Zr, so 
strong that, at least partially, this electrons are 
shared between both atoms and the Zr atom is 
shifted from the lattice node. This shift could be 
extended to several Zr atoms giving origin to 
different arrangements as the ones shown in Fig. 
4. These arrangement of three Zr atoms 
surrounding two Fe (above) or six Zr close to 
one Fe atoms (below) correspond to the Zr3Fe 
structure and so, they are the candidates to have 
the lower associated configuration energy, being 
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Zr3Fe the first intermetalic that appears in the Zr 
reach part of the binary phase diagram. 

Let’s call one of these possible complexes as 
Zr3Fe embryo. So, the Fe is not in solid solution, 
thinking it as in a pure substitutional or pure 
interstitial site, but forming one of those 
embryos. This idea is supported by the variation 
in the values obtained for the Fe solvus line 
among different authors [6, 11, 13] and the 
segregation to the surface and precipitation of 
Zr3Fe second phase [6] even in Zr samples with 
a Fe content lower than the value proposed as 
limit of solubility. 

 

 

 
 
Figure 4: Different arrangements corresponding 

to the Zr3Fe structure. 
 
The presence of these mobile embryos gives 

origin to a more open structure than the pure Zr 
hcp one, so an enhancement in the diffusion 

coefficient could happen. The total number of 
the embryos is proportional to the total amount 
of Fe, not to the Fe in solution, if any solubility 
at all exists.  

A variation on the mobility and the properties 
of these kinds of embryos above and below 
900K could be responsible for the variation in 
the thermodynamic properties of the diluted α-
Zr-Fe alloys. 

 
5 Conclusions 

 
Diffusion coefficient between 800 and 1081 

K for Au in α-Zr matrices with different 
amounts of ultra-fast impurities were measured. 

The Arrhenius law was not observed, even 
for the purest A samples. The deviation from the 
Arrhenius law is similar to the observed in self-
diffusion and other substitutional diffusers. 

Enhancement on the diffusion coefficient 
induced by the total amount of Fe present in the 
samples was measured, even at the lowest 
temperatures, despite of the postulated 
dependence with the amount of Fe in solution 
proposed in the literature. 
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Abstract

The effective thermal conductivity of 2D composite materials with finite number of circular reinforcements inside periodic
cells is analytically investigated. The cases of symmetric and nonsymmetric location of reinforcements in a cell are
considered. The effect of increasing of the effective conductivity in the case of small perturbation of reinforcements for
structures with different arrangements is shown.
Keywords: Composite materials; Effective conductivity; Boundary value problems; Functional equations; Perturbed rein-
forcements

1 Introduction

This paper is devoted to the investigation of the effec-
tive conductivity of two-dimensional composite ma-
terials with a quasi periodic structure, i.e. consist-
ing of periodically located cells occupied by a finite
number of circular disjoint reinforcements generat-
ing quasi periodical structures inside each cell. Un-
der a quasi periodical structure, a small perturbation
of reinforcements in a periodic arrangement is under-
stood (cf. Figure 1). In the case of a larger number
of microscopical components of a composite, its av-
eraging can be done by using homogenisation con-
cepts [2]. These concepts allow to consider compos-
ites with above described structures and to determine
the effective characteristics of materials.
From a mathematical point of view, a definition of
physical-mathematical fields in periodic piece-wise
homogenised structures is reduced to the solution of
boundary value problems of the potential theory for
infinitely connected domains. In particular, macropa-
rameters of a structure can be explicitly defined as
some functionals on the solutions of functional equa-
tions for an appropriate boundary value problem. The
interpretation of the macroparameters as functionals
containing all necessary information about the struc-

ture gives ways for construction of real composite
materials.

In this case, a boundary value problem for multi-
ple connected domains is analytically solved by the
method of functional equations [5]. As a result, a
simple algorithm containing elliptic functions which
are well-studied and readily available for computing
is obtained [8]. The effective conductivityλe is found
as a power series in the reinforcement concentrationν
[1]. Coefficients of the series are calculated by means
of this algorithm. The derived numerical values of
the effective conductivity as a function of the concen-
tration are compared with numerical values obtained
using the finite element method [9].

A random perturbation of the reinforcements in a cell
is considered. It is assumed that each disk (reinforce-
ment) lies in a prescribed part of the original cell and
does not cross and touch another disk. It is shown for
structures with different topology (cf. Figure 1) that
composite materials with symmetrical position of the
reinforcements possess the minimal effective conduc-
tivity in comparison with materials having perturbed
position of the reinforcements.
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a)

b)

c)

Figure 1: a) Diagonal arrangement; b) square
arrangement; c) fractal arrangement.

2 Effective conductivity of composites

A lattice L which is defined by the two fundamen-
tal translation vectors1 andı (ı2 = −1) in the plane
C ∼= R2 of the complex variablez = x + ıy is con-
sidered. The fundamental cellQ(0,0) is the square

{ z = t1 + ıt2 ∈ C : −1
2

< tp <
1
2
, p = 1, 2}.

Let E :=
⋃

m1,m2

{m1 + ım2} be the set of the lattice

points, wherem1,m2 ∈ Z. The cells corresponding
to the points of the latticeE are denoted as

Q(m1,m2) = Q(0,0) + m1 + ım2 :=

{z ∈ C : z −m1 − ım2 ∈ Q(0,0)}.
First, the situation whenN mutually disjoint disks of
equal radii

Dk := {z ∈ C : |z − ak| < r} (k = 1, 2, . . . , N)

are located inside of fundamental cellQ(0,0) , and
periodically repeated in all cellsQ(m1,m2) is consid-
ered. The boundary of the corresponding reinforce-
ments is denoted by

Tk := {z ∈ C : |z − ak| = r} (k = 1, 2, . . . , N),

and considered the connected domain

D0 := Q(0,0) \ (
N⋃

k=1

Dk ∪ Tk)

obtained by removing of the reinforcements from the
fundamental cellQ(0,0).
The problem is to define the effective conductivity of
the doubly periodic composite material with the ma-
trix

Dper =
⋃

m1,m2

((D0 ∪ ∂Q(0,0)) + m1 + ım2)

and reinforcements

Dr =
⋃

m1,m2

N⋃

k=1

(Dk + m1 + ım2)

occupied by materials of conductivitiesλ andλ1 > 0,
respectively. This problem is equivalent to the deter-
mination of the potential of the corresponding field,
i.e. to find a functionu(z) satisfying the Laplace
equation in each component of the composite mate-
rial:

∇2u = 0, z ∈ Dper

⋃
Dr, (1)

and conjugation conditions:

u+(t) = u−(t), λ
∂u+

∂n
(t) = λ1

∂u−

∂n
(t), (2)

t ∈
⋃

m1,m2

Tk, k = 1, 2, . . . , N,

where ∂
∂n is the outward normal derivative and

u+(t) := lim
z→t,z∈D0

u(z), u−(t) := lim
z→t,z∈Dk

u(z),

t ∈
⋃

m1,m2

Tk, k = 1, 2, . . . , N.

The first equality in (2) describes the temperature bal-
ance. The second one describes the flux balance. To-
gether they form so-called ideal contact conditions.
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The quasi periodicity conditions are also imposed on
u(z), whereu(z) has a constant jump in the direction
of each fundamental translation vector:

u(z + 1) = u(z) + 1, u(z + ı) = u(z). (3)

Furthermore, the complex potentialsϕ(z), ϕk(z)
which are analytic inD0 andDk and continuously
differentiable in the closures ofD0 andDk, respec-
tively, are introduced. The harmonic potentialu and
complex analytic potentialsϕ andϕk are related by
the equalities

u(z) =




< (ϕ(z) + z), z ∈ D0,

2 λ
λ+λ1

<ϕk(z), z ∈ Dk,
(4)

k = 1, 2, . . . , N.

Conditions (2) can be rewritten following [1] in terms
of the complex potentials

ϕ(t) = ϕk(t)− ρ ϕk(t)− t, |t− ak| = r, (5)

k = 1, 2, . . . , N . The problem (5) is a particular case
of so-calledR-linear conjugation problem.
To determine the flux∇u(x, y), it is necessary to ob-
tain the derivatives of the complex potentials:

ψ(z) := ∂ϕ
∂z = ∂u

∂x − ı∂u
∂y , z ∈ D0

ψk(z) := ∂ϕk
∂z = λ1+λ

2 λ

(
∂u
∂x − ı∂u

∂y

)
, z ∈ Dk.

(6)
Differentiating (5), the following problem is obtained

ψ(t) = ψk(t) + ρ

(
r

t− ak

)2

ψk(t)− 1, (7)

|t− ak| = r, k = 1, 2, . . . , N,

which can be solved by the method of functional
equations [1], [5].ψk(z) is expressed in the form of
series inr2 [1]:

ψk(z) = ψ
(0)
k (z)+r2 ψ

(1)
k (z)+r4 ψ

(2)
k (z)+. . . , (8)

where each term in (8) is expanded into a Taylor se-
ries

ψ
(s)
k (z) =

∞∑

l=0

ψ
(s)
lk (z − ak)l.

The method of functional equations allows to find a
simple recursive algorithm [1] which defines the flux

∇u(x, y) in terms of Eisenstein’s functionsEl(z) =∑
m1,m2,m1+ım2 6=0

(z −m1 − ım2)−l of orderl, modi-

fied Eisenstein’s functionsσl = El(z)− z−l of order
l, properties of which are studied in [8] in detail, and
the contrast parameter% = λ1−λ

λ1+λ , which expresses
the difference between the conductivity of both ma-
terials:

ψ
(0)
m (z) = 1

ψ
(1)
m (z) = ρ

[ N∑
k 6=m

ψ
(0)
0k E2(z − ak) + ψ

(0)
0mσ2(z − am)

]

ψ
(2)
m (z) = ρ

[ N∑
k 6=m

ψ
(1)
0k E2(z − ak) + ψ

(1)
0mσ2(z − am)

+
N∑

k 6=m

ψ
(0)
1k E3(z − ak) + ψ

(0)
1mσ3(z − am)

]

. . .
(9)

ψ
(p+1)
m (z) = ρ

[ N∑
k 6=m

ψ
(0)
pk Ep+2(z − ak)

+ψ
(0)
pmσp+2(z − am) +

N∑
k 6=m

ψ
(1)
p−1,kEp+1(z − ak)

+ψ
(1)
p−1,mσp+1(z − am) + . . .+

+
N∑

k 6=m

ψ
(p)
0k E2(z − ak) + ψ

(p)
0mσ2(z − am)

]
.

(10)

The effective conductivity of an isotropic composite
material withN identical reinforcements is given by
the equality [1]

λe = λ + 2λρν

6∑

p=0

Apν
p + o(ν8), (11)

whereν = Nπr2 is the concentration of reinforce-
ments, and the coefficients

Ap =
1

πpNp+1

N∑

m=1

ψ(p)
m (am), p = 0, 1, 2, . . . ,

(12)
are represented in
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A0 = 1,

A1 = ρ
πN2 X2,

A2 = ρ2

π2N3 X22,

A3 = 1
π3N4 [−2ρ2X33 + ρ3X222],

A4 = 1
π4N5 [3!ρ2X44 − 2!ρ3[X332 + X233]

+ρ4X2222],

A5 = 1
π5N6 [−4!ρ2X55 + 3!ρ3[X442 + X343 + X244]

−2!ρ4[X3322 + X2332 + X2233] + ρ5X22222,

A6 = 1
π6N7 (5!ρ2X66 − 4!ρ3[X255 + X354 + X453

+X552] + 3!ρ4[X2244 + X2343 + X3333 + X2442

+X3432 + X4422]− 4!ρ5[X22233 + X22332

+X23322 + X33222] + ρ6X222222) . . .
(13)

with Xp1,...,pM defined as

Xp1 :=
N∑

m=1

∑

k 6=m

Ep1(am − ak) + σp1(0)

Xp1,p2 :=
N∑

m=1

(∑

k 6=m

∑

k1 6=k

Ep1(am−ak)Ep2(ak − ak1)

+σp2(0)
∑

k 6=m

Ep1(am − ak) + σp1(0)σp2(0)
)

and so on.
Numerical investigations of the effective conductivity
of composites with square arrangement (cf. Figure
1b) were carried out using the finite element method.
The basic idea of the finite element method is the
decomposition of a domain with a complicated ge-
ometry into geometrically simple elements, such that
the governing differential equation (e.g. describing
a temperature field) can be solved approximately for
these finite elements. The single element solutions
are then assembled to obtain the complete system so-
lution using given boundary conditions. The assem-
bly process uses appropriate balance equations at the

nodes which are used to define the elements and serve
also as connection points between the elements. In
the scope of the finite element approach, three dif-
ferent geometries have been considered (square ar-
rangement of reinforcements forν = 0.1, 0.3, 0.5).
Results obtained from both approaches are presented
in Figure 2, and a good correlation of the results is
found.
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Figure 2: Effective conductivityλe in dependence
on the concentrationν.

An analytical formula for the effective conductivity
of composite materials with a fractal arrangement has
the form (11), where coefficientsAs, s = 1, 2, . . . ,
are defined as follows [6]

As =
1

16s+1πs(
G∑

g=1

1
9g−1 )s+1

× (14)

×
G∑

g=1

4∑

h=1

4∑

k=1

1
9g−1

ψ
(s)
ghk(aghk).

For a fractal structure, it is considered that the cell
Q(0,0) is divided by four equal parts which are num-
bered in the counter-clock wise direction (cf. Figure
1c). Thus,g denotes the generation of disk set,G is
the number of the generations,h is the number of the
part of the cellQ(0,0), k is the number of the disk at a
generation on the part ofQ(0,0).The radius of a disk
of theg generation

Dghk := {z ∈ C : |z − aghk| < rg}
(g = 1, . . . , G, h, k = 1, . . . , 4)

is defined by the following relation

rg =
1

3g−1
r1,
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wherer1 is the radius of a disk of the first generation.
The concentration is defined as

ν =
G∑

g=1

νg = 16πr2
1

G∑

g=1

1
9g−1

.

For coefficientsAs, s = 0, 1, 2, . . . , the functions
ψ

(s)
ghk(z) are calculated by the recursive algorithm (9).

3 Effective conductivity of composites with per-
turbed structures

First, the case ofN circular reinforcements of
equal radii in the cellQ(0,0) is considered. Let
b1, b2, . . . , bN be the centres of these reinforcements.
It is assumed that pointsb1, b2, . . . , bN form a sym-
metric array inQ(0,0). N identically distributed ran-
dom variablesd1, d2, . . . , dN with uniform distribu-
tion inside the disk|z| < d are considered, i.e. they
have the probability density

fk(z) :=





1
πd2 , |z| < d,

0, |z| ≥ d.

Let a1, a2, . . . , aN be the random variables defined
by formula ak = dk + bk, k = 1, N , where the
variablesbk possess the constant valuesbk. In the
following, the values of the above introduced ran-
dom variablesak are denoted byak. Thus, the disks
Dk = {z : |z − bk| < d} are randomly distributed
inside the unit periodic cellQ(0,0). It is assumed that
d+r < 1√

N
. This means that each disk lies in the pre-

scribed part of the original square cell and does not
cross or touch the boundary of corresponding part.
Below, the dependence of the effective conductivity
upon the random positions of the reinforcements in
the symmetric array is investigated.
For the sake of simplicity, each coefficientAp in the
representationλe is decomposed as follows

Ap = A(0)
p + Ãp, (15)

whereA
(0)
p corresponds to the deterministic periodic

structure (d = 0) andÃp is the correction due to ran-
domness of the positions ofak. The expected value
from the last equality is

〈Ap〉 = A(0)
p + 〈Ãp〉. (16)

Sinceλe is linear inAp, the same decomposition for

λe: λe = λ
(0)
e + λ̃e is obtained. Calculating the ex-

pected value from the latter relation, one gets

〈λe〉 = λ(0)
e + 〈λ̃e〉. (17)

The partλ(0)
e corresponds to the deterministic sym-

metric structure. The case of a single reinforcement
in a square periodicity cell has been calculated in [3],
[4]. The expected value of〈λ̃e〉 is defined by the for-
mula:

〈λ̃e〉 = 2ρν[〈Ã0〉+ 〈Ã1〉ν + 〈Ã2〉ν2 + . . .]. (18)

By definition

〈Ãp〉 :=
∫

[Q(0,0)]N

Ãp(a1, ..., aN )
N∏

k=1

fk(ak) (dσ)N ,

(19)
wherep = 0, 1, 2, . . .. Here, the integration is per-
formed with respect to the complex-valued variables
ak = x + ıy (k = 1, 2, ..., N) which are the values
of random variablesak.
It is shown in [7] that the expected values of the ran-
dom correction of the coefficientsAp in the represen-
tation (18) are non-negative

〈Ãp〉 ≥ 0, p = 0, 1, 2, 3, . . . (20)

for contrast parameterρ > 0.
For composite materials with fractal structure identi-
cally distributed random variablesaghk have uniform
distributions inside the disk|z| < dg, i.e. the proba-
bility density has a form

fghk(z) :=





1
πd2

g
, |z| < dg,

0, |z| ≥ dg.

In this case, equalities (15), (16), (18), (19) hold. It is
also shown in [6] that the expected values ofAp are
non-negative for contrast parameterρ > 0.
It follows from the inequalities (17), (18), (20) that a
symmetric structure with circular reinforcements has
a lower effective conductivity than any nonsymmetric
structure which consists of reinforcements distributed
in an arbitrary way. Thus, the effective conductivity
λe attains its minimum whend = 0.

Table 1: Effect of a small perturbation on the
effective conductivity (λ1 = 190, λ = 0.2).
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Concentration Symmetric Perturbed
ν structure structure

diagonal arrangement
0.1 0.24401 0.24493
0.2 0.29974 0.30849
0.3 0.38093 0.42979
0.4 0.52602 0.72485
0.5 0.82138 1.46112
square arrangement
0.1 0.24425 0.24444
0.2 0.29892 0.29998
0.3 0.3679 0.37139
0.4 0.45822 0.46783
0.5 0.58292 0.60713
fractal arrangement
0.1 0.2438 0.24401
0.2 0.29678 0.29788
0.3 0.36198 0.36504
0.4 0.44426 0.45118
0.5 0.55145 0.56542

Conclusions

The effective conductivity of 2D composite materials
with different topology is analytically investigated.
Obtained values for the effective conductivity as a
function of the concentrationν are compared with the
values independently obtained by the numerical finite
element method. An excellent correlation is shown in
Figure 2.
A small perturbation of the reinforcement position is
also considered. It has been proven for different ar-
rangements that forρ > 0 (i.e. the reinforcements
conductivity is more than the matrix conductivity)
and disjoint reinforcements a small perturbation in-
creases the effective conductivity.
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Abstract 
In the present paper we report on the structural and chemical disorder effects caused by mechanical and laser 

indentations in indium antimonide by means of a tomograph and topograph Raman scattering analysis. In the 
mechanical indentation, it was observed three main effects: amorphization, structural pressure induced phase 
transition from zinc blende to wurtzite structure at the centre of the face fingerprint and the presence of both 
compressive and tensile residual strains. In the laser indentations was observed an intense irreversible chemical 
disorder, the main effect being the segregation of crystalline antimony to the surface of the fingerprint. 
Keywords: Phase transformation; Mechanical indentation; Laser indentation; Disorder effects 

 
 

1   Introduction 
In the majority of the cases, Vickers 

indentations are used to determine the hardness of 
materials. However, the process of indentation 
involves interesting physical transformations as 
pressure induced structural phase transition, 
plastic flow of matter, amorphization, and 
structural defect generation. For brittle materials a 
detailed analysis of the response to mechanical 
indentations serves as a guide to define the best 
conditions for machining in ductile regime, in a 
single point diamond turning machines for 
example. This mechanical process of matter 
removal can be used as an alternative to machine 
special surface forms, such as aspherical silicon 
lenses for infrared region. 

More recently, another process applied to 
obtain special surface forms uses fusion by means 
of a high power pulsed laser as the main material 
removal mechanism. In this case the vaporized 
material during a few picoseconds is removed by a 
gas flow. These two essentially different processes 
of matter removal - one purely mechanical and 
other purely thermal - lead both nevertheless to 
damages to the worked surface. 

In the present paper we performed a detailed 
Raman scattering study on the structural and 
chemical disorder effects produced into and 
around the fingerprint of Vickers micro-
indentation and indentation by using a high power 
pulsed laser in crystalline indium antimonide, 
InSb. The choice for InSb is that between the III-

V semiconductors it is one that has the lowest 
transition pressure value, a important parameter 
that determines the conditions to machine in the 
ductile regime. A topographic study was 
performed by taken Raman spectra since the 
centre of the fingerprint up to several microns far 
form the indentation and a tomographic study by 
taken the Raman spectra with several different 
exciting wavelength with the penetration deep of 
the light varying from 8 to 14 nm. 
2   Experimental Details 
 

The samples used in this study were wafers of 
commercial InSb single crystals grown in the 
[001] direction. This direction was choose because 
in the backscattering configuration with the 
incident and scattered light along [001] direction, 
the Raman spectrum presents only a single peak at 
190 cm-1 due to the light scattering by the 
longitudinal optical (LO) phonon, as previewed by 
the Raman selection rules for the zinc blende 
structure of InSb. The presence of the peak at 180 
cm-1 due to the light scattering by the transverse 
optical phonon (TO) and the broadening of the 
Raman peaks indicate structural disorder. So, the 
intensity ratio between the TO and LO Raman 
peaks can be used to probe the structural disorder 
of InSb. Furthermore, residual strains can be 
probed by the shift of the Raman peaks: positive 
(negative) shifts indicate compressive (tensile) 
residual strain. 

The Raman scattering measurements were 
performed using a micro-Raman spectrometer 
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with a triple monochromator and a CCD detector. 
As exciting wavelengths were used the 488, 514, 
568 and 647 nm lines of an Ar ion laser, focussed 
on the sample as a spot of about 1 micron square 
by a microscope with a 100X objective. The light 
penetration depths of these lines are about 8, 9, 12 
and 14 nm, respectively for crystalline InSb [1]. 
Finally, all measurements were performed at room 
temperature, with the laser power kept at about 1 
mW at the entrance of the microscope to avoid 
thermal effects on the spectra. All results were 
obtained from fitting the Raman peaks using 
Lorentzian line shapes. 

The micro indentation tests were performed in 
a VMHT MET Leica (Leica Mikrosysteme, 
Gmbh; A-1170, Vienna, Austria) micro 
indentation apparatus using a Vickers pyramidal 
indenter. The indentation loads used in the tests 
were varied between the range of 10 g, 25 g, 50 g 
and 100g. The micro indentation test was 
performed on 12 mm x 12 mm square, 0.5 mm 
thick samples of monocrystalline (001)-oriented 
InSb. The majority of the results presented in this 
work were performed mainly on the indentations 
with 25 g, with 10 x 10 microns size. 

The laser indentations were performed using an 
ultrashort laser pulses from a Quantronix Odin 
CPA system seeded by a Coherent Mira-SEED. 
Only one laser pulse was used for each 
indentation; the temporal pulse width was 60 fs 
and its energy E = 167 mJ. The laser pulse was 
focused on the crystal surface by an f=90mm 
converging lens to produce a spot with 
approximated intensity of 7,3 TW/cm2. The 
experiment, which was performed in air, produces 
a 10 x 30 microns alonged ''scratch'' into the 
surface of the sample. 
3   Results and Discussions 
3.1 Mechanical indentations 

  
Figure 1 shows a sequence of Raman spectra 

performed on points at the centre of the 
fingerprint, (Fig. 1 a), at the centre of the face 
(Fig. 1 b), at the border (Fig. 1 c) and far from the 
fingerprint (Fig. 1 d), using the line 458 nm, 
whose penetration is about only 8 nanometers. 
From the spectra, it can be seem several different 
effects: the excitation of the TO mode of the InSb 
inside the indentation with the simultaneous 
broadening of the LO peak, the amorphization of 
InSb in the region around the centre, denounced 
by the presence of the broad band at 185 cm-1 (the 
optical band, which reflects the optical vibrational 
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Figure 1: Raman spectra performed on points at 
the centre of the fingerprint, a), at the centre of the 
face b), at the border c) and far from the 
fingerprint d) using the 458 nm exciting 
wavelength. 
 
 density of states), positive and negative frequency 
shifts of both LO and TO modes and the 
appearance of new Raman peaks at the centre of 
the face of the fingerprint. 

The activation of the TO peak and the 
broadening of the LO indicate high structural 
disorder due to the defects generation driven by 
the high pressure with high shear components 
applied by the indenter. At the centre of the 
indentation, where the pressure applied reaches its 
maximum value, it can be observed a complete 
amorphization of the material. 
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Figure 2. Frequency shift of the LO mode for 
several positions as indicated in Fig. 1 from a) to 
d). 

 
Relationship to the residual strains, denounced 

by the shifts of the Raman peaks, there are an 
interesting behaviour of InSb which shows 
positive and negative frequency shifts along the 
indentation face, similar to that also observed in 
GaAs, but completely different from the Si case, 
in which was observed only compressive residual 
strains, with very high values at the border of the 
indentation [2, 3]. Figure 2 displays the relative 
frequency shift of the LO mode Δω (= ω0 - ω, ω0 
is the frequency of the LO mode far from 
indentation) for several different positions: from 
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outside towards the centre of the indentation. At 
the centre of the face there is an inversion of the 
sign of Δω, the residual strain changing from 
compressive to tensile. 
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Figure 3: Raman spectra of InSb sample submitted 
to mechanical impact. 
 
At this region two new features appears in the 
Raman spectra at about 145 and 175 cm-1, 
suggesting that a structural phase transition 
occurred. Similar features was also observed by 
Gogotsi in indented InSb but only in cases where 
the decompression rate was intentionally 
increased, contrary to our case[4] These features 
are indicative of the occurrence of a pressure 
induced structural phase transition from zinc 
blende to wurtzite structure. 

Guided by the theoretical studies of Wang [5] 
that have predicted this transition at about 1.85 
GPa, we searched to detect it via Raman scattering 
by carefully applying hydrostatic pressure using a 
diamond anvil cell. All attempts to observe this 
specific phase transition were unsuccessful. 

To corroborate the assumptions that the 
compression rate and shear components induce the 
phase transition, we applied to one sample a rapid 
impact, where the shear components and the 
compression/decompression rates are very high. 
The resulting spectra are shown in figure 3. 
Among several visual different regions produced 
by the rapid impact imposed on the sample, there 
are some whose Raman spectrum is that from 
InSb in the wurtzite structure, as showed in figure 
3-c). It seems indeed that the existence of shear 
component simultaneous to a high 
compression/decompression rate is primordial to 
produce this transition from zinc blende to 
wurtzite structure. 

Figure 4 shows the same sequence of Raman 
spectra showed in Fig. 1, but now using the 647 
nm as excitation line, with a penetration deep of 
about 14 nm. It can be noticed that the LO Raman 
peak at about 190 cm-1 is always more intense 

than the TO one, indicating that the structural 
disorder decrease increasing the deep, being 
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Figure 4: Raman spectra performed on points at 
the centre of the fingerprint, a), at the centre of the 
face b), at the border c) and far from the 
fingerprint d), using the 647 nm as exciting 
wavelength. 
 
than the TO one, indicating that the structural 
disorder decrease increasing the depth, being 
localized mainly into the first 8 nm. The Raman 
peaks of the wurtzite phase are still present at the 
centre of the face. Figure 5 shows the Raman 
spectra taken at the same point of the indentation, 
but with three different exciting wavelengths. It is 
clear that the disorder effects are localized into the 
surface. 
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Figure 5: Raman spectra at the centre of the 
fingerprint at three different exciting wavelengths: 
a) 458 nm, b) 488 nm and c) 514 nm. 

 
3.2 Laser indentations 

 
Figure 6 shows a sequence of Raman spectra 

along a line starting at points far from up to the 
centre of the laser indentation. The Raman peaks 
at 150 and 190 cm-1 indicate the presence of 
crystalline antimony and the peak at 180 cm-1 due 
to the TO mode simultaneous to the broadening of 
the LO one indicate high structural disorder. This 
topographical study reveals that the effect of the 
laser is to promote both chemical and structural 
disorder. 
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Figure 6: Sequence of Raman spectra along a line 
starting at the centre, a) to points far from d) the 
centre of the laser indentation. e) is the Raman 
spectrum of crystalline Sb 

Figure 7 shows a sequence of Raman spectra 
taken at the same point of the indentation with 
different excitation wavelengths. It is interesting 
to notice the increase of the intensity of the A1g 
and Eg Raman peaks of antimony relative to that 
of InSb decreasing the excitation wavelength that 
is, decreasing the probed deep. This result indicate 
that the localization of the antimony mainly into 
the surface. Similar results were observed in GaAs 
and GaSb submitted to thermal treatment in 
conventional furnace, with the migration of the V 
element to the surface [6]. 
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Figure 7: Raman spectra taken at the same point 
of the laser indentation with different excitation 
wavelengths: a) 466, b) 488, c) 514, d) 568, e) 647 
nm. f) is the Raman spectrum of crystalline Sb. 
4   Conclusions 

We have performed a detailed Raman 
scattering study on the effects of the indentation of 
InSb using two different processes: mechanical 
indentation (Vickers) and thermal fusion using a 
high power pulsed laser. Our Raman results 
showed that the mechanical process lead to high 
structural disorder, localized mainly into the first 8 
nm into the surface and a complete amorphization 
at the centre of the indentation. At the centre of 
the face, there are two very interesting effects: an 

inversion of the sign of the residual strain, 
changing from compressive to tensile and a 
pressure induced phase transition from zinc blende 
to wurtzite structure. This phase transition was 
only reproduced on samples submitted to high 
impact, it was not observed by applying 
hydrostatic pressures using a diamond anvil cell. 
This means that high components of shear and 
high compression/decompression rates are need to 
induce zinc blende to wurtzite structural phase 
transition in InSb. Relationship to the laser 
indentations, our Raman results indicate that the 
thermal process produces both structural and 
chemical disorder, with the migration of the 
antimony to the surface. Finally, our results 
indicate that the both mechanical and thermal 
process lead always to disorder effects, with may 
be a limiting factor to the use of the mechanical 
and thermal machining of special surfaces in III-V 
semiconductors. 
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Abstract 
 
A new model to describe the formation of the internal oxidation layer during the oxidation of binary A - B 
alloys (where A is the host metal and B is the solute and more active metal) is presented. The model 
assumes a linear oxygen concentration profile within the internal oxidation layer, while it neglects the 
diffusion of the solute metal through the internal oxidation layer. As a result of such basic assumptions, 
we developed an equation equivalent to that formulated by Wagner almost fifty years ago. The main 
difference between our model and that by Wagner is that ours does not need accurate independent 
measurements of the concentrations of the different diffusing species. At the same time, the mathematics 
leading to Wagner’s equation are complex and their physical meaning strongly depends on the 
measurements mentioned above. Another limitation of Wagner’s model is that it was developed for 
cartesian coordinates, and there is no mention on the applicability of such model in non flat samples. 
Furthermore, our model can be used to estimate the solubility of oxygen in the host metal. 
Thermogravimetric experiments conducted in different dilute Cu - Al alloys showed that when the 
solubility limit is exceeded, there is formation of the internal oxidation layer, whereas when the 
concentration of oxygen in the host metal lies below its solubility limit, a protective layer of oxide is 
formed along the alloy surface. 

 
 

Keywords: High Temperature Oxidation; Diffusion; Binary alloys; Solubility limit; Internal oxidation 
layer 

 

 
1 Background 
 
Wagner made the first attempt to describe the 
oxidation behaviour in binary (A-B) alloys. In his 
model [1,2] he assumed that alloy oxidation is 
similar to that of pure metals.  
 
Wagner’s model considers thermodynamic 
equilibrium between the oxidant medium and the 
alloy. He estimated the rate of transport of both 
the oxygen and the alloying element (B). This 
model only works if the solubility product of BOν 
oxide is very small. The model also requires that 
the concentrations of both oxygen and B at the 
oxidation front are insignificant.   

 
In this treatment, when oxygen diffusion 
predominates, Wagner defined the depth of the 
internal oxidation layer as:  
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Where NO

(s) is the concentration of oxygen at the 
alloy surface, NB

(i)is the concentration of the 
solute B, DO is the diffusion coefficient of oxygen 
in the host metal A, t is the time of exposure and ν 
is the stoichiometric coefficient in the BOν oxide. 
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Although equation (1) does not seem to be too 
complex, it involves very precise measurements of 
the concentrations of the different diffusing 
species. Such measurements are extremely 
difficult to perform due to limitations in the 
sensitivity of the measuring devices. In spite of 
such limitations, Gesmundo et al [3] modified 
Wagner’s model. The main difference between 
Gesmundo and Wagner models relies on the 
estimation of the oxidation parameters. However, 
as in the case of Wagner’s, Gesmundo’s model 
needs, independent measurements of the 
concentrations of the different diffusing species 
which are difficult to make accurately. At the 
same time, the equations leading to equation (1) 
are complex and their physical meaning is 
strongly dependent on the measurements 
mentioned above. 
 
On the other hand, Rhines et al [4,5] proposed a 
set of equations to estimate the rate of external and 
internal oxidation. Instead of approaching these 
equations analytically, Rhines et al inserted 
guessed values of the different oxides thicknesses 
and compared them to their experimental 
measurements. The expression developed for the 
internal oxidation layer is: 
 

tDNx O
s

O ⋅
⋅⋅

=
α

)(
2 2

     (2) 

 
Where x is the depth of the internal oxidation 
layer, α is a parameter determined experimentally 
and NO

(s), DO and t have been already described. 
 
2 Diffusion data in the Cu-Al system  
 
To develop our model, we selected the Cu – Al 
system. Figure 1 shows data on the diffusivities of 
oxygen in copper [6, 7] and aluminium in copper 
[8]. The figure reveals that the diffusivity of 
oxygen in copper is three orders of magnitude 
higher than that of aluminium at 1000 ºC, whereas 
at 700 ºC, it is 5 orders of magnitude higher. 
Therefore it would be expected that oxidation 
always occurs since aluminium would not be able 
to diffuse at such rate that it would stop the 
oxygen from penetrating into the alloy. However, 
as it can be seen in Figure 2, if oxidation takes 
place, both aluminium and oxygen have to diffuse 
through the same path, and the molar fluxes are 
defined only by the product of their diffusivity and 
their solubility limit in copper. Since the solubility 

of oxygen in copper is very low and the absolute 
diffusion fluxes of both aluminium and oxygen 
are comparable, the oxidation can be explained by 
the kinetic model described in the next section. 
 

 
Figure 1: Diffusivities of oxygen and aluminium 
in copper as a function of temperature. 
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Figure 2:  Product of the solubility limit and 
diffusivity of oxygen and aluminium in copper.  
 
3 Model description 
 
During oxidation, oxygen penetrates into the alloy 
where it reacts with the aluminium to form an 
oxide layer that may or may not serve as a 
diffusion barrier. Depending upon the alloying 
element content and the oxidizing conditions, the 
oxide layer may not be able to stop the oxygen 
uptake, allowing the base metal (copper) to be 
oxidized. To further improve the understanding of 
the oxidizing behaviour of dilute Copper – 
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aluminium alloys, we developed a kinetic model 
based on the following assumptions:  
 
1. The concentration of oxygen in the 

unoxidized alloy is zero 
2. The formation of CuO in the outer scale is 

neglected 
3. Oxygen and copper concentration 

gradients in the external scale are linear. 
 
Since aluminium has a greater affinity for oxygen 
than copper, it will be oxidized preferentially over 
copper, accordingly to the equation: 
 

  2Al + 3/2 O2 = Al2O3                                 (3)     (3) 
 
From (3) we define the stoichiometric mass ratio: 

 

54
48

==
Al
ORS         (4) 

 
Since the samples used to probe this model are 
cylindrical, and assuming no concentration 
gradients in the z-direction, the number of moles 
of oxygen that penetrates into the alloy, forming 
the internal oxidation layer, is given by: 
 

( )
16

2
2

2
1 rrLAlRn CuS

O
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=
ρπ

       (5) 

 
where RS has been defined, ρCu is the density of 
copper (g/cm3), Al is the mass fraction of 
aluminium in the alloy, L is the cylinder length 
(cm), r1 is the radius of the cylinder (cm) and r2 is 
the radius of the un-oxidized alloy.  
 
The molar rate of oxygen uptake is obtaining by 
deriving equation (5) with respect of time: 
 

dt
drAlR

rL
dt

dn CuSO 2
2 16

2 ⋅
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⋅⋅−=
ρ

π       (6) 

where t is the oxidation time (s). Equation (6) 
represents the total amount of oxygen that can 
penetrate into the alloy as dissolved oxygen to 
oxidize the aluminium present in the copper 
matrix.  

On the other hand, the oxygen uptake in the radial 
direction and the molar flux are given by: 
 

dr
dC

DLr
dt

dn O
O

O ⋅⋅⋅⋅= π2           (7) 

 
where 2π r L is the mass transfer area (cm2), DO is 
the diffusion coefficient of oxygen in copper 
(cm2/s) and dCo /dr is the concentration gradient of 
dissolved oxygen in the radial direction. This 
equation represents the concentration profile of 
the dissolved oxygen through the internal 
oxidation layer. Since basically all the oxygen 
diffusing into the alloy reacts with aluminium, 
equations (6) and (7) are equated, and since we are 
dealing with diluted copper alloys, CO can be 
expressed in terms of the weight fraction of 
oxygen (O) in copper, thus we obtain:  
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The solution of equation (8) is: 
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For more details in the development of this model, 
we refer the reader to literature [9]. Swisher and 
Fuchs [10], using slightly different assumptions 
arrived to the same equation.  
 
4 Experimental 
 
To verify the model above described, several 
dilute copper - aluminium (1 to 4 wt %) alloys 
were prepared in an electric furnace. High purity 
copper and aluminium were melted in a graphite 
crucible under an inert atmosphere to prevent 
oxygen pick up. Once melted, the alloys were cast 
into cylindrical graphite moulds; then the 
cylinders were machined to smaller cylinders with 
a diameter of 1.0 cm and height of 1.0 cm. 
 
Before every oxidation test, each cylinder was 
ground with grit paper grade 800, water rinsed and 
pickled in an acidic solution. After pickling, the 
samples were rinsed in water and dried with air. 
Once cleaned every sample was measured and 
weighted. Finally every sample was placed into an 
alumina crucible to be oxidized in a muffle from 
700 to 1000 ºC in air. Samples were taken out of 
the muffle at different times. Once cooled, the 
samples were weighted again, and then mounted 
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for metallographic examination. In every case the 
mounted samples were ground with grinding 
paper (grades 180 to 1200) and polished with 
chromia to avoid alumina contamination. The 
samples were observed under an optical 
microscope and the thickness of the internal 
oxidation layer was measured by means of a grid.  
 
Figures 3 and 4 show micrographs of two different 
alloys oxidized under the same conditions. The 2 
wt% Al alloy developed both a thick external 
scale and the internal oxidation layer. The 2.25 
wt% Al alloy only developed a not so thick 
external scale; such scale is the due to the 
oxidation of the copper in the alloy surface. There 
is no indication of the formation of the internal 
oxidation layer.  
     
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3:  2 wt% Al alloy oxidized in air at 850 ºC 
during 8 hrs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: 2.25 wt% Al alloy oxidized in air at 850 
ºC during 8 hrs. 

5 Results 
 
The thickness of the internal oxidation layer was 
used to estimate the difference in radii (r1-r2) in 
equation (9).  
 
Equation (9) represents the penetration of oxygen 
in the alloy as a function of time. It has the shape 
of a straight line whose ordinate is time and its 
slope is the quotient on the right side term of 
equation (9).  To estimate the amount of oxygen 
dissolved in the alloy, we used the measured depth 
and the average diffusion coefficient for oxygen in 
copper [6, 7]. Figure 5 shows plots of g(t) versus 
time for the oxidation of the 2 wt % Al alloy at 
different temperatures. Table I summarizes the 
results for the different alloys tested. 
 
It also must be noticed that the right hand side of 
equation (9) is equivalent to the ones in equations 
(1) and (2) respectively. 
 
Thus by measuring the difference between r1 and 
r2, it is possible to indirectly measure the 
concentration of oxygen within the internal 
oxidation zone. 
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oxidized in air 

Figure 5:  Depth of penetration of oxygen at 
different temperatures in the 2 wt% Al alloy.  
 
Figure 6 shows a plot of the solubility of oxygen 
versus the reciprocal of temperature for different 
alloys. In the same figure, we compare our results 
to independent measurements of the oxygen 
solubility in copper [6, 7]. If the concentration of 
oxygen in any alloy exceeds its solubility limit in 
copper, the internal oxidation zone will lead to an 
external scale, whereas if the concentration of 
oxygen lies below the solubility limit, no external 
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scale will be formed, so the amount of aluminium 
in the alloy is sufficient to protect copper from 
being oxidized.    
 
Table 1: Depth of penetration of oxygen in the 
alloys tested at different temperatures.  
 

 
 

 
Figure 6: Oxygen content in copper for different 
alloys after being oxidized in air at different 
temperatures. 
 
 

6 Future work  
 
To verify the accuracy and precision of the model 
presented in this paper, we have started oxidation 
tests in copper base alloys: Cu-Ti, Cu-Cr, Cu-Si, 
Cu-Be and Cu-Zn. It is expected that these 
systems behave in a manner similar to the Cu-Al 
system. We also want to extend this approach to 
ternary and higher order alloy systems.  

Alloy 
  

 

Temperature 
(ºC) 

 

DO        

 (cm2/s) AlR
OD

S

O

⋅
⋅

×2  

700 3.6 x 10 -6 5 x10-12

800 7.8 x 10 -6 1 x10-11

850 1.1 x 10 -5 1 x10-10

1 wt. % 
Al 
 
 

1000 2.5 x 10 -5 2 x10-10

700 3.6 x 10 -6 1 x10-14

800 7.8 x 10 -6 2 x10-12

850 1.1 x 10 -5 3 x10-11

900 1.5 x 10 -5 6 x10-11

2 wt. % 
Al 

1000 2.5 x 10 -5 1 x10-10

800 7.8 x 10 -6 1 x10-14

850 1.1 x 10 -5 1 x 10-13

900 1.5 x 10 -5 1 x 10-12

2.25 wt. 
% Al 

1000 2.5 x 10 -5 4 x 10-11

900 1.5 x 10 -5 1 x 10-142.5 wt. % 
Al 

1000 2.5 x 10 -5 1 x 10-11

 
7 Conclusions 
 
A new alternative kinetic model to describe the 
oxidation behaviour of dilute binary alloys has 
been proposed.  
 
The model was set up by means of a mass balance 
and assuming a linear concentration profile of the 
different diffusing species within the alloy.  
 
The model allows estimating the amount of 
oxygen that has penetrated into the alloy. When 
the amount of oxygen in the alloy exceeds its 
solubility limit in the base metal, the internal 
oxidation layer develops; consequently a thick 
external oxide layer develops as well. On the  
other hand, if the amount of oxygen within the 
alloy does not exceed the solubility limit, a dense 
compact layer of the most stable oxide (Al2O3 in 
this case) forms serving as a diffusion barrier; 
such barrier slows down  the oxidation process. 
As more alloying element is added to the base 
metal (copper) the more likely the oxidation 
process will stop completely. 
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Abstract 
A numerical method is described enabling to simulate the evolution of carbide and nitride precipitates ensemble in 

steels at isothermal annealing. This method is based on the mean field approximation and consideration of precipitate 
evolution in field cells. It is taken into account that this evolution includes not only the growth and dissolution of the 
particles existing, but nucleation of the new ones as well. This method enables to simulate the precipitate evolution at 
all the stages beginning from nucleation and up to stationary coarsening. The results of kinetic calculations of VC 
evolution in steels at different initial particle size distributions are presented and analyzed.  

 
Keywords: Numerical simulation; Growth; Dissolution; Coarsening; Precipitates; Steels; Carbides; Nitrides 
 
 

1  Introduction 

Carbide and nitride particles may significantly 
affect the structure and properties of steels. The 
degree and character of the dispersed particles 
effect is determined by the state of the precipitate 
ensemble forming mainly at heat treatment.    

In the development of the dispersed-hardened 
and ageing alloys it was impossible up to now to do 
without a great deal of experimental research on the 
state of precipitates forming in these materials.   
Recently however the situation substantially 
changed with the occurrence of opportunity to 
simulate precipitates behavior at heat treatment. It 
was due to two reasons, namely, an accumulation of 
a great volume of thermodynamic and diffusion 
data, and the development of high-productivity 
personal computers.   

Nevertheless, as a rule, only different special 
cases are considered and various assumptions are 
made because of the complexity of this problem. 
Moreover, different models are usually used for 
different stages of precipitates evolution. In 
particular, in simulation of precipitate growth and 
dissolution it is usually assumed that all the 
particles are of the same form and sizes and are 
equally spaced to each other [1,2].  

These assumptions are naturally not valid at 
simulation of coarsening. And in the latter case it is 
usually assumed that the equilibrium phase 
composition has been already attained [3-5], which 
makes impossible to apply this model for simulation 
of growth and dissolution.  

In Ref. [6] we suggested a new numerical 
method enabling to simulate precipitate evolution in 

binary systems at different stages. Later this method 
was generalized to the case of multicomponent 
systems [7,8], and in Ref. [9] the formation of new 
nucleation centers was taken into account. In the 
present work the essence of this method is 
considered in brief, its capability is analyzed and 
the results of calculation of precipitate evolution in 
steels accomplished by means of this method are 
presented.  

2  Numerical calculation techniques  

Working out the model we did our best to make 
minimum assumptions, the following ones being 
used:  

1. Particles are of a spherical form. 
2. The precipitates composition is constant, and 

there is no diffusion in them. 
3. The local thermodynamic equilibrium is 

established on precipitate/matrix interfaces. 
4. Mass transfer is controlled by volume 

diffusion in a matrix. 
These assumptions substantially simplify 

calculation only slightly lowering its commonness.  
The volume fracture of precipitates (F) and 

particle size distribution (PSD) in the initial state 
served as the original data in simulation of 
precipitate ensemble evolution. The PSD was given 
by a histogram where the fraction of particles, nk, 
falling into the interval from Rk-ΔR/2 to Rk+ΔR/2 
was associated with this k-th interval of particles 
radii.  Here Rk is an average radius of particles of 
the k-th size interval, and ΔR is the width of size 
intervals, this width being the same for all size 
intervals. Then a step-wise procedure was used, and 
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based on the volume fracture and PSD at the 
moment of τ these parameters were calculated for 
τ+Δτ. 

The method is based on the mean field 
approximation, where the concentrations of all 
elements at some distance from a particle are 
considered to be the same (equal mean 
surrounding). This approximation requires some 
assumptions associating the extension of particles 
transport fields (i.e. the sizes of spheres of their 
influence) with particles sizes and their volume 
fraction. The choice of possible field cell 
geometrical models was discussed in detail in Refs 
[6,10], and that is why it is not considered here. 
Note that in the present work the model from Ref. 
[10] is used, according to which the radius of a field 
cell of the k-th size interval ( L

kR ) is proportional to 
the particle radius and inversely proportional to a 
cubic root of the precipitate volume fraction (F):  

3/1−⋅= FRR k
L
k          (1) 

A quasi-stationary approximation was used for 
the calculation of the diffusing component 
concentration distribution, i.e. the time derivative 
was neglected in the diffusion equations. The mass 
transfer in a cell of the k-th size interval is thus 
expressed by the following equations: 
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where )(rCk
j  is the concentration of the j-th 

component in a cell of the k-th size interval; ijD~  are 

the partial interdiffusion coefficients; and k
iK  are 

the constants.   
The mass balance conditions at an interface of a 

particle and the matrix from the k-th size interval 
are as follows: 
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where P
mυ  and M

mυ  are molar volumes of a 
precipitating phase and a matrix, respectively; and 
M/PCi and PCi are concentrations of the i-th 
component in a matrix/precipitate interface and in 
the precipitate itself, correspondingly.     

The local thermodynamic equilibrium conditions 
at an interface of a carbide or nitride precipitate of 
the k-th size interval, MX (where X denotes carbon 
or nitrogen), and a matrix, with the correction for 

the interface curvature are as follows:    

02
=−−+ MX

k

P
m

XM G
R

GG συ
         (4) 

where MG  and XG  are chemical potentials of a 
carbide- or nitride-forming element and carbon or 
nitrogen in a matrix at an interface with the particle; 
σ is the specific surface energy of a 
precipitate/matrix interface; MXG  is the Gibbs 
energy of the MX formation.   

Component concentrations at boundaries of all 
field cells should satisfy the boundary condition  

i
LL

k
k
i CRrC == )(   (5) 

This boundary condition expresses the equality 
of component concentrations at boundaries of all 
field cells, i.e. the equal mean surrounding.  

Besides, the usage of a quasi-stationary 
approximation makes it necessary to add to these 
equations the mass conservation condition to which 
the calculated component concentrations in a matrix 
should satisfy:  

0)1( iii
p CCС =−+ αα ,  (6) 

where α is a precipitate mole fraction, iC  is the 
average concentration of the dissolved component 
in a matrix, and 0

iC  is the dissolved component 
concentration in an alloy.   

The average concentration of the dissolved 
component in a matrix is connected with 
concentration distributions in cells, and the 
precipitate mole fraction is associated with its 
volume fraction by the following equations: 

 

[ ]∑

∑ ∫

=

=

−
= m

k
k

L
kk

m

k

R

R

k
ik

i

RRn

drrCn
C

L
k

k

1

33

1

2

)()(

3

  (7) 

M
m

P
m

P
m

FF
F

υυ
υα

/)1(/
/
−+

=   (8) 

With a knowledge of the particles volume 
fraction and PSD it is possible to calculate the 
interface rates for particles of all size intervals by 
the combined solution of equations (2)-(6) with the 
account for (7)-(8).  These equations were solved 
numerically by Newton’s method using the finite 
differences technique for calculation of the 
component concentration distributions in cells. The 
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mobile spatial nets were constructed for field cells 
of all size intervals, their first node coinciding with 
an interface and the last one with a cell boundary, 
and the continuous component concentration 
distributions were replaced by net functions 
determined in discrete nodes of the spatial net.   

In the algorithm suggested the state of the 
particles ensemble at a new time step, namely, their 
radii kR′ , volume fraction F' and PSD, is at first 
calculated by the following formulas without regard 
for nucleation processes:   

τ
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A special procedure, described in Refs [6,7] and 
based on the analysis of the amount of particles 
leaving the original size interval and falling into it 
from other intervals in the process of growth or 
dissolution, is used for PSD calculation at a new 
time step.  

Then the critical nucleus radius (Rcrit.) and the 
mean nucleation rate (J) were calculated based on 
the mean matrix composition. This calculation was 
carried out based on the classical nucleation theory 
using the method suggested in Refs [11,12]. Based 
on the obtained data the corrections on the volume 
fraction and PSD connected with the formation of 
new nucleation centers were calculated. The 
calculation procedure for a case when the formation 
of new nucleation centers is probable is described in 
more detail in Ref. [9]. 

The calculated values of volume fraction and 
PSD served as the initial data for calculations at a 
new time step. This procedure was repeated till the 
necessary time was reached. 

In Refs [7-9] we compared the results of 
precipitate evolution calculations accomplished 
using this method with the available experimental 
data for different stages of precipitate evolution in 
steels of various composition. For all the cases 
considered a satisfactory agreement of calculations 
with experiment was obtained.   

Thus, we have worked out a numerical method 
enabling to simulate precipitate evolution in steels 
at the stages of nucleation, growth, dissolution, 

coarsening and intermediate stages.   
 

3  Analysis of the original PSD influence on the 
kinetics of precipitate evolution  

Using the algorithm developed the influence of 
the original PSD on further precipitate evolution has 
been analyzed, the analysis having shown the strong 
dependence of particles ensemble evolution on the 
initial PSD. To illustrate that we present here the 
calculation results of simulation of vanadium 
carbides growth and dissolution in austenite for 
three original PSD:   
1. A very narrow PSD (the width of 0.5 nm) given 

by a normal distribution with the center at 10 nm   
2. A relatively wide PSD (the width of 5 nm) given 

by a normal distribution with the center at 10 nm  
3. A bimodal PSD given by a sum of two normal 

distributions the width of 5 nm with centers at 9 
and 70 nm.  The volume fraction of particles 
corresponding to them was 0.99 and 0.01 
respectively. 

 
 
 

 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 1: Three types of the initial PSD. 
 

The average particle size for all the three types 
of PSD was the same and equaled to 10 nm. Figure 
1 demonstrates the normalized histograms of the 
initial PSD, the upper ones for every PSD showing 
the number of particles (n), and the lower ones – the 
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volume fraction of particles (f) corresponding to 
every size interval. The latter histograms show how 
the precipitates volume is distributed between the 
particles of different sizes.    

Figure 2 presents dependences of VC average 
size, their volume fraction and PSD width on the 
annealing time at 9000C for steel with 0.1 wt. % V 
and 1.0 wt. % C. The volume fraction of the 
precipitating phase was 0.0017 in the initial state, 
which corresponded to the maximal possible 
amount of VC in steel of composition considered 
and was substantially more than the equilibrium 
value. At heating of this steel up to 9000C 
precipitates at first partly dissolve, and then the 
coarsening stage starts.  At the dissolution stage the 
free energy of a system decreases mainly at the 
expense of its volume constituent through the 
reduction of the precipitate volume fraction.  When 
phase composition approaches its equilibrium value, 
the coarsening stage starts.     

At the dissolution stage the precipitates volume 
fraction reduces which is accompanied with particle 
size changes. In that case the initial PSD has a 
strong effect on precipitates average size and 
volume fraction temporal dependences. 

In case of a narrow initial PSD (type 1) the 
dissolution process is the most rapid and is 
accompanied with the decrease of the precipitate 
average size. The precipitates dissolution results in 
the reduction of their volume fraction up to the 
value lower than the equilibrium one. This is due to 
the fact that in that case particles become very 
dispersed, and that is why their solubility increases.    

Precipitate dissolution is accompanied by a 
noticeable grow of the PSD width, which may be 
explained as follows. Fine particles dissolve faster 
than the coarse ones, and, consequently, the narrow 
initial PSD substantially broadens.    

In case of wide initial PSD (type 2) dissolution 
proceeds slower because in that case the main 
precipitate volume is concentrated in coarser 
particles, which dissolve slower. In spite of 
dissolution the average particles size at first does 
not change and at later steps even grows, because at 
dissolution not only particle sizes reduce, but  the 
most dispersed particles completely disappear. The 
PSD width at precipitate dissolution in this case 
changes only slightly.  

The dissolution is the slowest in case of the 
bimodal PSD (type 3). The most complicated 
dependences of the average size, volume fraction 
and PSD width on the annealing time are 
characteristic of this case. For understanding of 

these dependences one should remember that coarse 
particles dissolve much slower than small ones. At 
first small particles dissolve while the coarse ones 
only slightly reduce in sizes. The complete 
dissolution of fine particles results in the several 
times growth of the average size. At further 
annealing the precipitates average size slightly 
reduces due to their dissolution. After the complete 
dissolution of fine particles the process slows down, 
and a fold appears on the volume fracture temporal 
dependences. The PSD width at the step of fine 
particles dissolution at first increases due to the 
broadening of the initial distribution, and then 
drastically reduces at their full dissolution, and the 
distribution is no more bimodal. At further 
dissolution of coarse particles the PSD width grows 
again. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Variation of VC average radius (R), 
volume fraction (F) and PSD width (W) at 9000С 

annealing of steel with 1 % C and 0.1 % V. 
R0 = 10 nm, F0 = 0.0017. Figures near curves denote 

the type of the initial PSD. 
 
After dissolution the coarsening stage comes, at 

which the particles volume fracture is close to the 
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equilibrium and only slightly changes with time, the 
cube of the average size linearly depends on time 
and the distribution width tends to an asymptotic 
value. At the coarsening stage the curves 
corresponding to different initial distributions flow 
together. 

To illustrate the initial PSD influence on the 
particles growth kinetics the precipitate evolution in 
steel with 0.5 % V and 1.0 % C at 10000C has been 
simulated. The volume fracture of VC particles in 
the original state was taken 0.001, which is several 
times lower than the equilibrium value (0.00463).   
Figure 3 demonstrates the calculation results for 
three initial distributions. It can be seen that there 
are several areas corresponding to different stages 
of precipitate ensemble evolution in the curves 
presented. The first stage corresponds to the 
diffusion growth of precipitates, then some 
intermediate stage is observed and, finally, the 
coarsening stage starts. The solid solution 
supersaturation in the original state is not great in 
this case, and that is why the new nucleation centers 
formation is not well developed.   

At the stage of growth the precipitates volume 
fraction rapidly increases practically achieving the 
equilibrium value. The phase transformation is the 
rapidest in case of narrow PSD (type 1), and the 
slowest at bimodal PSD (type 3). It is explained by 
the fact that the greater is the interface area, the 
faster is the phase transformation. This area is the 
greatest at PSD 1, when all particles are small, and 
the smallest at PSD 3, when more than a half of 
precipitates volume fraction is concentrated in 
coarse particles.  

The initial PSD changes in the process of 
growth. In case of PSD 1 it slightly broadens, but 
nevertheless remains quite narrow at the entire stage 
of the diffusion growth.  

At PSD 2 and 3 they just on the contrary get 
substantially narrower. Thus, the precipitate 
diffusion growth if it is not accompanied by 
noticeable nucleation promotes the formation of 
quite narrow PSD, which is due to the fact that fine 
precipitates grow faster than the coarse ones.  

As the solute precipitates from the solid solution, 
and the precipitate volume fraction approaches to its 
equilibrium state, the possibilities for further 
decrease of the system’s volume free energy are 
exhausted, the diffusion growth ceases and the 
following stage of the process starts. In the 
examples considered the stage of particle sizes 
stabilization set up after the end of the diffusion 
growth. By the beginning of this stage a narrow 

PSD has been formed as a result of the previous 
diffusion growth, and the precipitate volume 
fraction attains the value close to the equilibrium 
one and practically does not change at further 
annealing. It is the formation of the narrow PSD at 
the diffusion growth of precipitates that is the cause 
and the necessary condition for the realization of 
this stage, as the stability of a dispersed system to 
coarsening is the higher the lower is the particle size 
scattering.  At this stage of the process the average 
particle size practically does not change, but the 
PSD broadens. 

 
Figure 3: VC particles average size (R), their 

volume fraction (F) and PSD width (W) in steel 
with 1 % C and 0.5 % V versus the annealing time 
at 10000C. R0 = 10 nm, F0 = 0.001, figures 1, 2 and 

3 denotes the initial PSD type. 
 

When the distribution width attains a certain 
value (W ∼ 0.21-0.22) the precipitate ensemble 
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average size is capable to grow by dissolution of 
fine and growth of coarse particles, i.e. transition to 
the coarsening stage occurs. 

In cases 1 and 2 the PSD is close to the universal 
Lifshitz-Slezov’s distribution [13], and at further 
evolution the cube of the average particles size 
linearly changes with time, and PSD asymptotically 
approaches to the Lifshitz-Slezov’s one.   

In case of the initial PSD 3 the evolution at the 
coarsening stage substantially differs, as the 
particles are concentrated in two appreciably 
differing size intervals. At coarsening particles from 
large size interval grow at the expense of the small 
ones, and the average size grows with time faster 
than in cases 1 and 2. At the beginning of this stage 
the fraction of large size interval particles is small, 
and the main part of precipitates is concentrated in 
the interval of small sizes. As coarsening proceeds 
the number of particles in the small size interval 
decreases. This results at first in PSD broadening, 
but then, at full dissolution of fine particles, in its 
drastic narrowing. In that case the second interval of 
particles size stabilization is observed, at which the 
narrow PSD broadens and classical coarsening 
starts.  

At certain isothermal annealing duration the 
average precipitate size dependences on time for the 
three initial distributions flow together.     

4  Conclusion 

An algorithm enabling to simulate the behavior 
of polydispersed carbide and nitride precipitates 
ensemble of constant composition at heat treatment 
has been worked out. The characteristic feature of 
this algorithm is that it accounts for the ensemble 
polydispersity and is valid for multicomponent 
systems, and describes such stages as growth, 
dissolution and coarsening in the framework of one 
model. Besides, it accounts for nucleation of new 
particles.  Several assumptions and simplifications 
were made in working out this algorithm, which 
surely make the model less realistic and limit its 
application, but at further development of the 
algorithm the majority of them may be rejected. The 
analysis of the initial PSD effect on precipitate 
evolution accomplished with the algorithm 
suggested has shown that the original PSD type may 
substantially influence the heat treatment kinetics 
both at growth and dissolution of precipitates.  
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Abstract 
 

The parameters of nuclear gamma-resonance (Mössbauer) spectra on 119mSn nuclei inserted in grain boundaries of 
polycrystalline Nb have been determined at the annealing temperatures of 680-994К (0.25-0.36Тm). Two components 
are observed in the emission NGR spectra at all the annealing temperatures considered. One of them (component 1) was 
found to result from the 119mSn atomic probes localized in grain boundary cores, while the other one (component 2) 
corresponds to that located in the near-boundary areas. Diffusion annealing temperature dependences of both 
components parameters have been analyzed. The coefficients and enthalpy of Sn grain-boundary segregation are 
determined based on this analysis, as well as the ratio of the diffusion pumping zone extention to the grain boundary 
width and the enthalpy of the atomic probes “pumping” from grain boundaries into the bulk. 

 
Keywords: Grain boundaries; Grain-boundary diffusion; Segregation; Mössbauer spectroscopy 
 
 
 
1  Introduction 
 

The investigation techniques based on the use 
of the emission Mössbauer spectroscopy of 
radioisotope nuclei inserted into grain boundaries 
has been lately successfully applied to study the 
structure and physical properties of high-angle grain 
boundaries in a number of transition and noble 
metals [1-6 et al.]. This method of investigation of 
grain boundaries and the adjacent areas, developed 
by Klotsman and Kaigorodov [1-2], is as follows. 
The Mössbauer atomic probes capable of giving 
spectra information are diffusion inserted into a 
substance under investigation at such annealing 
conditions, which ensure their primary localization 
in grain boundary cores. The registered resonance γ- 
radiation gives information on the properties of 
those states, where the atomic probes appear to 
locate.  In Refs [1-6 et al.] grain boundaries of a 
number of transition and noble metals were 
investigated using the 57Co Mössbauer nuclei, while 
the 119mSn nuclei practically have not yet been 
employed to study internal interfaces, though in 
some cases it is of great importance to use those 
very nuclei.   

The application of the emission Mössbauer 
spectroscopy on 119mSn nuclei is of special interest 
for the investigation of local structure, diffusion and 

physical properties of grain boundaries and adjacent 
areas in polycrystalline niobium, because the 
manufacture of superconducting Nb3Sn-based 
bronze-processed composites is based on Sn 
penetration from Cu-Sn matrix into niobium 
filaments [7].   

The main goal of the present study was to 
investigate grain boundaries in polycrystalline Nb 
by the method of the emission nuclear gamma-
resonance (NGR) spectroscopy on 119mSn nuclei.  

 
2  Experimental procedure 
 

The research has been carried out on a high-
purity polycrystalline niobium. The SIMS analysis 
with the CAMECA IMS-3f ion analyzer has shown 
the total concentration of substitution impurities to 
be about 5 at. ppm. The interstitial impurities 
concentration appeared to be substantially higher, 
namely, ~ 350 at. ppm O and ~ 100 at. ppm C. 
There was no texture in the specimens investigated, 
and an average grain size was about 50 μm.  

To obtain a Mössbauer source, the 119mSn 
radionuclide (~ 80 MBq) was electrolytic deposited 
on a surface of a polycrystalline Nb sample the area 
of about 1 cm2. To insert the 119mSn atomic probes 
into grain boundaries this sample was then annealed 
at 680K, 7h. After the annealing the residual 
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undiffused 119mSn radionuclide was removed from 
the sample surface by a selective etchant (HCl).   

The main rapid diffusion paths in Nb 
polycrystals of the recrystallization origin are 
common high-angle grain boundaries. Besides, the 
rapid diffusion is possible along dislocations and 
special boundaries. Diffusion coefficients along the 
latter defects of crystal structure are appreciably 
lower than that along the high-angle grain 
boundaries [8], and, respectively, they control a 
narrower diffusion zone. To exclude the effects of 
dislocations and special boundaries on the 
Mössbauer grain-boundary spectra, a layer of about 
1 μm thick was removed from the sample surface 
by chemical polishing.   

Along with the grain-boundary Mössbauer 
source, a bulk (standard) Mössbauer source was 
manufactured with the same techniques, with about 
20 MBq of  119mSn deposited on a surface of a high-
purity Nb single crystal. The latter was annealed at 
1273R, 4h.   

The NGR spectra were measured on a 
Mössbauer spectrometer operating in a constant rate 
regime. After the measurement of the NGR 
spectrum of polycrystalline Nb annealed at the 
lowest temperature, the latter was annealed at 
higher temperatures with 20-80K intervals and the 
same duration of 2h with subsequent taking of NGR 
spectra. All the measured isomer shifts are 
presented relatively to BaSnO3. The emission NGR 
spectra expansion in constituents was accomplished 
with the specialized “Univem MS” program for the 
Mössbauer spectra treatment.   

 
3  Results and discussion 
 
Characteristic emission NGR 119mSn spectra in 
polycrystalline Nb after the annealing at different 
temperatures are shown in Fig. 1. It can be seen that 
at all the annealing temperatures there are two 
components in these spectra, the origin of which has 
been definitely established in Refs [1-6]. The more 
intensive at lower temperatures component 1 
corresponds to the atomic probes localized in grain 
boundary cores. The quadrupolar splitting of this 
line (of about 0.44-0.48 mm/s) testifies that the   
119mSn atomic probe positions in high-angle 
boundaries of polycrystalline Nb possess 
nonsymmetrical ion surroundings. This quadrupolar 
splitting is assumed to result from the distortions 
forming around relatively big Sn atoms. This 
assumption is supported by the fact that there is no 
quadrupolar splitting of component 1 when 57Сo 
atomic probes are employed [2-6]. 

The second line (component 2) is due to the 
119mSn atomic probes localized in near boundary 
areas. It may be considered as a single but 
noticeably broadened line, its width being 2.59 
mm/s after the annealing at 680K. Evaluations using 
the data of Ref. [9] on the volume diffusion of Sn in 
Nb show that the diffusion kinetic regime C is 
realized at 680-806K The calculation for the 
annealing at 806K, 2h gives the value of about 0.01 
nm for the Sn volume diffusion effective depth.  
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Figure 1: The expansion of NGR 119mSn spectra 
in polycrystalline Nb. The experimental spectrum 

is shown by markers, and the spectrum 
components – by solid lines. The annealing 

temperatures are indicated on the figure. 
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At the same time the presence of component 2 
in the grain boundary spectrum testifies an 
appreciable penetration of the 119mSn atomic probes 
in the bulk of the polycrystalline Nb. 

 The analogous results were obtained at the 
Mössbauer investigation of grain boundaries of a 
number of polycrystalline metals employing 57Сo 
nuclei. This observation was one of the reasons to 
modify the classical Fisher’s model [10]. Thus, in 
Refs [11,12] a hypothesis was suggested that 
between grain-boundary cores and crystallite 
volume there existed a so-called pumping zone of l 
width with high concentration of point defects, in 
which the diffusion coefficient Dpump satisfies the 
inequality:    

 
bpumpV DDD <<<< ,  (1) 

 
where DV and Db are the diffusion coefficients in 
the volume and grain boundaries, respectively. 

The modified Fisher’s model is schematically 
shown in Fig. 2, the following designations being 
used: Cb, Cpump and CV are concentrations in grain 
boundary cores, pumping zone and crystallite 
volume, respectively.  

 

Figure 2: Scheme of the modified Fisher’s model. 
 
We further discuss the obtained results based on 

this model and its mathematical description 
presented in Refs [11-12]. According to this model, 
there are three temperature intervals of primary 
intercrystalline diffusion: (1) Dpumpt << l2 (the stage 
at which the pumping region is being filled with the 
atomic probes∗); (2) Dpumpt ≅ l2, but  DVt << l2 (the 
stage at which the pumping region is filled with the 
atomic probes); (3) DVt > l2 (the stage at which the 

                                                 
∗ This stage of the primary intercrystalline diffusion is 
commonly not possible to observe experimentally.  

pumping front crosses the boundary between the 
pumping zone and the bulk of a crystallite). 
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Figure 3: Dependences of NGR 119mSn spectra 
parameters on the annealing temperatures. 

Dark markers – component 1, light markers – 
component 2. 

 
Figure 3 demonstrates the emission NGR 119mSn 

spectra parameters in polycrystalline Nb (where Ai 
are the relative squares, Isi are isomer shifts and Γi 
are the component widths) on the temperature of 
isochronal annealing. There are two regions on the 
of relative areas dependences. At low temperatures 
(up to about 0.3 Tm) the Ai dependence on the 
annealing temperature is relatively weak. With the 
account for previous studies it may be concluded 
that this temperature interval corresponds to the 
stage of saturation of the high-concentration point 
defect zone with the diffusing impurity. At this 
stage the 119mSn atomic probes concentration in a 
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pumping zone reaches its equilibrium state, and the 
volume diffusion rate is still too low for Sn atoms to 
transfer from the pumping zone into the volume of 
crystallites.  

In that case the diffusing impurity concentration 
in grain boundaries and in the pumping zone are 
related as follows:  

 

b
pump

CC
s

=    (2) 

 
where s is the coefficient of the atomic probes 
segregation.  

The segregation coefficient is expressed 
through the segregation enthalpy (Qs) as follows: 

 

exp sQs
RT

⎛ ⎞= ⎜ ⎟
⎝ ⎠

   (3) 

 
At the saturation stage the occupancies of 

states, qi, are related to the grain boundary width d, 
the pumping zone width l and the segregation 
coefficient s by the following equation:  

 

1

2 2( / )
q s
q l d

=    (4) 

 
From the temperature dependence of q1/q2 it is 

possible to determine the segregation enthalpy of 
the diffusing impurity: 

 

1

2

ln

1s

q
q

Q R

T

⎛ ⎞
∂ ⎜ ⎟

⎝ ⎠=
⎛ ⎞∂ ⎜ ⎟
⎝ ⎠

  (5)  

 
At this stage the relative occupancies of states 

are proportional to the relative areas of the spectra 
lines, because the probabilities of the Mössbauer 
effect for the states 1 and 2 at low annealing 
temperatures are approximately equal [4,5]. This 
enables to determine Qs based on the temperature 
dependence of A1/A2 in the low temperature interval 
of 680-806R. Using the obtained value, Qs = 31 ± 2 
kJ/mole, the values of s were calculated for 
different temperatures, and then the ratio of the 
pumping zone extension to the diffusion grain 
boundary width was determined to be l/d = 30 ± 6.  

At higher temperatures (above 0.3 Tm) the 
relative areas temperature dependences become 

steeper, testifying the stage of the crystallites 
volume occupation with the diffusing impurity.    

Based on the temperature dependences of the 
occupancies of states at this stage, the activation 
enthalpy of the process controlling the Sn pumping 
to the grain volume was determined to be ~ 300 
kJ/mole, which is close to the activation enthalpy of 
Sn volume diffusion in Nb (330 kJ/mole [9]). This 
makes possible to conclude that it is the volume 
diffusion that controls the pumping of atoms from a 
boundary into the volume. Besides, this suggests 
that the pumping zone does not decompose at the 
annealing temperatures of up to the highest of the 
investigated ones, 994К (0.36 Тm), at which the 
grain boundary component of the spectrum 
practically entirely vanishes.  

The isomer shift of component 1 is close to zero 
and is substantially higher than that of the volume 
line measured on the Nb single crystal (-1.63 
mm/s). This result shows that the electron density in 
the state 1 (that is in grain boundary cores) for the 
polycrystalline niobium is appreciably lower than in 
substitution positions of the Nb regular crystal 
lattice. Thus, after the diffusion annealing the 119mSn 
atomic probes locate in grain boundary cores in 
positions with the reduced atomic density, and these 
are the substitution positions in a high-angle 
boundary structure. Tin is an impurity with a big 
radius, its atomic volume being 23 % higher than 
that of niobium [13], and that is why Sn is not able 
to diffuse in a grain boundary core along its 
internodes, but only along vacancy-like positions of 
the same type with minimal energy barriers.    

High-angle grain boundaries of polycrystalline 
niobium obtained by rolling and annealing of high-
pure Nb single crystals were investigated employing 
the 57Co (57Fe) Mössbauer nuclei in [6]. There were 
also found two components in the emission 
Mössbauer spectrum of polycrystalline Nb, one of 
them formed by 57Co (57Fe) atomic probes located 
in grain boundary cores (component 1), and the 
other one – by 57Co (57Fe) atomic probes situated 
the Nb regular crystal lattice near boundaries 
(component 2). The isomer shift of component 1 
was found to be higher than that of component 2.  
For the emission NGR spectroscopy on 57Co(57Fe) 
nuclei this result indicates the higher density of s-
electrons of the 57Co(57Fe) nuclei located in grain 
boundary cores compared to the electron density of 
those atomic probes which are in the regular lattice 
node positions near boundaries. Based on that 
observation the conclusion about the internodes 
character of cobalt diffusion in high-angle grain 
boundaries of polycrystalline niobium was made in 
Ref. [6].  
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When the atomic volume of a diffusing 
impurity is larger than the atomic volume of a 
matrix (the case of Sn in Nb) or is commensurable 
with the latter (the case of Co in Cr [4]), the 
vacancy diffusion mechanism is realized in high-
angle boundaries. In both 57Co - Cr and 119mSn – Nb 
systems the Mössbauer impurity diffusion along 
high-angle polycrystal grain boundaries also occurs 
by the vacancy mechanism.  

The isomer shift and the line width of 
component 1 change almost not at all with the 
annealing temperature indicating that the Sn atomic 
probes surroundings in polycrystalline Nb grain 
boundaries only slightly change with temperature. 

Contrary to component 1, the component 2 
parameters appreciably change with the annealing 
temperature. At the lowest investigated annealing 
temperature of Nb polycrystals (680K) the isomer 
shift of the volume line equals to -1.12 mm/s, which 
is substantially higher than that of the volume 
(standard) source (-1.63 mm/s). The higher isomer 
shift value is due to the lower electron density on 
119mSn nucleus. The analogous effect, that is the 
lower electron density on nuclei in the pumping 
zone at low annealing temperatures (T/Tm < 0,3) 
compared to that in the volume was observed in 
other metals investigated using the 57Co atomic 
probes [2-6]. The most probable cause of the isomer 
shift increase in the near-boundary pumping zone is 
segregation of interstitial impurities in this zone. 
The interstitial impurities in metals are known to 
result not only in shift, but also in broadening of 
spectral lines [14,15]. The number of interstitial 
atoms located closely to the 119mSn probe (in the 
first and second coordinate spheres) may be 
different which results in some distribution of 
isomer shifts and line widths. As a result, the 
experimental width of component 2 in 
polycrystalline Nb annealed at 680K is appreciably 
higher (2.59 mm/s) than the volume source line 
width (0.91 mm/s). 

With growth of the annealing temperature the 
isomer shift decreases approaching to its value in 
the standard source. It is apparently explained by an 
increase of non-equilibrium vacancies and vacancy-
impurity complexes concentration in the pumping 
zone. It was shown in [16,17] that vacancies and 
their complexes with interstitial impurities decrease 
the lattice period contrary to individual interstitial 
impurities. As a result, the electron density on 
119mSn nuclei grows and, correspondingly, the 
component 2 isomer shift reduces with temperature 
growth. The growth of concentration of vacancies 
and their interstitial impurity complexes with the 
increase of the annealing temperature results in the 

decrease of individual interstitial impurities 
concentration and weakening of their influence on 
the component 2 width in NGR spectra of 
polycrystalline Nb. As a result, the width of the 
volume line reduces with the growth of the 
annealing temperature. The second possible reason 
for the decrease of the electron density on 119mSn 
nuclei and the volume line width with growth of the 
diffusion annealing temperature may be the 
withdrawal of interstitial impurities from the 
pumping zone.   

 
4  Conclusion 
 

The study of high-angle grain boundaries in 
polycrystalline Nb with the use of 119mSn Mössbauer 
nuclei inserted by the kinetic regime of C type has 
shown that the 119mSn atomic probes occupy two 
types of sites in the grain-boundary diffusion zone, 
namely, in grain boundary cores and in near 
boundary areas of regular lattice. The atomic 119mSn 
probes are located in grain boundary cores in 
positions with the reduced atomic density, which 
indicates the vacancy-type mechanism of Sn 
diffusion along the polycrystalline Nb high-angle 
boundaries. This results from the fact that 119mSn 
probe in Nb is a large-radius impurity, and it cannot 
diffuse along the internodes.      

According to the character of temperature 
dependences of both components areas (occupancy 
of states) it has been shown that Sn in Nb enriches 
grain boundaries. The activation enthalpy of Sn 
segregation on high-angle grain boundaries of 
polycrystalline Nb is determined to be 31 ± 2 
kJ/mole. The ratio of the extension of the high 
concentration point defect zone, l, to the diffusion 
width of a grain boundary, d, is shown to be   l/d = 
30 ± 6. 

In the investigated temperature interval the 
parameters of a grain boundary line in the emission 
NGR spectra (isomer shift, line width and 
quadrupole splitting) only slightly depend on the 
annealing temperature. This means that at these 
temperatures there are no appreciable changes either 
in composition or in concentration of the residual or 
alloying impurities as well as their complexes with 
vacancies in high-angle grain boundary cores of 
polycrystalline Nb. At the same time the parameters 
of the volume line (component 2) substantially 
change in the temperature interval considered. 
These peculiarities are apparently connected with 
differences in the atomic structure of grain 
boundary cores and near-boundary areas.    
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Abstract 
 

The transient hot-wire technique is widely used for absolute measurements of the thermal conductivity and 
thermal diffusivity of fluids. Both free convection and fluid radiation can significantly influence these measurements 
–  especially those for thermal diffusivity. Corrections to account for these effects are seen in departures in linearity 
of the actual line source model temperature rise. In this paper the influence of free convection on measurements of 
thermal conductivity and thermal diffusivity for argon is shown; for comparison the influence of fluid radiation on 
some measurements of the thermal conductivity of n-pentane are also presented thus demonstrating the difference 
between the influence of natural convection and thermal radiation. 
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1 Introduction 
 
The transient line source instrument provides 
rapid and accurate measurements of fluid thermal 
conductivity utilising what is called the ‘line-
source’ model. A series of corrections, however, 
must be made to account for differences between 
the actual and ideal heat transfer; free convection 
and thermal radiation are two of the necessary 
corrections. This paper summarises the 
development of the line source transient hot-wire 
technique and the potential influence both free 
convection and thermal thermal radiation can have 
on the measurement of fluid thermophysical 
properties.  
 
2 Method  
 
The transient hot-wire method is widely accepted 
as a primary instrument for accurate measurement 
of fluid thermal conductivity on a wide variety of 
fluids. Though theoretically feasible, practical 
simultaneous use for thermal diffusivity 
measurements has been limited due to the lack of 
reproducibility and a dependence of the results on 
the power employed. The instrument consists of a 
very thin and long wire vertically submerged in 
the test fluid. A constant current through the wire 

results in heat dissipation into the surrounding 
fluid and a transient temperature rise of the wire 
from which the thermal conductivity of the fluid 
can be determined. The working equation for 
thermal conductivity is based on the transient 
solution of Fourier’s law for an infinite line source 
[4, 5]. The ideal temperature rise of the fluid, at 
the wire–fluid interface, r=a, at time t is  
 

                                ( ) Ca

t
T

qT 2

4ln
,4

α
ρπλ

=Δ                 (1) 

where 
 
                   ∑+Δ=Δ iw TTT δ  
 
and ∑ iTδ are appropriate corrections to the 

measured temperature rise, wTΔ , q is the power 
per unit length applied to the wire, λ  is the 
thermal conductivity, α =λ /( ρ Cp) is the thermal 
diffusivity, ρ is the density, and Cp is the isobaric 
heat capacity (all for the fluid), with C=1.781… 
the exponential of Euler’s constant. One of the 
necessary corrections to wTΔ accounts for thermal 
radiation radTδ . 
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For fluids which absorb radiation, Nieto de 
Castro and fellow workers [6–8] have shown that 
the dominant correction term in the heat flux 
gradient arises from the emission of radiation by 
the heated fluid [9]. These considerations 
permitted an approximate analytical solution to 
the applicable energy equation. The temperature 
rise of the test fluid at the wire surface, ΔT, is 
given by [7]:  
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and, the correction for radiation absorbing / 
emitting fluids is [11]: 
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In this result, however, the wire itself was 

regarded as part of the fluid since the inner 
boundary condition was considered to be r=0 and 
not r=a. To eliminate this inaccuracy, the 
following solution was obtained [1] using the 
correct inner boundary condition at r=a, with the 
thermophysical properties of the wire taken into 
account, i.e.;  
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The temperature rise ΔTw represents the 

corrected measured temperature difference (aside 

from fluid radiation) and ΔT the ideal, and now 
radiation-corrected temperature difference. K is 
the mean absorption coefficient, n the refractive 
index of the fluid (both considered temperature 
independent), σ  the Stephan–Boltzmann 
constant, with subscript 1 referring to the 
properties of wire and subscript 2 referring to the 
properties of fluid. 

For fluids transparent to thermal radiation,  this 
can be corrected by [5]. 
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3 Experiment 
 

A transient hot-wire instrument was modified 
to allow improved measurements of both thermal 
conductivity and thermal diffusivity [10–12]. 
Two vertical wires, each of different length, were 
used for end effect compensation (Fig. 1). The 
principle of the measurement and details of the 
apparatus are described elsewhere [10, 11]. The 
apparatus [11] includes a pressurising system and 
an isothermal block to maintain the test fluid at a 
desired pressure (up to 70 MPa) and temperature 
(120 K-500 K) for measurements. 

 

 
Figure 1: Schematic diagram of the hot-wire cell. 

 
The measurement bridge used is shown in Fig. 

2 [11]. It includes a data acquisition/control unit 
(HP3497A), a dc power supply (HP6625A), an 
integrating voltmeter (HP3458A) which provides 
integration from 0 to 16667 ms, an external trigger 
unit (HP3437A), and a C-MOS digital switch 
which is used to switch from the ‘‘dummy’’ to the 

574



 
Int. Conf. DSL-2005, Portugal 

‘‘measurement’’ circuit. HP3497A is used to 
provide constant currents of 1, 0.1, and 0.01 mA 
when calibrating the wires and balancing the 
bridge, and also as an integrating voltmeter with 
integration times of 0.167, 1.67, and 16.67 ms 
along with digital switches used to monitor the 
circuit, under computer control, during the 
preliminary balancing as well as during the 
measurement process. HP6625A provides a high-
stability fast response power supply with 0 to 16 
VDC output to the hot-wire.  

 
Figure 2: Electrical system for measurement of 
thermal conductivity and thermal diffusivity. 

 
As indicated above, the HP3497A Data 

Acquisition System is used for several 
purposes. First, it provides a voltmeter to 
measure the voltage across the standard 
resistance, Rst , to accurately determine the 
current through the wires. Second, it also 
supplies 1-mA current used for balancing the 
bridge. Finally, it provides the digital switches 
for switching operations in the circuit. 
HP3458A is used to measure the transient 
imbalance of the bridge introduced by the 
temperature change of the hot wires and the 
voltages in every branch of the bridge. The 
methods of determining and correcting the 
bridge balance and the effective ‘‘zero’’-time 
residual bridge imbalance corrections are 
given elsewhere [10, 11]. 

The HP3437A is used to trigger 
HP3497A, HP3458A, and C-MOS switch to 
connect circuit components and to begin 
simultaneous measurements of both the 
current and the voltage across the bridge 
elements. 

4 Results and discussion 
 

For fluids which do not absorb or emit thermal 
radiation, for example argon, the plot of TΔ ~ 
ln(t) is shown in Fig. 3 [1]. A similar behaviour is 
observed with nitrogen. In these cases, a straight-
line behaviour is observed from the very 
beginning. The deviation plot resulting from a 
linear fit to TΔ ~ ln (t) data shows a random 
behaviour without any definite trend up to the 
point where free convection commences. Fig. 4 
[1] shows the deviation plot for argon at 323 K 
and 20.9 MPa.  
 

 Figure 3: Temperature rise as a function of ln (t) 
for a measurement on argon at 323K and 

20.9MPa. 
 

  

Figure 4: Deviations in the thermal conductivity 
of argon at 323K and 20.9MPa from the linear fit. 

 
Table 1: Thermal conductivity of Argon at 323.56 

K and 20.93 MPa with q=0.13915 W/m. 
 

Time interval (s) λ (W/m·K) Tref (K) 
0.12-1.00 0.02857 326.53 
0.12-1.70 0.02852 326.63 
1.00-1.70 0.02852 327.07 

575



 
Int. Conf. DSL-2005, Portugal 

For fluids which absorb and emit thermal 
radiation, such as pentane, a corresponding result 
is shown in Figs. 5, 6, and 7 [1]. The behaviour of 

TΔ ~ ln (t) data is observed to be nearly linear. 
However, due to emission, the straight line fit 
results in a deviation plot which indicates 
curvature. Figure 6 shows the deviation plot for 
the TΔ ~ ln (t) data corrected for all non-ideal 
effects aside for radiation.  Fig. 7 shows the 
deviation plot of TΔ ~ ln (t) data for both the 
uncorrected and corrected influence of radiation 
using Eqs. (2) and (3) [1,3,11]. 

 

 Figure 5: Temperature rise as a function of ln (t) 
before and after fluid thermal radiation 

corrections: normal pentane at 376K and 
34.17MPa and a power of 0.28036W/m. 

 

 
Figure 6: Deviation of the corrected (aside from 
fluid radiation) temperature differences from the 
best-fit straight line for a series of n-pentane 
experiments near 376K and 34.2MPa. 

 
 
 
 

 
Figure 7: Deviation of uncorrected and fluid 
radiation-corrected temperature rise from the 

linear fit: normal pentane at 376K and 34.17MPa 
and a power of 0.28036W/m. 

 
Table 2: Deviation of the corrected temperature 

rise from the best-fit straight line before and after 
correction for fluid radiation for a series of 
experimental runs near 376K and 34.2MPa. 

Std. deviation ID Power (W/m) before after 
50A3 0.15803 0.050 0.043 
50B3 0.15802 0.034 0.030 
50C3 0.21478 0.033 0.024 
50D3 0.21500 0.032 0.025 
50A4 0.28036 0.032 0.019 
50B4 0.28029 0.027 0.014 
50C4 0.35441 0.029 0.012 
50D4 0.35452 0.025 0.011 

Mean Std. deviation 0.033 0.022 
 

The curvature observed with n-pentane in Fig. 
6 and Fig. 7 is due to thermal radiation effect and 
not natural convection. This can be illustrated by 
comparing TΔ ~ln (t) response for argon and n-
pentane. The commencement of free convection is 
detected by a departure from the straight line of 
the corrected temperature difference, TΔ ~ ln (t) 
data provided it is remote from regions where 
outer boundary effects can be observed [5]. In Fig. 
3 [1], measurement of corrected temperature 
difference over a 2-s period for argon at 323.56 K 
and 20.93 MPa ( 0λ =0.02852W/m·K, 

0α =12.35×10-8m2·s [10]) is shown. The deviation 
from a linear fit of the corrected temperature 
difference is indicated in Fig. 4 [1], where the 
departure from linearity after 1.7 s (Fig. 4) 
indicates the onset of convection. A comparison of 
these deviation plots (Fig. 6 and 7) with that for 
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argon (Fig. 4) clearly establishes that the curvature 
trend observed with n-pentane is due to radiation 
effects. Table 1 [10] for argon indicates that as the 
time frame for the determination of λ from the 
data set is extended and/or contracted from 0.12 to 
1 and then 1.7 s, there is no significant (≤ 0.2%) 
difference in the value of λ  returned. The 

modified Raleigh number, Ra= ( )ναδβ /
3

Tg Δ , 
for the commencement of convection for this 
measurement is 1.3×105, a value that compares 
favourably with the predicted ‘‘critical’’ criterion 
Ra ≥ 105 based upon the conduction layer 
thickness at time t [13]. 

The exact determination of the influence of 
fluid thermal radiation requires consideration 
of the full form of the appropriate integral-
differential energy equation. Its numerical 
solution is reported by Menashe et al [9] for 
specified conditions and selected fluids in the 
n-alkane series. The deviation of the 
temperature rise of the hot wire was simulated 
for measurements in n-heptanes from the best-
fit straight line. It is clearly indicated [Figure 
6 of Ref. 9] that a curvature in TΔ ~ ln (t) 
deviation plot may be expected in these fluids. 

A similar behavior is observed with n-
pentane for a range of power levels (heat 
dissipation rate for the hot-wire into the 
surrounding test fluid) used in measurements. 
In this example, the corrected (aside from 
fluid radiation emission) TΔ ~ ln (t) data 
indicate, from the start, a consistent departure 
from linearity for all times with a shape that 
corresponds, almost exactly, to that indicated 
by Menashe et al [9]. However, in case of n-
pentane [14] the same authors stated “that the 
effects of radiation introduce no significant 
curvature to the experimental line”. Table 2 
[1] illustrates that if the correction for fluid 
radiation to the n-pentane data of Fig. 6 is 
implemented, the goodness of fit, as 
expressed by the deviation plot, improves 
substantially, and thus indicates that the 
corrected measurements, especially at higher 
power levels, have a reproducibility of better 
than ±0.02%. 

The full correction method [9] is time-
consuming and computationally intensive and 
could not be directly applied to the experimental 

procedure. Nieto de Castro [7] showed that an 
approximate correction procedure could be 
implemented to account for the fluid radiation 
emission characteristics, although, as indicated 
earlier, the inner boundary condition was 
inappropriate. The revision of their analysis 
results in a correction only slightly different as 
illustrated in Figs. 5 and 6, where the uncorrected 
and fluid radiation-corrected temperature 
differences are shown as functions of time for n-
pentane. In this example, the value of fluid 
radiation correction B necessary to restore 
linearity is 0.025s-1, an empirical value determined 
through the use of Eq. (2.3). It should be noted 
that for the above measurement, Ra is only 8330 
and there is no convection despite the extension of 
the measurement time to 2s. 

Figure 1 and Table 1 (taken from reference [1]) 
illustrate that the differences between these two 
corrections are very small, less than %01.0 for 
thermal conductivity and less than %03.0  for 
thermal diffusivity. 

As for the measurement of thermophysical 
properties of propane, to date the thermal 
conductivity measurements of propane using the 
transient hot-wire technique have been considered 
free of radiation effects. In this work, recent 
correction techniques have been applied to 
examine this assumption and correct, if necessary, 
for the influence of even weak radiation effects. 
Measurements at ambient temperature and 
pressures up to about 900kPa are proposed using a 
hot-wire instrument employing 12.7µm diameter 
platinum wires. Due to a break down of the 
instrument, the proposed measures have not as yet 
been completed. However, preliminary 
investigation has shown the existence of curvature 
in the TΔ ~ ln (t) deviation plots similar to Fig. 7 
for n-pentane. Therefore, it is concluded that the 
radiation effect is present in measurements with 
propane. 

Radiation also influences the measurement 
of thermal diffusivity for two reasons. One 
reason is that the radiation effect can 
influence the temperature rise of the hot wire 
and therefore move the intercept of the TΔ ~ 
ln (t) line, which always affects thermal 
diffusivity directly. The other reason is that 
radiation influences the conductivity value of 
the fluid. Therefore, thermal radiation has a 
significant influence on the measurement of 
thermal diffusivity (Eqn 7 of Ref [1]). 
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5  Conclusion 
 
Thermal radiation is one of the main correction 

terms for the difference between the actual and the 
ideal model in the transient hot wire technique to 
measure the thermal conductivity and thermal 
diffusivity of fluids. It influences both transparent 
and absorbing fluids. For absorbing fluids, the 
main part of this influence comes from the 
radiation emitted by the fluid and not from its 
absorption. It is also necessary to distinguish 
between the influence of natural convection and 
radiation. Natural convection occurs only after a 
certain initial convection-free time has elapsed. 
This time is calculated by a Ra number criterion 
after which curvature may appear in the deviation 
plot. For argon at 323K and 20.9MPa, this 
criterion gives a convection-free time of 1.7s. The 
influence of radiation commences at the very 
beginning of the measurement process. Thus the 
curvature in the deviation plot can only be 
observed from the initial time. Our measurements 
to date on pentane and propane, which are both 
radiation absorbing and emitting fluids, indicate a 
significant influence by radiation emission on 
measurements of thermal conductivity and thermal 
diffusivity using the transient hot-wire technique. 
 
Acknowledgement 

 
This work was performed under a program of 

studies funded by the Natural Sciences and 
Engineering Research Council of Canada, under 
Grant numbers A8859 and A5477. 
 
References 
 
[1] L. Sun, J. E. S. Venart, and R. C. Prasad, 

The Thermal Conductivity, Thermal 
Diffusivity, and Specific Heat of Liquid n-
Pentane. Int. J. Thermophysics, 23 (2002) 
391. 

[2] L. Sun and J. E. S. Venart, Thermal 
Conductivity, Thermal Diffusivity and Heat 
Capacity of Gaseous Argon and Nitrogen, 
Int. J. Thermophysics, 26(2005)1. 

[3] L. Sun, J. E. S. Venart and R. C. Prasad, The 
Thermal Conductivity, Thermal Diffusivity 
and Isobaric Heat Capacity of Toluene and 
Argon, Int. J. Thermophysics, 
23(2002)1487. 

[4] H. S. Carslaw and J. G. Jaeger, Conduction 
of Heat in Solids, Clarendon Press, Oxford, 
2nd Edn., 1959, 339. 

[5] J. J. Healy, J. J. de Groot, and J. Kestin, The 
Theory of The Transient Hot Wire Method 
for Measuring Thermal Conductivity, 
Physica, 82C(1976) 393. 

[6] C. A. Nieto de Castro, R. A. Perkins, and H. 
M. Roder, Thermal Conductivity Surface of 
Argon: A Fresh Analysis, Int. J. 
Thermophysics, 12(1991) 985.  

[7] C. A. Nieto de Castro, S. F. Y. Li, G. C. 
Maitland, and W. A. Wakeham, Radiative 
Heat Transfer in Transient Hot-Wire 
Measurements of Thermal Conductivity, Int. 
J. Thermophys, 4(1983)344. 

[8] R. A. Perkins, H. M. Roder, and C. A. Nieto 
de Castro, A High-Temperature Transient 
Hot Wire Thermal Conductivity Apparatus 
for Fluids, Journal of Research of the 
National Bureau of Standards, 96(1991)247. 

[9] J. Menashe and W. A. Wakeham, Effect of 
Absorption of Radiation on Thermal 
Conductivity Measurements by the Transient 
Hot-Wire Method Technique, Int. J. Heat 
Mass Transfer, 25(1982) 661. 

[10] L. Sun, J. E. S. Venart, and R. C. Prasad, 
The Thermal Conductivity, Thermal 
Diffusivity, and Heat Capacity of Gaseous 
Argon, Int. J. Thermophysics, 23(2002)357. 

[11] L. Sun, Simultaneous measurement of 
Thermal Conductivity and Thermal 
Diffusivity, Doctoral Dissertation, 
University of New Brunswick, Fredericton, 
NB, Canada (2001). 

[12] E. F. Buyukicer, J. E. S. Venart, and R. C. 
Prasad, An Apparatus for the Measurement 
of the Thermal Conductivity of Fluids, High 
Temperature-High Pressure, 18 (1986) 55. 

[13] G. H. Wang, J. E. S. Venart, and R. C. 
Prasad, The Radiation Effect in the 
Transient Line-Source Technique for 
Thermal Properties Measurement, 
Proceedings of 11th Symposium on 
Thermophysical Properties, June 23-27, 
1991, Boulder, Colorado, USA. 

[14] J. Menashe and W. A. Wakeham, Absolute 
Measurements of the Thermal Conductivity 
of Liquids at Pressure up to 500 MPa, Ber. 
Bunsenges. Phys. Chem. 85 (1981) 340. 

578



Proceedings of The 1st International Conference on Diffusion in Solids and Liquids 
DSL-2005, July 6-8, 2005, University of Aveiro, Aveiro, Portugal 

INFLUENCE OF TEMPERATURE AND SIZE OF NANOSCALE LIQUID LEAD 
INCLUSIONS CAPTURED BY DISLOCATIONS IN ALUMINUM ON THEIR 

DIFFUSION 

Sergei PROKOFJEV1,2*, Victor ZHILIN1, Erik JOHNSON2,3, Ulrich DAHMEN4 

1Institute of Solid State Physics, Russian Academy of Sciences 
Chernogolovka, Moscow distr., 142432, Russia 

2Nano Science Center, NBI, University of Copenhagen 
Universitetsparken 5, DK-2100, Copenhagen Ø, Denmark 

3Materials Research Dept., RISØ National Laboratory 
DK-4000, Roskilde, Denmark 

4National Center for Electron Microscopy 
Lawrence Berkeley National Laboratory 

1 Cyclotron Road, Berkeley, CA 94720, USA 

*Corresponding author. Fax: +7(096)5249701; Email: prokof@issp.ac.ru 
 

Abstract 
 
Diffusion of nanoscale liquid Pb inclusions in thin Al foils was investigated in-situ using transmission electron 
microscopy. Movement of the inclusions was examined quantitatively from their trajectories. The motion of Pb 
inclusions attached to dislocations was shown to be random but confined to close proximity of the dislocations. 
Longitudinal motion of the inclusions along the dislocation lines was used to study the effect of temperature and size on 
their diffusion coefficients, which were estimated using Smoluchowski’s equation for Brownian motion in a harmonic 
potential. The similarity to the values found for free inclusions of similar sizes indicate that the same microscopic 
mechanism may be responsible for their motion. The Arrhenius plots of the diffusion coefficients are non-linear and the 
mobility of the inclusions can be associated with the two different activation enthalpies. The large values of the 
activation enthalpies and their dependence on inclusion size cannot be explained in terms of a single atom diffusion 
mechanism or a detachment of single Al atoms from the Al matrix as the controlling mechanism. 

 
Keywords: Inclusions on dislocations; Random motion; Transmission electron microscopy; Diffusion coefficient; Effect 
of temperature and size 

 

 
1 Introduction 
 

The mobility of micro- and nano-sized pores, 
gas bubbles, liquid and solid inclusions in solid 
materials has a strong influence on the rate of 
evolution of the microstructure and properties, and 
hence on their lifetime [1,2]. The latter are affected 
by interactions of the pores, bubbles and inclusions 
with elements of the matrix microstructure e.g. 
dislocations, grain boundaries, interfaces, and etc. 
This makes it relevant to investigate the 
mechanisms controlling the bubble and particle 
mobility, the influence of the particle microstructure 
and morphology on their mobility, and the influence 
of the elements of the matrix microstructure on the 
kinetic behaviour and the mobility of the particles. 

In this paper we present in-situ TEM studies of 
the motion of nanoscale liquid Pb inclusions 

attached to dislocations in aluminum thin foils for 
varying temperature and inclusion size. 

The high mobility of liquid Pb inclusions in Al 
makes it possible to conduct accurate, quantitative 
in-situ TEM analyses of their motion and to 
investigate the impact of the microstructural 
elements on their motion [3-6]. Besides, ‘Pb 
inclusions in Al’ is an appropriate model system for 
examining of the morphological and structural 
properties of the inclusions [7-9].  
 
2 Experimental  
 

TEM samples of Al containing nano-sized Pb 
particles were prepared from high-purity ribbons of 
Al containing about 1 at.% Pb. The alloys were 
obtained by rapid solidification from a temperature 
above the Al-Pb liquid immiscibility gap. The 
samples were subsequently annealed in an Ar 
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atmosphere to equilibrate their microstructure. In-
situ TEM studies of the motion of the inclusions 
were carried out at temperatures around 700 K in a 
200 kV Phillips CM 20 microscope using a single 
tilt heating stage (Gatan). The observations were 
recorded on videotape (25 video frames per 
second). The relative accuracy of the sample 
temperature control was around 1 K, while the 
temperature determination error is estimated to be 
around 5 K.  

When the effect of temperature on the diffusion 
of the inclusions was studied, the experiments were 
always started at the highest temperature. At each 
temperature a video sequence was started after the 
sample was stabilized at the new temperature. 
Video sequences with duration from around 1 
minute to more than 10 minutes were recorded from 
the same area at different temperatures. 

Video sequences used for analysis were split 
into individual digitized images. Inclusion 
trajectories projected into the plane of view were 
obtained from measurements of the positions of the 
centers of the individual Pb inclusions corrected for 
sample drift. Average diameters d of individual 
inclusions have been determined using 
measurements conducted on many video frames. 
 
3 Results and analysis  
 
3.1  Kinetic behaviour of inclusions attached to 
dislocations 
 

 
 

Figure 1: TEM micrograph of liquid Pb inclusions 
in the Al matrix at 703 K. The arrow points at one 

of attached to dislocations inclusions whose 
longitudinal motion is studied. 

TEM observations show that most inclusions 
are attached to defects – dislocations and grain 
boundaries. The microstructure typical for TEM 
specimens is shown in Fig. 1. At elevated 
temperatures the liquid inclusions can be seen to 
move. Trajectories of inclusions attached to 
dislocations are localized in the vicinity of the 
dislocation lines. Their shape depends on the 
orientation of the dislocations relative to the image 
plane. Fig. 2 shows the trajectories of an ensemble 
of inclusions recorded at 681 K during an 
observation time of around 2.5 minutes. The 
elongated traces are from inclusions attached to 
dislocations sloped notably to the foil plane while 
the point-like traces are from inclusions attached to 
edge on dislocations. 
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Figure 2: Trajectories of liquid Pb inclusions in Al 
at 681 K. 

 
Sometimes a trapped inclusion detaches from the 
dislocation and moves freely for relatively short 
time until it either disappears at a free surface of the 
foil, coalesces with another inclusion, or becomes 
re-trapped by another defect. The arrow in Fig. 2 
shows the trajectory of such an inclusion. The 
trajectories of inclusions attached to dislocations 
suggest that their movements are random 
oscillations with small amplitudes in a plane 
perpendicular to the dislocation line and with larger 
amplitudes along the direction of the dislocation. 
This can be seen in the time dependences of 
transverse and longitudinal displacements of 
inclusions shown in Fig. 3. From this behaviour it is 
anticipated that a fixed dislocation may act as an 
elastic string, returning the inclusions to their 
equilibrium positions where the dislocation has its 
minimal length.  This model is shown schematically 
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Figure 3: Time dependences of transverse (x) and 
longitudinal (z) displacements of inclusion. 

 
in Fig. 4, where P is an inclusion attached to a 
dislocation segment of length  2L,  whose fixed 
ends  lie on  the Z-axis, ρ  is the displacement of the 
 

 
 

Figure 4: Schematic geometry of the ‘dislocation–
inclusion’ system. 

 
inclusion from the straight dislocation geometry 
caused by thermal fluctuations and z stands for its 
distance from the midpoint 0 of the dislocation 
segment. The ρ-displacements give rise to a 
restoring force due to the line tension of the 
dislocation, the arrow F in Fig. 4. A projection of 
the force on the Z-axis produces repulsion of the 
inclusion from the nearest fixed end of the 
dislocation.  

Using this model, the random oscillations of 
trapped inclusions can be analyzed as a random 
walk under an action of elastic force. The problem 
of one-dimensional Brownian motion of a particle 
under action of a restoring force P = - f·x (f is the 
force constant) was analyzed by Smoluchowski 
[10]. He has shown that the stationary distribution 
of the deviation of the particle from its equilibrium 
position x = 0 is a Gaussian with a standard 
deviation σx = (kT/f)1/2, where k is the Boltzmann 
constant, and T is the temperature. 

The distribution of the z-displacements in the 
longitudinal motion is a curve with well-defined 

maximum (Fig. 5) that corresponds to a spatially 
confined random motion. Quite often z-distributions 
obtained are described satisfactorily by a Gaussian, 
like in Fig. 5. It indicates that in our case a non-
linear component in the elastic restoring force is 
weak.  Indeed,  the most  significant  deviation  
from  linearity   is  expected   near  the  ends  of  the  
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Figure 5: Probability distribution of positions of the 
inclusions along the dislocation line. 

 
dislocation, i.e. in the regions where the probability 
of finding of the inclusion is small because of the 
repulsion from its ends. This justifies the 
application of Smoluchowski’s equation to 
determine diffusion coefficients of inclusions. 
 
3.2  Determination of diffusion coefficients of 
inclusions attached to dislocations 

Considering one-dimensional motion of a 
Brownian particle under action of a linear restoring 
force Smoluchowski has obtained the dependence 
of the mean squared displacement of particle <Δx2> 
from its initial position as a function of elapsed time  
Δt [11]:  

)]/tDexp([x xpx
222 12 σΔσΔ −−>=<    (1) 

The average is taken over the trajectory. As above 
σx = (kT/f)1/2, and Dp is the diffusion coefficient of 
the particle. Here Dp can be determined from 
Eq. (1) if the particle trajectory is recorded with 
time steps that are small enough to obey the relation 

12 ≤xp /tD σΔ . At 12 <<xp /tD σΔ  Eq. (1) turns 
into Einstein’s equation for one-dimensional 
diffusion [12]. 

We have utilized Eq. (1) for determination of 
the diffusion coefficients of trapped inclusions 
using one-dimensional trajectories of their 
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longitudinal motion. Comparison between diffusion 
coefficients of trapped inclusions and those of free 
inclusions obtained using Einstein’s equation for 
two-dimensional random walk shows good 
agreement [6].  

Figure 6 shows the experimental result for the 
root mean squared longitudinal displacements 

>< 2zΔ   of  the  15 nm inclusion as a function 
of  elapsed  time  Δt  at  722 K  plotted   in  log - log  
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Figure 6: Log-log plot of the root mean squared 
longitudinal displacement of the inclusion as a 

function of elapsed time. The dashed line fit it by 
Eq. (1). 

 
coordinates. Its slope is close to ½ at small Δt 
indicating free random motion of the inclusion. At 
larger Δt the mean squared displacements become 
independent of Δt and approach a constant value as 
they should for confined random motion. The fitting 
by Eq. (1) gives a value for the diffusion coefficient 
of Dp = 1.09⋅10-16 m 2s -1. 
 
3.3   Effect of temperature on diffusion coefficient 
of inclusions 
 One might anticipate that the determination of 
diffusion coefficients of free inclusions using 
Einstein’s equation would be somewhat more 
accurate than that of Smoluchowski’s equation for a 
trapped inclusions. However, the lifetime of free 
inclusions is in most cases too short to use them for 
investigation of effect of temperature on the 
diffusion. Much longer lifetime of trapped 
inclusions would make such studies much easier.  
 Figure 7 presents the Arrhenius plots of the 
diffusion coefficient Dp of two inclusions with 
diameters   of    16 nm    and    23 nm   respectively.  
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Figure 7: Arrhenius dependence of diffusion 
coefficient of 16 nm and 23 nm inclusions. 

 
The plots are non-linear, and can be associated with 
two different activation enthalpies: 3.5 eV and 
5.8 eV at low temperature and 2.5 eV and 3.5 eV at 
high temperature. The transition zone is around 
650 K. 
 
3.4  The size dependence of the activation 
enthalpy for diffusion of inclusions  

In Fig. 8 activation enthalpies of diffusion of the 
liquid Pb inclusions in Al (circles) are shown as a 
function of their size. The solid symbols correspond 
to the high-temperature range (T > 650 K), and 
open symbols are used for the low-temperature 
range. Both dependences indicate an increase in the 
activation enthalpy with increasing inclusion size. 
For comparison the data on the enthalpies of the 
diffusion of He [13], Kr [14, 15] and Xe [16] 
bubbles in Al are shown in Fig. 8.  
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Figure 8: Activation enthalpy of diffusion of 
inclusions as a function of their size. 
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This plot shows that large differences in the 
activation enthalpies for diffusion of liquid Pb 
inclusions and noble gas bubbles in Al may be 
explained by the difference in their size. In other 
words, the activation enthalpy may be determined 
by Al matrix rather than by the nature of the 
inclusions or the bubbles.  
 
4 Discussion 
 
 Motion of inclusions in a crystalline matrix is 
necessarily accompanied by a local destruction of 
the crystal lattice in the direction of the motion, and 
its recreation at the opposite side of the inclusion. 
Hence, the displacement of an inclusion is mediated 
by detachment of atoms from the matrix crystal, 
their consequent transfer and rejoining to the crystal 
lattice. Thus, the mobility is controlled either by 
crystal growth-dissolution at the crystal-liquid 
interface or by diffusion. The dependence Dp ~ d-4 
found for diffusion of liquid Pb inclusions in Al [6] 
indicates that their mobility is controlled by kinetic 
processes at the Pb/Al interface [17]. A similar size 
dependence is obtained for diffusion of He bubbles 
in Al [13].  

The activation enthalpies of diffusion of liquid 
Pb inclusions in Al obtained in the present study 
reach values that significantly exceed the activation 
enthalpies of atomic transport processes in Al-Pb 
binary system related to single atom diffusion and, 
in particular, of diffusion along the Pb/Al interface. 
This suggests that the mobility is not governed by 
diffusion. The high values of the activation 
enthalpies also exceed the sublimation enthalpy of 
Al, which is equal to 3.36 eV [18]. This also 
discards the assumption that the mobility of liquid 
Pb inclusions in Al is controlled by detachment of 
single Al atoms from the Al matrix at the interface 
of the inclusions, which was made in our preceding 
work [6], where a smaller (12 nm) inclusion was 
studied. It was then assumed that the low-
temperature activation enthalpy was related to 
detachment of Al atoms from {111} facets of the 
Pb/Al interface, and the high-temperature activation 
enthalpy to a similar detachment from the rough 
Pb/Al interface [6]. 

The high activation energies may be due to the 
control of the mobility of the inclusions by 
nucleation of steps on the Pb/Al interface as it was 
assumed in the model developed for facetted 
bubbles [19]. This model also predicts the linear 
relation between the activation enthalpy of the 
diffusion and the size of the inclusions seen in 

Fig. 8. Note, however, that the observed size 
dependence of the activation enthalpy in the high-
temperature regime where Pb inclusions have a 
rounded shape is beyond the framework of the 
model [19]. 

A more accurate determination of the behaviour 
of the activation enthalpies with inclusion size is 
needed for better understanding of the process 
controlling the mobility of liquid Pb inclusions in 
Al. 

 
5 Conclusions 
 

1. Using Smoluchowski’s equation the diffusion 
coefficients of trapped inclusions are determined 
from their one-dimensional trajectories of random 
oscillatory motion along the dislocation lines.  

2. The non-linear Arrhenius plot of the 
inclusions can be associated with two different 
activation enthalpies at lower and higher 
temperature. 

3. A linear increase in the low- and high-
temperature activation enthalpies with increasing 
incluison size observed. 

4. Single atom diffusion mechanisms and 
detachment of single Al atoms from Al matrix 
cannot explain the high values of the activation 
enthalpies and their size dependence, which we 
have observed. 
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Abstract 
 
We considered a polycrystalline cylindrical nanowire of the initial radius R0 composed of identical cylindrical grains 
of the length L0, strained uniaxially by an external stress P. At the temperatures at which some surface and grain 
boundary diffusion are allowed the thinning of the nanowire in the vicinity of grain boundaries occurs due to the 
phenomenon of grain boundary grooving. We calculated the equilibrium shapes of the nanowire achieved after long 
annealing times. Our calculations demonstrated that for any given L0/R0 ratio some critical value of the applied 
stress exists above which the nanowire is unstable and breaks down into the string of isolated spherical particles, in 
full analogy with the Rayleigh instability of long cylinders. The kinetics of the shape change was calculated 
numerically. It was shown that the rate of thinning of unstable nanowires diverges as the moment of breakdown is 
approached. We also demonstrated that the breakdown may occur even for nominally stable nanowires “on the way” 
to achieving their equilibrium shape. Therefore, the stability of nanowire is determined by a combination of 
geometric (L0/R0), thermodynamic (grain boundary energy), and kinetic (ratio of grain boundary and surface 
diffusivities) parameters. An application of external tensile stress accelerates the breakdown of nanowires.  

 
Keywords: Nanowires; Bamboo microstructure; Surface diffusion; grain boundaries  

 

 
1 Introduction 
 

Semiconductor and metallic nanowires are 

considered to be important building blocks of the 

future microsystems. They can both provide 

interconnections between different functional 

blocks and can be designed as active elements, 

like gas sensors and transistors [1]. The unusual 

functional properties of nanowires result from 

their small diameter, which is usually in the range 

of nanometers. The same high aspect ratio of the 

nanowires which determines their useful 

functional and electrical properties entails, 

however, the danger of morphological instability 

at elevated temperatures, at which diffusional 

mobility of the atoms becomes important. It is 

well-established that semiconductor nanowires [1] 

and thin sub-micrometer metallic filaments in 

fibrous in-situ metal matrix composites [2] can 

break up into isolated particles by the mechanism 

of Rayleigh instability, in full analogy with the 

loss of stability of liquid jets [3]. While 

semiconductor nanowires are usually grown as 

single crystals, metallic nanowires are often 

polycrystalline and contain the grain boundaries 

(GBs) transversing the nanowire normal to its axis 

(bamboo microstructure). Similar microstructures 

with transverse heterophase boundaries are also 

obtained in longitudinal heterostructured 

semiconductor nanowires produced by switching 

between different materials during growth [4]. The 

interfaces in such structured nanowires provide an 

additional source of morphological instability at 

elevated temperatures. For example, it was shown 

recently that Cu nanowires break up along the 
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transversal GBs during annealing at 400 °C [5]. 

The aim of the present work is to analyze the 

equilibrium shape of polycrystalline bamboo 

nanowires and determine their thermal stability 

and kinetics of break down under the assumption 

that the surface and GB diffusion are responsible 

for the changes in morphology and nanowire 

elongation, respectively. This assumption is 

certainly true for the relatively low temperatures 

of interest for microelectronics, at which surface 

and GB diffusion are many orders of magnitude 

faster than volume self-diffusion. It should be 

noted that the problem of equilibrium shape 

considered in the present work is mathematically 

similar to the problem of the shape of a fluid 

bridge attached to a pair of rigid parallel plates 

[6].  
 
2 Governing equation  
 

We will consider a cylindrical wire of initial 

radius R0 with the periodic bamboo microstructure 

and grain size (length) of 2L (see Fig. 1) under the 

uniaxial load P. 

The surface topography evolution of the wire 

controlled by surface diffusion is described by a 

function R(X,t), where X is the distance along the 

axis of the wire and t is annealing time. Due to 

periodicity of the system we will consider only 

one half of the grain (0 ≤ X ≤ L) with X = 0 and X 

= L corresponding to the GB plane and to the 

middle of the grain, respectively. Initially,  

R(X,0) = R0          (1a) 

We will suppose that a condition of mechanical 

equilibrium is fulfilled at the root of the GB 

groove: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Schematic of bamboo-type poly-
crystalline cylindrical nanowire of initial radius R0 
and grain length 2L under uniaxial load P. 

 

)tan(0 θ=≡∂
=

mR XX , with 
γ

γ
θ

2
)sin( GB=  (1b) 

and   

0=∂
=LXX R ,      (1c) 

due to the symmetry of the problem. Here, γGB and 

γ are the Gibbsian energies of the GB and of a free 

surface, respectively.  

2.1  Surface diffusion 

Our main assumption is that surface diffusion 

is responsible for the radial shape change of the 

nanowire, while the grain boundary diffusion is 

responsible for the nanowire elongation. 

According to the Mullins' theory [7], the self-

diffusion flux along the surface, Js, is driven by 

the gradient of mean surface curvature, K: 

K
R

B
kT
DJ X

X

ss
ss

s ∂
∂+

−=∇−=
2)(1

1μδ , (2) 

where B is Mullins coefficient 

 

kT
DB ss γδ Ω

= ,       (3) 

2L

X

R0

P 

586



 
Int. Conf. DSL-2005, Portugal 

and 

( ) ( ) 2/122/32

2

)(1

/1

)(1 R

R
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RK
XX

X

∂+
+

∂+

∂
−=  .  (4) 

 

Here δs, Ds, μs and Ω are the thickness of surface 

layer in which the diffusion process occurs, 

surface self-diffusion coefficient, chemical 

potential of surface atoms and atomic volume, 

respectively. kT has its usual meaning. The 

governing equation for the function R(X,t) can be 

obtained from the condition of mass balance:  

( ) ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

∂+

∂
∂=∂−=∂

2)(1

1

R

KR
R
BRJ

R
R

X

X
XsXt     (5) 

We need solution of this equation with initial 

condition and boundary conditions (1). Additional 

boundary conditions follow from vanishing of the 

atomic flux at the middle of the grain 

   0=
=LxsJ ,            (6) 

and a continuity of the atomic flux at the root of 

the GB groove 

   GBxs JJ 5.00 ==
,           (7) 

where JGB is grain boundary diffusion flux at the 

root of the GB groove. 

2.2  Grain boundary diffusion 

Let us consider uniaxial tensile load applied to the 

wire. This load causes a driving force for atomic 

flux (from the surface of wire to its centre) along 

the GB, the accumulation of atoms at the GB 

caused by this flux being responsible for the 

elongation of the wire. The radial diffusion flux 

along the GB is proportional a gradient of normal 

stress 

σ
δ

r
GBGB

GB kT
DrJ ∂

Ω
−=)(     (8) 

We assumed a steady state distribution of the 

stresses along the GB, and thus a constant 

divergence of the grain boundary flux: 

( ) constrrJr GBr =∂ )()/1( . It follows from this 

equation that steady state normal stress along the 

GB should be a parabolic function of radius: 

barr += 2)(σ . For finding the coefficients a and 

b the condition of continuity of the chemical 

potential at the root of the GB groove can be used: 

minmin )( KR γσ =      (9) 

where Rmin and Kmin are a radius of the nanowire 

and mean surface curvature at the root of the 

groove. An additional condition is given by a 

force balance equation: 

∫=+−
min

0
min )(2cos2

R

drrrRP σπθπγ    (10) 

where P is applied load. Using these conditions 

we can find the atomic flux at the root of the GB 

groove: 
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⎛
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and the overall elongation rate of the nanowire  

⎟⎟
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⎜⎜
⎝

⎛
+−

Ω
==∂
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θγδ

2
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kTR
DL GB
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It should be noted that in the case of fast GB 

diffusion the overall length of the grain changes 

even for P = 0. 
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3 Equilibrium shape of the nanowire  
 

For the equilibrium state the mass flux in the 

system is nil everywhere, and thus the mean 

curvature is a constant along the surface: K = 

const. It should be noted that this is a universal 

condition of equilibrium that does not depend on 

dominating mass transport mechanism. Using Eq. 

(4) we can calculate the corresponding surface 

shape R = R(X). Multiplying both sides of Eq. (4) 

by R∂XR and performing an integration we obtain 

constRK

R

R

X

+=
∂+

2
2 2)(1

  (13) 

The integration constant and curvature K can be 

found from boundary conditions (1b), (1c). An 

additional boundary condition can be obtained 

from JGB = 0: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= K

R
RP

min

2
min

cos2 θγπ     (14) 

These boundary conditions, together with a mass 

conservation law allow integrating the Eq. (13). 

The details of solution are given in Ref. [9].  

Figure 2 shows the dependence of equilibrium 

grain length on applied load P for m=0.15. All 

lengths are normalized by ( ) 3/1
0

2
0 LRRe ≡ , where 

L0 = L(t = 0). We see that for each applied load P 

there are two equilibrium grain lengths (and thus 

two equilibrium shapes of the nanowire surface). 

It can be shown, however, that the upper line only 

represents a stable shape. On the same figure the 

minimal radius of equilibrium grains is also 

shown. 
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Figure 2: Length of the equilibrium grain as a 
function of the applied load. Equilibrium shape 
exists only for the loads below a threshold: 
P/2πγRe < pm ≈ 0.444 (for m = 0.15). 
 
 
Therefore, it can be concluded that equilibrium 

shape of the grains of polycrystalline nanowire 

can be achieved only for the loads below a certain 

threshold:  

  
3/1
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0

0
0 2 ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
<≡

R
Lp

R
Pp mπγ

   (15) 

 (pm = 0.444 for m=0.15). 

In the plane p0 – (L0/R0) the equation (15) 

determines the border of the region where the 

equilibrium shapes of the grain exist. But not 

every equilibrium shape in this region can be 

actually achieved. We will demonstrate that a 

significant part of the region of allowed 

equilibrium shapes is not achievable due to kinetic 

reasons – the nanowire breaks down into 

individual grains before it arrives at the 

equilibrium shape. 

 

588



 
Int. Conf. DSL-2005, Portugal 

4 Stability diagram  

We have solved the equation (5) numerically. 

Details of the calculation procedure were 

described in [9]. The typical time dependences of 

the elongation, (L/R0), and minimal radiuses, 

(Rmin/R0), are presented in Fig. 3.  

Two kinds of the kinetic curves can be 

distinguished in this Figure. In all cases the 

evolution of the grain shapes begins with the GB 

grooving and Rmin decreases at this stage. For the 

curves of the first type (1, 2) this process slows 

down and later the shape of the grains slowly 

evolves toward the equilibrium one. For the 

curves of the second type (3, 4) the GB grooves 

develop with accelerating rate up to the full 

separation of the wire into individual grains. The 

time elapsed until separation is always finite. It is 

remarkable that the curve No. 3 corresponds to the 

nanowire inside the region where the equilibrium 

shapes of the grains exist.  
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Figure 4: Typical kinetic curves.  
m = 0.15, L0/R0=2.7, DGB/DS = 0.01. 
1 – p0=0, 2 – p0=0.25, 3 – p0=0.5, 4 – p0=0.7 

 
In Fig. 4, the black line determines the border of 

the region in which the equilibrium grain shapes 

exist (see Eq. (15)), while the red line marks the 

sub-region inside this region where the 

equilibrium shape is achievable kinetically. The 

size of this sub-region depends on the ratio of GB 

and surface diffusivities, Dgb/Ds. In fact, the red 

line determines the region of stability of the 

nanowire, in which zero-creep experiments can be 

performed. 
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Figure 4: Stability diagram of the nanowire in 

the "stress-aspect ratio" space.  
 
 

It follows from the above analysis that the 

equilibrium shape of the polycrystalline nanowire 

can be achieved only for certain grain sizes:  

( )max0000 RLRL ≤ . 

For L0/R0 > (L0/R0)max the nanowire will break 

down with time into individual grains. 

The range of stability depends on Dgb/Ds, see Fig. 

5. It is interesting that for Dgb/Ds ratios larger than 

some critical value (0.0225 for p0 = 0) the grain 

shape achieves an equilibrium one for any ratio 
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L0/R0. Similarly, for any applied load inside the 

equilibrium region the kinetic stability sub-region 

extends with increasing Dgb/Ds ratio. 
Nevertheless, the kinetic stability sub-region is 

always smaller than the region where the 

equilibrium grain shapes exist: irrespectively of 

the L0/R0 ratio, the nanowire will break down with 

time into individual grains for p0 larger then some 

critical value (≈0.45 for m=0.15). This break down 

will occur even for very high values of Dgb/Ds. 
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Figure 5: Effect of diffusivities ratio Dgb/Ds on 
the range of kinetic stability of the nanowire.  

 
 
 
5 Conclusion 
 
We have calculated the equilibrium shapes of 

polycrystalline nanowires with bamboo 

microstructure subjected to the external uniaxial 

stress. It was assumed that surface and GB 

diffusion represent the only mechanisms of the 

shape change of the nanowire. It was shown that 

for every initial aspect ratio of the grain, L0/R0, 

there is some critical value of the applied stress 

above which no equilibrium shape exists and the 

nanowire breaks down with time into individual 

isolated grains. The deformation kinetics 

accelerates dramatically as the moment of break-

down is approached. Surprisingly, it was found 

that the break down can also occur for lower 

stresses, for which the equilibrium shape of the 

nanowire does exist. The region of kinetic stability 

of the nanowire in the parametric space "stress – 

aspect ratio" has been determined. The size of this 

region depends on the ratio of GB and surface 

diffusivities and on the relative GB energy.  
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Abstract 
 

The microscopic theory of atomic diffusion kinetics is used for f.c.c. substitutional solid solutions. Within this ap-
proach, the short-range order relaxation is due to the atomic migration. Experimental data on the time dependence of 
radiation diffuse scattering are used for the determination of microscopic characteristics of atomic migration. The model 
takes into account the discrete and anisotropic character of atomic jumps in a long-range field of the concentration het-
erogeneities of interacting atoms. Such a consideration is applied for a close-packed Ni–Fe solid solution. Atomic-jumps’ 
probabilities are estimated that allows to determine the diffusion coefficients and activation energies. Independent kinetic 
experimental data about a time evolution of long-range order are also used to calculate diffusivities in L12-Ni–Fe alloy. 

 
Keywords: Basics of diffusion; Short-range order kinetics; Diffuse scattering; Long-range ordering; Diffraction evolution 

 

 
1 Introduction 
 
It is well known that existing experimental methods 
for studying diffusion processes are based on the 
measurements in solid solutions where concentra-
tion heterogeneities have macroscopic spatial di-
mensions greatly exceeding the lattice parameters. 
The information available from these experiments 
gives only macroscopic diffusivities for continuous 
diffusion equations. Besides, such experiments are 
characterized by low rates of diffusion relaxation of 
macroscopic concentration heterogeneities. To re-
duce the measurement time, the relatively high tem-
peratures should be used. This is why the conven-
tional data predominantly concern the high-tempe-
rature diffusion characteristics.  
 However, some diffusion processes occur within 
the atomic-scale ranges and can be studied by the 
radiation diffraction technique. They are: spinodal 
decomposition, long-range order kinetics below the 
stability limits of the disordered phase, homogeni-
zation of the sandwich-like deposit structures, 
short-range order kinetics, and so on [1]. The first 
three processes should be described by the discrete 
theory of single-site probability kinetics (the theory 
of discrete diffusion), while a kinetics of the short-
range order should be described by the discrete the-
ory of two-site probability kinetics. 

In fact, short-range order is the unique natural oc-
curring concentration heterogeneity, whose dimen-
sions are commensurate with lattice parameters of a 
solid solution. Kinetics of short-range order is de-
termined by the microscopic diffusion over intersite 
distances. Therefore, kinetic measurements of its 
relaxation provide us with detailed information on 
the discrete diffusion mechanism such as a possibil-
ity to determine the microscopic characteristics of 
atomic migrations, including probabilities and types 
of atomic jumps, and activation energy of diffusion.  

The most convenient instrument for the investi-
gation of short-range order kinetics, that is elemen-
tary diffusion events, is relaxation of radiation (X-
ray, thermal neutrons) diffuse scattering intensities 
[1–3]. Besides, discrete diffusion measurements can 
be performed at room temperatures, because of short 
time of elementary diffusion events. This means that 
results can be utilized to determine the low-tempera-
ture diffusivities and activation energies. 
 The goal of a present paper is to estimate the 
microscopic characteristics of diffusion elementary 
events in Ni–Fe solid solution: ‘potential’-fields’ 
distribution due to the concentration heterogeneities 
caused by the atom at zero (‘central’) site and prob-
abilities of atomic jumps per unite time at arbitrary 
sites of f.c.c. lattice. Diffusion parameters are de-
termined using experimental data [3] on thermal 
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neutrons’ diffuse scattering within the framework 
of first-order kinetics model. Microscopic values 
enable to calculate the macroscopic characteristics: 
diffusion and self-diffusion coefficients. On the 
other hand, we use independent experimental data 
[4] on long-range order relaxation kinetics to esti-
mate the diffusivities in this alloy. 
 
2 Model of diffuse-scattering kinetics 
 
Let us consider a two-particle correlation function 

Pαβ(R − R′, t)—probability to find simultaneously 

(at a given time t) atoms of α, β components at the 

sites R, R′ (R, R′—radius-vectors of Bravais lattice 
sites). For a binary substitutional solid solution, 
time dependence of its Fourier transforms, 

,),(),(~ )(∑ ′−

′−⋅−
αβαβ ′−=

RR
RRkRRk ietPtP   (1) 

can be approximately represented as follows [1]: 

+=∆ λ−αβ
αβ

teatP )(2
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1)(),(~ kkk      

;)()( )]()([
12

)(2
22

212 tt eaea kkk kk λ+λ−αβλ−αβ ++   (2) 

∆P∼αβ(k,t) = P∼αβ(k,t) − P
∼

αβ(k,∞); P∼αβ(k,∞) is equilib-
rium value; aα

1
β
1(k), aα

2
β
2(k), aα

1
β
2(k)—pre-exponential 

coefficients; {2λ1(k)}−1, {2λ2(k)}−1, {λ1(k) + λ2(k)}−1
 

represent the possible relaxation times of three atoms’-
configuration modes with a wave vector k; λ1(k), 
λ2(k)—eigenvalues of matrix  

.)(~])(~[)(~ ∑γ γβγααγαβ Ψ= kkk ccTkLW B   (3) 

In the last equation, L
∼
αβ(k) is Fourier transform of 

Önsager kinetic coefficient Lαβ(R – R′), which de-
fines the exchange probability between a pair of α 

and β atoms at lattice sites R and R′ per unit time; 

kB—Boltzmann constant; T—temperature; cα is the 
atomic fraction of the α-kind atoms; Ψ (k) is a 

Fourier transform of matrix 

∼
αβ
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within the framework of the quasi-chemical ap-
proximation [1]. In Eq. (4), F—free energy of the 
equilibrium binary solid solution with one-particle 

probability Pα(R) to find the α-kind atom at the site 

R (in disordered state Pα(R) ≡ cα). 
 Diffuse scattering of radiations is caused by the 
atoms’-configuration fluctuations, i.e. short-range 
order of atoms. Short-range order relaxation ‘pro-
motes’ the diffuse-scattering relaxation. In a recip-
rocal space, distribution of diffuse scattering inten-
sity, Idiff(k,t), is connected with two-particle correla-

tion function [1, 2]: 

;),(~),(
,diff ∑ βα αββα ∆=∆ tPfftI kk    (5) 

∆Idiff(k,t) = Idiff(k,t) − Idiff(k,∞), Idiff(k,∞)—diffuse 
scattering intensity in the equilibrium solid solu-
tion, wave vector k characterizes distance of the 
point of measurement from the nearest site of recip-
rocal lattice in k-space of crystal, fα and fβ—atomic-
scattering factors of α and β components. 
 Substituting Eq. (2) into (5) and assuming strict 

inequality λ1(k) << λ2(k), Eq. (5) results in 

,)0,(),( )(2
diffdiff

1 teItI kkk λ−≈∆∆  τ ≈ 1/[2λ1(k)]. (6) 

This corresponds to the first-order kinetics model; τ 
is a relaxation time of intensity (in k-space). 
 It is useful to express the Fourier component, 
λ1(k), in terms of function ϕ∼

n: 

1(k) [1] showing 

‘potential’-fields’ action due to the concentration 
heterogeneities in solid solutio

)](~1)[()( 1
0
11 kkk ϕ+λ≈λ ;    (7) 

λ0
1(k) corresponds to the ideal solid solution. Func-

tion ϕ∼1(k) is connected with Fourier transforms of 

interaction energies by means of Ψ (k), Ψ (k), 
Ψ (k) values [1] and is not vanishing in non-ideal 

solid solution only. 

∼
αα

∼
ββ∼

αβ

 Thus, diffuse-scattering kinetics data enable to 

estimate the relaxation time τ and calculate λ1(k). 
 
3 Determination of atomic jumps in f.c.c. lattice 
 
Value of λ1(k) is also presented in equations of ran-
dom-walk problem, which, in a case of long-wave 
approach, turn into diffusion equations. As shown in 
[1], using linear approximation within the frame-
work of the first-order kinetics model, the time de-
pendence of Fourier transform of one-particle prob-
ability Pα(R,t) (to find, at a time t, the atom α at a site 
R of the binary solution) can represented in a form of 

.)(),(~),(~ )(
1

1 teaPtP kkkk λ−α
αα +∞≈    (8) 

The last equation is valid for the real cases of substi-
tutional diffusion, if the diffusion coefficients of 
components in binary solution are considerably 

different (λ1(k) << λ2(k)). In such a case, one can 

suppose that ‘fast’ atoms (of β) form a quasi-
equilibrium atmosphere around ‘slow’ atoms (of 
α). Therefore, the time evolution of the α-atoms 
should be only considered.  
 Krivoglaz [5] has considered the random walk of 

atoms. Solution of this problem has a form, which 
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coincides with Eq. (8). In terms of [5], a value 
analogous with λ1(k) represents Fourier transform 

(with a sign ‘minus’) of atomic-jumps’ probability 

for α component into a given site R in a unite time. 
Such a problem describes the process, which takes 

place in a ‘gas’ of non-interacting atoms and is con-
nected with phenomenon of self-diffusion. So, if, 
for any k in Brillouin zone, ϕ∼1(k) ≡ 0, then −λ0

1(k) is 

a Fourier transform of α-atom-jumps’ probability 

per unite time over sites {R} in ideal solid solution. 

 
Figure 1: Atomic jumps into one of sites from nearest sites 

and next-nearest sites in f.c.c. lattice. 

 
 As follows from Eq. (7), the same equation de-
scribes random walks of atoms in non-ideal and 

ideal solid solutions, if formally assume that −λ1(k) 

is Fourier transform of jumps’ probability for α-
atoms over sites {R} per unite time. 
 If {−λ1(k)} are known, one can obtain their Fou-
rier original, −Λα(R)—jumps’ probability of α-
atoms per unit time into the given site R from the all 

surroundings sites {R′} in a field of interaction ‘po-
tential’ ψα(R′). We assume that ‘potential’ ψα(R′) 

at the site R′ is generated, if microscopic concentra-
tion heterogeneities take place in a solid solution, 
for instance, because of location of α-atom at the 

‘zero’ site. Apparently, Λα(R) for any R (including 
a ‘zero’ site) of the lattice is proportional to values 

of all {ψα(R′)}. Using inverse Fourier transforma-
tion into the R-space [6], Λα(R) can be written as: 

,])1([)()()( 0∑ ′ ααααα −′ψ′−Λ≅Λ
R

RRRR Tkcc B (9) 

where −Λ0
α(R − R′)—jump probability of α-atom 

into the site R from any site R′ per unit time. At a 
‘zero’ site of the ideal solid solution, ‘potential’ is 

ψα(0) ≈ ψ0 ≡ kBT/cα(1 – cα). Value of Λα(R) is de-
pendent on the location of sites in a crystal of a 
given syngony, i.e. on the set of possible differences 

{R − R′} for each R. We will also assume that re-
gion of ‘potential’-field influence is bounded. This 

means that values of ψα(R) are non-zero for some 
co-ordination shells only.  
 In case of the vacancy mechanism of diffusion, 
we can take into account atomic jumps only over the 
nearest distances between the sites. When it is nec-
essary to test the possibility of not only vacancy 
diffusion mechanism, but also more complex diffu-
sion processes, then we have to consider several sets 

of values Λ0
α(R − R′I), Λ0

α(R − R′II), etc. Indexes I, 
II, etc. relate to the jumps to the site R from the near-
est-neighbour sites {R′I}, next-nearest-neighbour 

sites {R′II}, etc. (Fig. 1). 
 Analogous models have been considered in [6–
8]. In Ref. [6], authors assumed atomic jumps 

within the first co-ordination shell only; in Ref. [7], 
scheme of studying microdiffusion has been pro-
posed only, without estimation of diffusivities.  
 Let us assume that ‘potential’ field extends on 
the six co-ordination shells around the ‘central’ 

(‘zero’) site, and jump of α-atom is possible within 
the two co-ordination shells: 

;0)( 0
II

0 ≠Λ=Λ αα R  ;0)( 0
IIII ≠Λ=Λ αα R  

;0)( II ≠ψ=ψ αα R  ;0)( IIII ≠ψ=ψ αα R  
;0)( IIIIII ≠ψ=ψ αα R  ;0)( IVIV ≠ψ=ψ αα R  
;0)( VV ≠ψ=ψ αα R  ;0)( VIVI ≠ψ=ψ αα R  

RI, RII, etc. are radii of the first, second, etc. co-
ordination shells, respectively. If α-atom is located at 

the ‘zero’ site, other probabilities (Λ0
αIII, Λ0

αIV, etc.) 

and ‘potential’ functions (ψαVII, ψαVIII, etc.) equal 
zero, then we can write the following equations with 

Λα(Rn(lmn)) (lmn—co-ordinates of sites in a usual 
system with basis vectors along [100], [010], [001] 
directions) for 8 nearest (with respect to ‘zero’ site) 

co-ordination shells only and for R = R0 = 0 as well; 
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][][3 0V
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00IV
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I αααααα ψψΛ+ψψΛ+ , 
Λα(RVII(1½ 1 ½))≅ +ψψΛ+ψψ αααααα ][][ 0IV
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here −Λ0
α0—probability of α-atom to stay in situ (at 

a given site) per unite time, ψα0—‘potential’ func-
tion at the ‘zero’ site. Values of Λα(Rn(lmn)) are 
obtained for disordered f.c.c.-62Ni0.765Fe0.235 solu-
tion from inverse Fourier transformation using ex-
perimental data [3] by the estimated values of λ1(k) 
on a basis of kinetic model (6). Fourier original of 
probability to jump into the site R of a cubic lattice 
is as follows: 

×=Λα )()( lmnKR  
,)2cos()2cos()2cos()(

321

3213211∑ πππλ×
hhh

nhmhlhhhh  

where K—geometrical coefficient, which is de-
pendent on the co-ordinates of vector R(lmn). 

Jumps’ probabilities of ‘slow’ α-atoms (i.e. 
conditionally ‘slow’ Fe atoms within the ‘coat’ of 
‘fast’ Ni atoms [9]) within the first two co-ordination 
shells in ‘ideal’ Ni0.765Fe0.235-type alloy for tempera-
tures 776 K and 783 K are presented in Fig. 2. The 
first column in both figures means a probability (per 
unite time) of ‘slow’ atom to stay in situ at a given 

site. Magnitude of this probability (≈ 0.024 sec−1
 and 

0.033 sec−1
 for 776 K and 783 K, respectively), just 

as two another probabilities for the first and second 
co-ordination shells, is, for example, smaller than for 

f.c.c.-Ni–Mo (≈ 0.6 sec−1
 [8]). 

 Caused by microscopic heterogeneity, ‘potential’ 
function of Rn (Fig. 3) determines the atomic jumps 
(Fig. 4) during short-range order relaxation. It has 
oscillating character, and its absolute value decreases 
as a whole with increasing distance from the concen-
tration heterogeneity at the ‘zero’ site (Fig. 3).  
 
4 Calculation of diffusivities 
 
Atomic-jumps’ probabilities enable to calculate 
macroscopic diffusion characteristics, i.e. diffusion 

and self-diffusion coefficients of ‘slow’ α-atoms. 
Equation (7) is analogue to the Darken formula:  

])ln()ln(1[ αα
∗
αα γ+= cddDD ;   (10) 

here Dα, D∗
α, γα—diffusion, self-diffusion and activ-

ity coefficients, respectively, for α-atoms. So realis-
ing long-wave limit transition from discrete to con-
tinual process and comparing Eq. (7) with Eq. (10), 
we obtain the following relationship between the 
diffusion micro- and macroparameters: 

λ1(k) ≈ Dα|k2|, λ
0
1(k) ≈ D∗

α|k2|, 
α

α
α

γ
≅ϕ

cd
d

ln
ln)(~ k  (11) 

(for k→0) neglecting Kirkendall effect, at least. By 

definition, value λ1(k) is connected with jumps’ 

probability −Λα(Rn) of α-atoms per unit time: 

.)]exp(1)[()(
In nn1

n
∑ ∑∞

= α ⋅−−Λ−=λ
R

RkRk i  (12) 

For k→0, expanding exp(−ik⋅Rn) in a series and re-
taining first nonzero terms (λ1(0) = 0), we obtain [1]: 

,)()61()(
In

2
n

2
nn1 ∑∞

= αΛ−≈λ kk ZRR  (13) 

Zn—co-ordination number for a n-th co-ordination 
shell. Comparison of Eq. (13) with (11) yields for-
mula for diffusivity in non-ideal cubic solution: 

  
Figure 4: Jumps’ probabilities of α-atoms into the site Rn 

per unite time, −Λα(Rn) (n—number of co-ordination 
shell), in non-ideal disordered f.c.c.-62Ni0.765Fe0.235. 

 
Figure 3: Normalized values of ‘potential’ functions, 

ψα(Rn)/ψα0 (produced by the α-atom at the ‘zero’ site) at 

different co-ordination shells (n = I, …, VI) in f.c.c.-
62Ni0.765Fe0.235 for two temperatures. 

 
Figure 2: Jumps’ probabilities for α-atoms within the two 

co-ordination shells (numbered by n = 0, 1, 2) per unite 

time, −Λ0
α(Rn), in ‘ideal’ f.c.c.-Ni0.765Fe0.235-type solution. 
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Table 1: Vacancy-controlled diffusion (DFe), self-diffusion 

(D∗
Fe), and interdiffusion (D) coefficients for 

62Ni0.765Fe0.235. 
T, K DFe, cm2/sec D∗

Fe, cm2/sec D, cm2/sec [3] 
776 4.49⋅10−17 1.81⋅10−17 2.49⋅10−18 
783 6.90⋅10−17 2.55⋅10−17 3.56⋅10−18 

.)()61(
In n

2
nn∑∞

= αα Λ−≈ ZRRD   (14)   
Figure 5: Time dependence of long-range order parameter 

in L12-type Ni3Fe alloy; •—experimental data [4]. Similarly, for ideal solid solution, 

.)()61(
In n

2
nn

0∑∞

= α
∗
α Λ−≈ ZRRD   (15) 

In a given model, we assume that atomic jumps 
into the sites within the same co-ordination shell 
(with respect to the ‘zero’ site) are equiprobable.  

 

 Diffusion and self-diffusion coefficients of Fe 
atoms in f.c.c.-62Ni0.765Fe0.235 solution calculated 
from Eqs. (14), (15) are listed in Table 1. In the last 
column, interdiffusion coefficients extrapolated 
from the high-temperature measurements [3] are
presented too. Total activation energies of vacancy-
mediated diffusion and self-diffusion of Fe atoms 
are also calculated: 2.13 and 3.47 eV, respectively. 
 Now let us consider the case of exchange mecha-
nism governing the diffusion in Ni3Fe alloy (which is 
similar by the composition to Ni0.765Fe0.235 solid solu-
tion) at temperatures below the temperature of order–
disorder phase transformation. Atomic distribution 
function in this ordering alloy can be represented as a 
superposition of the static concentration waves 
(SCW) [1]. Using SCW approach along with self-
consistent-field approximation, one can consider the 
differential kinetic equation for relaxation of long-
range order parameter η [1] of L12-type Ni3Fe: 

.
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)3)(31(ln)(~

16
)(~3
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η+η+
+

η
=

η αα

Tk
wL

dt
d

B

XX kk (16) 

In the last equation, kX = (100)—wave vector (in a 

first Brillouin zone of f.c.c. lattice), which generates 
the L12-type superstructure, L∼αα(kX)—Fourier 

transform of Önsager kinetic coefficients, w∼(kX)—
Fourier component of pairwise-interaction ‘mixing’ 
energy between Ni and Fe atoms; magnitudes of 

w∼(kX) for Ni3Fe alloy with different temperatures 

were estimated in [7]. An implicit solution t = t(η) of 
Eq. (16) is given by the following equation: 
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where η0—initial magnitude of the long-range or-
der parameter (at t = 0). Assuming atomic jumps 

between nearest-neighbour sites only and using 

condition that the total number of atoms in a system 
is conserved, for f.c.c. lattice, we can write 

−π⋅π−−≈ αααα 21I coscos3)[(4)(~ hhRLL k    
],coscoscoscos 1332 hhhh π⋅π−π⋅π−   (18) 

where Lαα(RI) is proportional to the jump probability 
of a pair of atoms at nearest-neighbour sites R and R′ 
per unite time (RI = |R − R′|). Using experimental data 

[4] (Fig. 5) and Eqs. (17), (18), we obtain roughly 
averaged values: 〈Lαα(RI)〉 ≈ 4⋅10−8

 sec−1
 for T = 673 

K and 〈Lαα(RI)〉 ≈ 7⋅10−8
 sec−1

 for T = 743 K. Substi-
tuting Lαα(RI) instead of −Λ0

α(Rn) in equation similar 
to Eq. (15), exchange diffusive mobilities of ‘slow’ 

Fe atoms in L12-type Ni3Fe alloy may be coarsely 

estimated by averaging data of Table 2 over anneal-
ing times: 〈D0

Fe〉 ≈ 1.03⋅10−22
 cm2/sec for T = 673 K 

and 〈D0
Fe〉 ≈ 1.78⋅10−22

 cm2/sec for T = 743 K. Ac-
cordingly estimated diffusion migration energy of Fe 
atoms is 0.34 eV. 
 
5 Discussion of results and conclusions 
 
Obtained microparameters of diffusion, −Λ0

α(Rn) 

and −Λα(Rn), are estimated on the basis of available 
experimental data about diffuse-scattering kinetics, 
which is caused by the short-range order relaxation 
in the solid solution. Thus, obtained ‘microdiffu-
sivities’ determine the short-range order changes 
and give information about their kinetics. 
 For ‘ideal’ f.c.c.-Ni0.765Fe0.235-type solid solution, 
probability of atomic jumps into a given site R of the 
nearest-neighbour shell around a ‘zero’-site hetero-
geneity is less than −Λα(0)/2, and of the next-nearest-
neighbour sites—considerably less than −Λα(0)/2 
(Fig. 2). This stands for the predominance of atomic 

Table 2: Exchange diffusive mobilities in L12-type Ni3Fe 
alloy for different annealing times and temperatures. 

 T = 673 K T = 743 K 
t, h D0

Fe, cm2/sec D0
Fe, cm2/sec 

100 8.99⋅10−23 1.26⋅10−22 
90 1.04⋅10−22 1.55⋅10−22 
80 1.15⋅10−22 2.52⋅10−22 
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jumps within the first co-ordination shell that is 
mainly governed by the vacancy mechanism of dif-
fusion within the commonly accepted interpretation. 
 Dependence of normalized ‘potential’ function 
on a radius of co-ordination shell, Rn, is non-
monotone (Fig. 3). For some Rn, function value is 
positive, for another one—negative. This determines 
thermodynamic ‘disadvantage’ or ‘advantage’ of 

‘slow’ α-atom to stay in corresponding sites {Rn}. 
 Probability of an α-atom jump into the site R, 
−Λα(R), in a field caused by the α-atom excess at 
the ‘zero’ site is determined by the value of this field 

at a site R. That is why the jumps’ probability of α-
atoms into the site R is non-monotone (Fig. 4): it is 

higher at sites, where arrangement of α-atom is 
more energy-wise preferable. 

If we put Fe-atom at a cube corner of an f.c.c.-
lattice conditional unit cell, then, in a presence of the 
short-range order of L12(Ni3Fe)-type, Fe-atoms will 
try to occupy predominantly the cube corners (viz. 
sites within the II-nd, IV-th, VI-th, VIII-th co-
ordination shells around a ‘zero’ site, which coin-
cides with one of the cube corners), and Ni-atoms 
will be localized at the face centres of cubic unit cells. 
So, in our case, a short-range order of L12-type is 
characterized by the arrangement of Ni atoms at the 
face centres that is more energy-wise preferable for 

Ni. Evidently, that is why jumps’ probabilities of α-
atoms (Fe) into the sites {RII}, {RIV}, {RVI}, {RVIII} 
(Fig. 4) are higher than jumps’ probabilities into the 
sites {RI}, {RIII}, {RV}, and {RVII}. These jumps into 
the sites of the II-nd, IV-th, VI-th, VIII-th co-
ordination shells with respect to the cube-corner 
‘zero’ site have to be realised mainly as nearest-
distance jumps from the sites, where arrangement of 

α-atoms (Fe) is less energy-wise ‘advantageous’, 
that is from the sites of the I-st, III-rd, V-th, VII-th co-
ordination shells with respect to the cube-corner 
‘zero’ site. Thus, n-dependent probabilities presented 
in Fig. 4 do not contrary to the vacancy mechanism of 
diffusion in alloy at issue. 
 It is quite clear that, if temperature increases, all 
probabilities increase as well (Figs. 2, 4). 
 Total activation energies of diffusion and self-
diffusion of ‘slow’ Fe atoms in disordered alloy 
62Ni0.765Fe0.235 are 2.13 eV and 3.47 eV, respectively. 
Exchange-diffusion migration energy of Fe atoms in 
long-range ordered Ni3Fe proves to be 0.34 eV. The 
first two values are higher than the third one because 
the latter does not involve the energy of vacancy for-
mation; migration energy in Ni3Fe is evaluated 
within the alloy model without vacancies. Vacancy 
formation energy in a former model is 84–90%. 

 Diffusive mobilities listed in Table 2 are lower 
than diffusivities in Table 1 because of some rea-
sons. Firstly, because of temperature- and concen-
tration-dependent statistical-thermodynamic factor 
(of {cαcγΨ

∼
γβ(k)/(kBT)}-type; see Eqs. (3), (9)). Sec-

ondly, below the order–disorder transformation 

temperature, the diffusion mechanism in long-range 
ordering alloys may be modified, and this will affect 

the value of D in the direction of observed variation; 

in fact, the probability of exchange (‘ring’) mecha-
nism of diffusion is small; it is proved by the magni-
tude of Önsager kinetic coefficient. Thirdly, be-
cause of temperature is decreased. 
 A given paper shows the possibility evaluating 
‘macrodiffusivities’ by means of ‘microdiffusivi-
ties’ from the independent data on short- or long-
range order kinetics. The presented scheme can be 
used for multicomponent systems based on f.c.c. 
lattice as well. 
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Abstract 
 

Dimensional analysis is presented as a powerful tool in the study of paste boriding. In particular, a non dimensional 
method is used to study the growth kinetics of the boride layers FeB and Fe2B. Experiments were performed in AISI 
1045 steel and AISI M2 steel to prove the suggested model. Samples of 1045 steel were prepared and treated using 3 – 
5 mm of boron paste thickness, at temperatures of 1193, 1223 and 1273 K, for exposure times of  2, 4 and 6 h . The M2 
specimens had 3 and 4 mm of boron paste thickness and, temperatures of 1223, 1253 and 1273 K for 2 and 6 h. It was 
found that the layers growth obeys potential laws of the form , where α and β constants are a function of the 
material and the interface of interest. Validation of the model was made using experimental data with an average error 
percentage of 7.6% for Fe

βα xy =

2B in 1045 steel; 15.8% for FeB and 3.4% for Fe2B in M2 steel. 
 
Keywords: reactive diffusion; dimensional analysis; growth kinetics; paste boriding process; boride layers 
 
1  Introduction 

Dimensional analysis is a method that reduces 
the number and complexity of experimental 
variables affecting a physical problem, by using 
compacting techniques Ref. [1]. If a phenomenon 
depends on n dimensional variables, dimensional 
analysis can reduce the problem to only k 
dimensionless variables, where the subtraction n – k 
= 1, 2, 3, or 4 depends only on the process 
complexity. Generally, n – k is equivalent to the 
number of fundamental dimensions that govern the 
problem. One of the most important benefits of 
dimensional analysis is the generation of a model, 
based on scaling laws, that groups every 
experimental aspect used during the process. In the 
same way, it helps to predict the behavior of 
physical phenomena in similar conditions, under the 
same experimentation range Ref. [2]. 

There are different methods to reduce the 
number of variables into a lower number of 
dimensionless groups; Buckingham Pi Theorem is 
one of the most applied. The fundamentals of the 
theorem are based on the creation of groups of 
variables in a power product form. Essentially, 
these are dimensionless variables (∏ 1, ∏ 2, ∏ 3, 

etc.), that represent the most important parameters 
of the process. In this way, a lower number of 
experiments are assured, as well as the optimization 
and automation of the physical phenomena. During 

this study, dimensional analysis was applied to the 
paste boriding process. Via this surface hardening 
technique, boron atoms are diffused into the surface 
of several types of ferrous and non-ferrous alloys. 
Thus, the formation of iron borides causes an 
increment of engineering components exposed to 
corrosion and wear Ref. [3, 4]. 

Inside the paste boriding process, there are three 
important parameters to be controlled: time, 
temperature and the boron potential that surrounds 
the material surface. Boron potential is closely 
related to the paste amount that covers the steel 
sample; as paste thickness increases, boron 
diffusion velocity is greater over the formed phases 
in the surface. Likewise, boride growth kinetics 
increases, while the activation energy required for 
transport phenomena to occur is reduced Ref. [5]. In 
contrast, boron potentials involved in the process 
can create two characteristic phases at the surface: 
Fe2B, body-centered lattice structure, convenient for 
industrial applications; and the outermost phase, 
FeB, with an orthorhombic crystalline structure, 
which is not desired in engineering components, 
due to its high fragility Ref. [3-5]. Also, these 
phases are formed according to the present alloying 
elements in the material. It is more likely to have 
Fe2B growth in low carbon and low alloy steels, 
with a columnar morphology.  In contrast, fronts of 
flat growth of a bi-phase FeB/Fe2B are formed 
when the substrate has an 
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increment in carbon and alloying elements such as: 
molybdenum, tungsten, vanadium and chromium 
Ref. [6]. 

This study considers the most important 
variables in the paste boriding process; such as, 
boron paste thickness, treatment time, iron boride 
layer thickness, growth constant, and boron 
concentration at the substrate surface and at the 
FeB/Fe2B interface. The purpose is to group these 
variables in a dimensionless form to generate a 
tentative model containing the experiments carried 
out at work temperatures. The validity of the model 
is done in AISI 1045 and M2 steels, (under different 
experimental conditions) where the main influence 
is given by the boron paste thickness.  
 
2
 
 Model 

The objective in dimensional analysis is to 
reduce the mass diffusion problem into a function 
that depends only on a single independent variable. 
Reducing the number of independent variables, the 
experimental process can be optimized.  This 
method not only reduces the number of 
experiments, but also demonstrates which 
parameters are the simplest to modify.  

2.1 Assumptions 
- It has been considered that the growth of 

borided phases in the paste boriding process 
is a function of: the initial amount of boron 
paste ho, growth constant k, the treatment 
time T, the boron concentration at the 
surface Cs, and the concentration in present 
interphases Co.  

- The growth of iron boride layers obeys a 
potential law, in the form of , 
where α and β are constants that depend on 
the process parameters.  

βα xy =

- The phase growth is unidirectional.  
2.2  Non-dimensional method 

The independent and dependent parameter units 
are defined as: u [L] indicating average thickness of 
layer FeB and Fe2B; t [T] corresponding to 
treatment time; ho [L] equivalent to an initial 
amount of boron paste at the substrate surface; 
growth constant defined as k [LcT-1]; and Cs and Co 
with units of the form [ML-3] are described as the 
boron concentration at the material surface and in 
present interphases. Dimensionless numbers are 
found through the classical method application of a 
dimensionless solution, as proposed in Ref. [1].  

For the first dimensionless parameter (∏ 1), the 
terms ho, t, Cs and u are grouped, resulting in the 
following expression:  

0003 TLML
Z

MLYTXL =⎟
⎠
⎞⎜

⎝
⎛ −   (1) 

where x = -1 , y = 0 , z = 0.  Finally, according to 
(1), the dimensionless parameter ∏ 1 is defined as:   

oh
u

=Π1        (2) 

∏ 2 groups ho, k, t, Cs in the form:  
( ) ( ) 00013 TLMTLMLTL cZYX =−−  (3) 

x = - C , y = 1 , z = 0. Under these circumstances, 
∏ 2 results in:  

c
oh
kt

=Π 2         (4) 

where c is the inverse of the proposed exponent. 
Lastly, the dimensionless parameter 3, considers 
the variables ho, t, C

∏

s and Co : 
( ) ( ) 00033 TLMMLMLTL

ZYX =−−  (5) 
where  x = 0 , y = 0 , z = -1. Equation (5) is then 
expressed as: 

o

s

C
C

=Π 3          (6) 

The relationship of interest is the iron boride layer 
thickness as a function of dependent parameters, so:  

( )321 ,ΠΠ=Π f   (7) 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

o

s
c

oo C
C

h
ktf

h
u ,     (8) 

It is assumed that boron concentration on the 
surface and interfaces remain constant during the 
treatment.  

 
Figure 1: Scheme of covering process with boron 

paste at the metal surface. Scale in mm.  
 
3
 
 Experimental procedure 

Samples of M2 steel were machined and 
recrystallized for 1 h at 923K. Afterwards, the
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samples were placed in acrylic molds (Fig.1), in 
order to control boron paste thickness. The 
water/paste ratio was 0.2. To eliminate water 
residues on paste, samples were put in a 
conventional furnace for 20 minutes at 373 K. 
Boriding in 1045 steel was done at 1193, 1223 and 
1273 K. Different treatment times were used: 2, 4, 
and 6 h, modifying boron potentials in a range of 3, 
4 and 5 mm of boron paste. For M2 steel, treatment 
was carried out at temperatures of 1223, 1253 and 
1273 K, and exposure times of 2 and 6 h for each 
temperature. Under these different conditions, 
samples of 3 and 4 mm of boron paste thicknesses 
were treated under a pure argon atmosphere. After 
the treatment, the pieces were quenched in oil and 
cross-sectioned by electrical discharge machining, 
Roboform 20A. After the metallographic 
preparation, the thickness of the boride layers was 
measured by means of optical microscopy (in each 
sample, a minimum of 25 measurements were done 
at different points of the layer). Then, obtained 
images were analyzed with MSQ PLUS software 
for the phase identification in the sample surface.  
 
4
 
 Results and discussions 

The growth of iron borides obeys a controlled 
diffusion process in the form of , where β 
represents the major adjustment in experimental 
data used within the process. Using the parabolic 
growth hypothesis, β exponents for FeB and Fe

βα xy =

2B 
phases are 0.7 and 0.53, respectively, in M2 steel. 
For Fe2B the dispersion was 0.99 and 0.96 for FeB. 
To improve the data dispersion, the FeB growth was 
adjusted only to potential functions, with 0.7 as an 
exponential of growth. The previous modification 
was done using a generalized parameter of 

dimensionless growth c
oh
kt , where c is the inverse 

of the proposed exponent. It was found that the 
dimensionless growth adjusted to a β exponent 
worth 0.799, with a dispersion value of 0.986. A 
subsequent iteration was performed fitting the FeB 
phase growth to 0.8, resulting in a dimensionless 
growth exponent of 0.83 with a data dispersion of 
0.99.  

 
(a) 

 
(b) 

 
(c) 

Figure 2: Dimensionless growth of iron boride 
layers on M2 steel (a) FeB, (b) Fe2B. 1045 steel 

reflects a Fe2B phase growth on (c). 
 

The dimensionless growth for the Fe2B phase in 
1045 steel adjusted the experimental data with a β 
value equal to 0.50 with a 0.99 dispersion. Figure 2 
presents the obtained curves for M2 and 1045 steel, 
with the dimensionless variable group shown in Eq. 
(8). These data represent the experiment set done 
with 3 and 4 mm of boron paste thickness, for both 
steels below 6 h of treatment. Fe2B and FeB phases 
in M2 steel showed a preferential growth, but only 
Fe2B showed a preferential growth in 1045 steel. 
This proves the influence of alloying elements in 
steel such as chromium, molybdenum, vanadium 
and high contents of carbon, within the formation of 
the FeB phase in the substrate Ref. [7]. 
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However, the morphology of the formed layers in 
M2 steel (dependent of alloying elements) is less 
saw-toothed and more compact against the 
morphology of Fe2B in 1045 steel (Fig.3). The 

dimensionless parameter c
oh
kt , used in graphics of 

Fig. 2, is below the dimensionless values to the unit. 
By maintaining α constant along the used values, 
the curve  grows in a slower way when β 
parameter increases, inverting this kinetics for 
greater values than the unit. With the proposed 
experiments for the M2 steel, the dimensionless 
potential growth reflects, on the β exponent, a 
slower dynamic growth of the FeB phase, compared 
with the Fe

βα xy =

2B phase. Also, the Fe2B phase growth 
for both steels indicates a controlled and 
preferential growth, according to the β values 
obtained in the experimental data adjustment. 
 

The resulting expressions for M2 steel, 
according to the dimensional analysis are:  

8346.0
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For Fe2B phase growth in 1045 steel, the equation 
results into: 

5016.0

2019.12

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

oo

BFe

h
kt

h
u
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Comparing (10) and (11), for dimensionless 
growths of Fe2B phase in both steels, it is evident 
that the process is much faster in 1045 steel. As 
presented by Carbucicchio et al. Ref. [8], the 
alloying elements, i.e. Mo, V, Cr, contained in M2 
steel, are introduced in a substitutional manner, and 
tend to concentrate in the serration limit of the 
boride layer. As a consequence, the active boron 
flux is reduced in this zone and the columnarity of 
the generated fronts is lowered in the Fe2B/substrate 
interface. The same phenomenon is presented in the 
FeB/Fe2B interface. 
 

    
(a) (b) 

   
(c)   (d) 

 
Figure 3: Cross-sectional view of paste borided 

samples on AISI M2 and AISI 1045 steel at 1273 K 
with 6 h of treatment. (a) and (b) for 1045 steel with 
boron potentials of 3 and 4 mm of paste thickness; 
(c) and (d) for M2 steel under the same boron paste 

thicknesses. 
 

The influence of temperature is also studied with 
dimensional analysis and is presented in Fig. 4. The 
growth kinetics shown in dimensionless parameter 
β, establishes that between temperatures of 1223 
and 1253 K, the kinetics is greater than in extreme 
temperatures of 1193 K for 1045 steel and 1223 for 
M2 steel, as well as for 1273 K in both steels. This 
could indicate an optimal process temperature, 
where the growth kinetics of the borided phases has 
its maximum value. Likewise, when work 
temperature increases, β value converges into 
values equivalent to 0.5.  
 

 
 

(a) 
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(b) 

 

 
(c) 

 
Figure 4: Temperature influence on β dimensionless 
parameter for borided phases growth. M2 steel (a) 

FeB , (b) Fe2B. 1045 steel (c) Fe2B. 
 

The validity of the dimensionless model was 
done with experimental data, using a work 
temperature range of , which was 
not used for the initial adjustment of the model. 
Table 1 shows the error percentage obtained in the 
model, according to the growth data of FeB and 
Fe

KTK 12731223 ≤≤

2B for both steels. The average error of FeB 
phase in M2 steel is approximately of 16%, and it is 
lower than 10% for Fe2B phase in both steels.  
 
5 Conclusions 
 
 
The following conclusions were established:  
 
a) The use of dimensional analysis reduces the mass 
diffusion problem into a function than depends only 
on an independent variable. The reduction of 
independent variables optimises the experimental 
procedure, minimizing the number of tests, in 

addition to the indication of the modified 
parameters.  
b) The regression of the dimensionless variables 
showed that the dimensionless growths of the FeB 
and Fe2B layers follow potential laws within the 
form , where constants α,β are a function of 
the substrate, and the generated layers at the 
material surface.  

βα xy =

c) Dimensionless value β reflects a slower growth 
kinetics than FeB phase in M2 steel; in the case of 
Fe2B phase, dimensionless growth kinetics is faster 
in 1045 steel than in M2 steel. This is due to 
alloying elements in this last steel, which slows the 
phase growth, creating less columnar coverings.  
d) Dimensional analysis showed that boride phase 
growth, does not necessarily follow a parabolic 
growth, because dimensionless growth obeys 
potential laws, which demonstrates a minor 
dispersion of dimensionless points, and into an error 
percentage of the dimensionless model.  
e) The dimensionless β parameter shows the 
influence of the process temperature in the borided 
phases growth. It is possible that the kinetics growth 
of the iron borides in the substrate surface might be 
higher in the range of . KTK 12531223 ≤≤
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Table 1: Validity  of dimensionless model for phases (a) FeB, (b) Fe2B in M2 steel; (c) Fe2B for 1045 steel 
 

 
(a) 

 
(b) 

 

(c) 
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Abstract 
 

The development of an automated crystal orientation mapping tool attached to a transmission electron 
microscope is described. The electron beam displacement is controlled by a remote computer while thousands of 
diffraction patterns are recorded with an external CCD camera and analysed with a dedicated software. The work 
being mainly concerned with severely deformed metals, spot patterns rather that Kikuchi lines are considered in this 
approach. The capabilities and the sensitivity of template matching techniques for orientation identification are 
stressed. To locate precisely the scanned area on TEM pictures, a pseudo-bright field image reconstruction 
procedure is proposed. A simple procedure to eliminated some orientation ambiguities is described. 

 
Keywords: TEM; Spot patterns; Electron diffraction; Pattern recognition 

 

 
1 Introduction 
 

Transmission electron microscopy remains one 
of the main characterization tools to infer at a 
nano scale the physical processes controlling the 
electrical, magnetic or mechanical properties of 
most of the materials. Coupled with X rays or 
electron detectors and considering the multiple 
observation modes available (bright/dark fields, 
diffraction, high resolution, convergent beam, 
nano beam, etc), it offers a unique source of 
information on the substructure, misorientations, 
local chemical gradients, especially for crystalline 
materials. For the image or chemical aspects, the 
adequate accessories have reached impressive 
resolutions and rapidity. By contrast, for 
crystallographic orientations there are only very 
few attempts to promote fast and reliable tools to 
record complete orientation maps at a nano scale. 
It is worth recalling that it has been demonstrated 
in the past that the task is fully achievable on 
TEM [1-3]. The present paper describes the 
current state of the development of a hardware and 
software package dedicated to automated 
crystallographic orientation mapping. The initial 
objective was to analyse in details the 
misorientations related to severe plastic 

deformation. But the device is believed to have 
high potential fields of utilisation in all 
metallurgical problems that necessitate nano scale 
analysis. 
 
 
2 Orientation identification principle 
 

Basically, the crystallographic orientation is 
contained in the diffraction pattern. The latter 
includes Kikuchi lines and/or individual spots. 
Kikuchi lines are usually preferred presumably 
because they permit intrinsically a sub-degree 
orientation accuracy. They were made popular 
with the famous EBSD (Electron Backscattered 
Diffraction) attachments that are quite common on 
modern scanning electron microscopes. Extension 
for TEMs are also under development (e.g.: 
Morawiec and co-authors [3,4]). For studies that 
involve large strains, the spot patterns are 
preferred. Indeed, they are known to be less 
sensitive to the internal stresses resulting from 
severe plastic deformations.  

The procedure necessitates (i) fast acquisitions 
of spot patterns and (ii) reliable orientation 
identification. This supposes hardware equipments 
and software developments that will be briefly 
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described before discussing some particular issues 
of the technique. 
 
2.1  Spot patterns acquisition 

The work was performed on a JEOL 3010 
TEM operating at 300 kV. The beam size is 
decreased down to the adequate diameter. A 
compromise between the beam intensity and 
spatial resolution must be found. Typically, beam 
sizes of 20 to 50 nm are used on the microscope 
that is equipped with a LaB6 filament. As for 
EBSD attachments on SEM, the procedure 
requires a full control of the beam displacement 
and rapid capture of the diffraction patterns. Both 
functions are performed thanks to a remote 
computer equipped with a D/A board that 
generates a software controlled signal over four 
channels connected to the electron microscope 
shift and twist deflecting coils. As in the pionner 
work of Schwarzer [5], an external CCD camera is 
used for the acquisition. It collects the patterns at a 
rate of 25 frames per second through the frame 
grabber. The 758x486 sensor size is reduced 
mainly by binning to an area of interest of 
typically 150x150 pixels [6].  
 
2.2  Identification through template matching 

The usual way to extract the orientation from a 
spot pattern consists in locating the intense spots 
and to compare their relative positions (angle and 
distance from the transmitted beam) to values pre-
calculated for a given material and known 
observation conditions. The present approach 
differs significantly from this scheme [6,7]. 
Firstly, the spot patterns for all the possible sets of 
Euler's angles (in the limits of the crystal 
symmetry) are entirely generated and stored in a 
database. Then, every pattern is compared to the 
real one through template matching and the most 
adequate is selected.  

The degree of matching for a given template is 
characterised by the correlation index that writes:  
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where the pattern is represented by the intensity 
function P(x,y) while every template i is given by 
the function Ti(x,y). The highest Q value 
corresponds to the solution. The efficiency of the 

technique is due to the very limited number m of 
triplets (positions x and y, intensity) that compose 
the templates: usually around 50 dots are 
sufficient and therefore only 50 products are 
computed for every orientation. Moreover, 
because the values are compared for a given 
picture, the first part of the denominator is merely 
omitted in the calculation. A typical example of 
pattern matching is shown on Fig. 1. The recorded 
pattern, here for a b.c.c. material, is first 
numerically filtered to enhance the spot intensity 
and to locate the transmitted beam. Then, the 
correlation index is calculated for every possible 
orientation and the best one is selected. Finally, 
the solution is superimposed to the pattern on the 
figure.   
 

a)          b) 
 

Figure 1: Example of pattern matching for a 
random orientation of an α Fe grain a) as 

acquired, b) filtered image with the selected 
template superimposed. 

 
The Q values for a given pattern may be 

visually compared. This is performed on Fig. 2 
that shows the so-called correlation indexes map 
(Q map) related to the pattern of Fig. 1. This is the 
portion of the stereographic projection that cover 
all the possible orientations for the given crystal 
symmetry. For the b.c.c. example considered here, 
the area is bounded by the [001], [111] and [1-11] 
directions. The orientation step between two 
successive templates being one degree, less than 
1500 templates are required to cover all the 
possibilities. On Fig. 1, the correlation indexes, 
divided by the highest one, are converted in grey 
levels. The selected orientation corresponds to the 
darkness point on the map.  

This map is particularly useful to estimate the 
reliability of the solution. A single dark area 
means that the solution is safe; the appearance of 
extra dark spots on the map indicates that other 
orientations may be valid and therefore that the 
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solution must be rejected [7]. As a consequence, 
the reliability may be weighted by the index R that 
is defined as: 
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where Q1 and Q2 are the correlation indexes 

for the two highest and distinct maxima. If R 
vanishes, the identification is insecure. This 
occurs when the pattern is of poor quality either 
because the intensities of the spots are not high 
enough or merely because two patterns are 
superimposed as at grain boundaries. The 
reliability is also quite poor if the pattern has a 
180° ambiguity. This particular problem will be 
discussed in detail in section 5. 

 
 
 
 
 
 
 

[001] 

[111] 
 
 
 
 
 
 
 
 
 
 
 
[1-11] 

 
Figure 2: Correlation indexes map (Q map) with 
the selected orientation that is close to the [658] 

axis as indicated by the red dot. 
 

2.3  Software settings optimization 
The efficiency of the present procedure to 

select the adequate orientation is such that part of 
the identification parameters may be optimized 
automatically by considering the evolution of Q. 
This is illustrated with the camera length 
selection. Usually the value is given by the TEM 
settings but it may vary in a limited way inducing 
inconsistencies in the solution. Therefore the 
following procedure proves useful: on Fig. 3, the 
indexes are calculated for increasing camera 
lengths. More precisely, the best match is 
estimated while all the templates are expanded (or 
contracted) homothetically.  

For every camera length some degree of 
matching may be fortuitously found and the 
corresponding solution, merely indicated by its 
number, is given on the plot. These correlations 
are poor and consequently for two different 
expansion factors the selected patterns are quite 
different (Fig. 3). The feature of interest is that the 
real solution is unambiguously recognised thanks 
to a sharp increase of the index when the camera 
length approaches the adequate one. For the 
present case the camera length is equal to 21 
(arbitrary units). 
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Figure 3: Correlation indexes in arbitrary units 
and the corresponding solutions indicated by their 
numbers for increasing camera lengths. The real 

camera length coincides with the peak value. 
 
This procedure may also be used to select the 

adequate indexing parameters when a diffraction 
pattern with unknown observation conditions is 
analysed. It may be easily understand that the 
strong sensitivity of the template matching 
technique on the degree of similarity between the 
template and the actual diffraction pattern can also 
be used to distinguish say a b.c.c. pattern from a 
f.c.c. one. Phase identification performed with the 
present tool will be discussed in a devoted paper. 

 
 

3 Misorientations in severely deformed steel 
 

Figure 4 shows an orientation map and the 
corresponding highest index values (Qmax map) 
measured for low carbon steel subjected to 
alternated simple shear up to a cumulated shear 
strain of 18. A step size of 20 nm was used for the 
acquisition. Despite the high dislocation density, 
the orientation is determined in 96% of the cases.  
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Figure 4: Orientation and Qmax maps for a low 
carbon steel severely deformed. 

 
As expected, the observed structure is rather 

complex. Nevertheless, a rather uniform colour is 
obtained for the orientation map meaning that the 
normal axis is nearly the same for the whole area. 
The average orientation is close to the one given 
on Fig. 2. To analyse more precisely the area, 
misorientations along the two lines drawn on 
Fig. 4 are plotted on Fig. 5. The substructure 
appears to be composed of a mixture of cell and 
grain boundaries that are characterized thanks to 
the knowledge of the local crystallographic 
orientation. Of interest is the fact that on the TEM 
picture the boundaries are quite visible (Fig. 7), 
but it is hard to notice on the image if a boundary 
separates cells or grains. As noticed on Fig. 5, the 
horizontal line cross a grain boundary (20° 
misorientation) whereas the other line does not. 

 

0

5

10

15

20

25

0 500 1000 1500 2000

Position (nm)

M
is

or
ie

nt
at

io
n 

(°
)

Horizontal scan
Inclined scan

 
 
Figure 5: Misorientations calculated with respect 

to the first point for the white and black lines 
drawn on Fig. 3. A grain boundary is detected 

from the former. 
 

It should be mentioned that unfortunately the 
Qmax map does not give a good picture of the 
sample substructure. Indeed, the correlation index 
is sensitive to the similarity between the pattern 

and the selected template but also to the pattern 
quality that differs substantially from place to 
place. As a consequence, it is frequently difficult 
to recognize with the contrast given by the Q 
indexes, the area that was really scanned. An 
alternative technique is used for this purpose and 
is detailed in section 4. 
 
4 Pseudo bright field image 
 

One of the advantages of the present technique 
with respect to EBSD attachments on SEM is that 
both orientation map and TEM picture may be 
recorded together. This supposes that the area 
scanned for orientation identification is easily 
located. The task is simplified by the construction 
of a pseudo bright field image. 

As for the standard STEM mode, it is possible 
to reconstruct a bright field image of the object by 
plotting the intensity of the transmitted beam 
while the area of interest is scanned. In the present 
case, the diffractions patterns being recorded at 
every step, it is possible to calculate the average 
intensity in a disc that surrounds the transmitted 
beam. This is entirely equivalent to the 
introduction of a virtual aperture in the beam 
trajectory as shown on figure 6.  
 

Diffraction pattern

Pseudo-bright field image

Thin foils

Electron beam

Diffraction pattern

Pseudo-bright field image

Thin foils

Electron beam

Diffraction pattern

Pseudo-bright field image

Thin foils

Electron beam

 
 

Figure 6: Pseudo bright field construction. Only 
the transmitted beam is numerically selected and 

plotted on the image  
 
The pseudo bright field image is obtained by 

plotting the fluctuating intensity with the same 
scanning rate and steps than the real one. An 
example of such a construction is shown on 
figure 7 that corresponds to the same area as 
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Fig. 4. It can be noted that the pseudo bright field 
image is for far better that the Qmax one to 
recognize the scanned area. This type of 
information is particularly useful to detect any 
unexpected drift of the beam during the sampling 
time that is, for 25 frames per second, typically 
one hour for a full map. Indeed, the beam stability 
is never perfect mainly because the temperature of 
the TEM coils is hardly constant. For example, a 
close inspection of Fig. 7 denotes a small 
alternating shift of the beam in the lower part of 
the image. 

Concerning the spatial resolution, it should be 
mentioned that for the present reconstructed 
images, the virtual aperture has to be larger than 
the transmitted beam. This is because the inner 
part of the transmitted beam saturates and only the 
outer part contains contrast information. 
Therefore, as for STEM mode, it is mainly the 
beam diameter that delimits the pseudo bright 
field image resolution.  

Of course, the virtual aperture may be 
displaced on the diffraction pattern and 
consequently any pseudo dark field image may be 
constructed in the same way. Of particular interest 
is the fact that the diffraction patterns being 
recorded these reconstructions may be performed 
off line.  
 

 
 
Figure 7: Real and Pseudo bright field images of 

the area analysed on Fig. 4.  
 
   
5 Orientation ambiguity 
 
 The reliability of the orientation identification 
from diffraction spot patterns is limited by the 
well-known 180° ambiguity [8]. A typical 
example is the [111] pattern for b.c.c. materials 
that have sixfold symmetry instead of the crystal 
threefold symmetry. This occurs when there is no 
spot from the higher order Laue zones. The 
problem is encountered quite frequently and has to 

be surmounted by extracting more information 
from the patterns. Dedicated methods, which 
concern the equipment itself, are under 
development but are not running at date. 
Meantime a very simple procedure is used in order 
to exploit properly the available orientation maps. 
Basically, the method consists in extracting the 
adequate information from a collection of patterns. 
Indeed, if a single a highly symmetric pattern can 
not be resolute, the association of hundred of 
adjacent patterns is less problematic. 
 

 

 
 

Figure 8: Orientation map and reliability map (R 
map) for a low carbon steel. R vanished in the 

black areas. 
 

All the orientations sensitive to the 180° 
ambiguity are known a priori and have definite 
signatures. Consequently, it is possible to correct 
the local orientation by considering the two 
following facts:  

• the ambiguities are related to some 
particular misorientations (e.g. 60° 
around the normal axis for [111] 
patterns). The noisy nature of the patterns 
leads to alternate orientations that are 
easily detected (Fig. 9)  

• small misorientations always exists from 
one pixel to another and consequently the 
most ambiguous orientation is surrounded 
by more reliable ones.  

The simplest way to reduce the ambiguity for a 
given point is to allow the crystal to rotate 180° 
and to select the orientation that is the closest 
from the adjacent pixels. In other words the 
alternated rotations that are related to the 
ambiguities are merely not permitted. The 
effective orientation is deduced from the safest 
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point in the neighbourhood (the one that exhibits 
the highest R value).  
 

Figure 8 gives a typical example of the lack of 
reliability that arises from the 180° ambiguity in 
ferrite. The steel was deformed up to a total strain 
of 7 through Equal Channel Angular Extrusion 
and large misorientations are recorded (Fig. 9). 
The orientations being close to the [111] axis over 
the whole area, the reliabilities are poor. This is 
illustrated by the R map, given also on Fig. 8, 
where it may be seen that more than half of the 
identifications are unsafe (black areas). 
Consequently, the misorientation evolution is 
jerky with frequent jumps up to 60° (Fig. 9).  
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Figure 9:  Misorientations calculated for the line 
drawn on Fig. 8. A jerky behaviour is observed 

when the line crosses an unreliable area. 
 

For each pixel the selected orientation is 
rotated 60° around the [111] axis (from symmetry 
this is equivalent to a 180° rotation) and the one 
that correspond to the lowest misorientation with 
respect to the neighbourhood is selected. Of 
course, if the resulting misorientation is higher 
than a threshold value the correction is not 
performed (grain boundary). 
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Figure 10: Same as Fig. 9 but after correction (see 

the text for details). 

The corrected misorientation evolution for the 
same line as for Fig. 9 is shown on Fig. 10. Grain 
boundaries (point to point misorientation higher 
than 15°) are now easily distinguished. 
 
6 Conclusions 
 

Template matching algorithms are well 
adapted for the identification of spot diffraction 
patterns of randomly oriented crystals. Coupled 
with a fast image grabber hardware they constitute 
an efficient tool for the substructure 
characterisation of non trivial objects like severely 
deformed metals. The pseudo bright field image 
procedure as well as the ambiguity post treatment 
described in the previous sections constitute 
valuable complements to the procedure.  
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Abstract 
 

An effective interaction potential consisting of two-body and three-body covalent interactions is proposed for 
zinc telluride semiconductor. This interaction potential is used to performed isothermal-isenthalpic molecular 
dynamics simulations of structural and dynamics correlation, in ZnTe, as a function of temperature and pressure. 
The cubic zinc blende zero pressure structure and the reversible transformation induced by pressure between the 
four-fold coordinated zinc blende structures to the six-fold coordinated rock salt structure are correctly described, in 
excellent accord with x-ray absorption spectroscopy results. The vibrational density of states for different 
temperature and pressure was obtained and the shift of the optical modes as a function of pressure was analyzed. 

 
Keywords: Molecular dynamics; Structural transformation; ZnTe; Phase transition 

 
 
1 Introduction 
 

Atomistic simulation is a very important tool 
for describe and understand physical and chemical 
properties of materials. It bridges the gap between 
the laboratory experiments and analytical theories. 
In this paper we deal with classical simulations, i. 
e., systems in which the dynamics of the 
constituent particles are governed by classical 
mechanics. 

Visible light emitting devices are now a reality 
with the use of semiconductors of type II-VI, such 
as zinc telluride, ZnTe, [1, 2]. Besides its use for 
optical devices, substrates, and heterostructures, 
ZnTe for itself has been subject of several studies 
in order to characterize its different phases as a 
function of applied pressure, [3-7]. From the 
stable zinc blende structure at ambient conditions, 
ZnTe, under pressure, change to a cinnabar 
structure around 9 GPa and to Cmcm after 15GPa. 
[6] Above 90 GPa a new structure has been 
reported, but not yet determined. At high 
temperature and pressure a stable rock salt 
structure has been found, [3, 8]. 

In this paper we performed a molecular 
dynamics atomistic simulation (MD) in which an 
effective interaction potential is proposed for 
describe structural correlations and structural 
phase transformation under pressure in this 
particular semiconductor. 

 
 
2 The interaction potential   
 

A molecular dynamics technique (MD) is a 
method capable to generate the phase space 
trajectory for a given number of atoms which 
interacts with each other through a certain 
interaction potential. In this paper we propose an 
effective interaction potential in which two- and 
three-body interaction are considered, [9, 10]. The 
two body effective interaction potential takes into 
account size effects of the atoms, Coulomb 
interaction due to charge transfer between ions, 
charge-induced dipole interaction due to large 
electronic polarizability of anions, and induces-
dipole induced dipole (van der Waals) 
interactions. These two-body effective potential is 
given by: 
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Due to the long-range character of the 

Coulomb and the charge-dipole interactions, 
screening are introduced, so there is no need to 
perform Ewald sum, and an O(N) algorithm, 
necessary to integrate the equations of motion, 
could be used. These two-body potential was also 
truncated at rc, and in order to prevent 
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discontinuity in the potential and its first 
derivative at rc the shifted potential approach was 
applied, [11]. 
 A three-body interaction potential is necessary 
in order to describe the covalent character of the 
semiconductors. We proposed a modified 
Stillinger-Weber [12] type interaction potential to 
taken into account bond-bending and bond-
stretching effects. In the expression below Bjik is 
the strength of the three body interaction, 

)( 0 ijrr −Θ  are step functions, and 
jikθ

jikθ  is a 

constant. jikθ  is the angle between ijr  and ikr , 

and jiij rrr −= . 
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The parameters in these effective interaction 

potentials were chosen in order to have length 
scale, energy scale, and some mechanical property 
correctly describe. In Table 1 we summarize a 
comparison between simulated and experimental 
results for a selected quantity. 

 
Table 1: MD and experimental results for 
lattice constant, bulk modulus, elastic constants, 
and cohesive energy of the zinc blende phase. 

 MD Experiments 
(Ref.14) 

Cohesive energy 
(eV/particle) 

2.30 2.28 

Lattice Constant (Å) 6.10 6.1037 
Bulk Modulus 

(GPa) 
50.97 50.90 

Elastic Constants 
(GPa) 

  

C11 71.0 71.3 
C12 40.3 40.7 
C44 46.0 31.2 

 
 In conventional molecular dynamics 
simulations the observed quantities are measure in 
micro-canonical ensemble where the system is 
considered isolated. In this case the volume, 

energy and number of particles of the system are 
constants. In order to study structural phase 
transformation, with molecular dynamics 
techniques, it is necessary to use appropriate 
ensemble where the size and shape of the system 
can adequately respond to external sources. In this 
work we used the isenthalpic-isobaric (HNP) 
ensemble originally proposed by Parrinello and 
Rahman, [13]. In this ensemble the box of the 
system is considered as dynamical variables which 
allows to change in size and shape under 
conditions of constant stress or hydrostatic 
pressure. Temperature effects in the properties of 
the structural and dynamical, at zero apply 
pressure, were studied for systems with 1000, 
27000, 64000, and 175 616 particles. The results 
for applying hydrostatic pressure was analysed at 
a fixed temperature for system with 1000 
particles. The classical equations of motion were 
integrated using the velocity Verlet algorithm with 
a time step of 2.18fs. For each temperature and/or 
pressure, the system was always thermalized for at 
least 20000 time steps, and averages taken over 
additional 20000 time steps. 
 
3  Results 
 
 The atomic trajectories generated from 
molecular dynamics simulations are used to 
calculate several structural, dynamical and thermo 
dynamical properties for the system. 
 
3.1  Energies of crystalline structures 

Zinc telluride can be found in several different 
crystalline structures when submitted to 
hydrostatic pressure. Figure 1 depicted the total 
energy per particle as a function of density for 
zinc-blende, cinnabar, and rock-salt structures 
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Figure 1: Total energy per particle as a 
function of density for three structures. 
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From a common tangent between zinc blende and 
rock salt structures we can infer the pressure of 
transformation to be 10.4 GPa. Experimentally the 
sequence of structural transformation, as a 
function of the applied hydrostatic pressure 
measured by x-ray diffraction techniques, is zinc-
blende to cinnabar to Cmcm structure, and to rock 
salt at high temperatures, [6, 15]. The minimum 
energy for each   structure described in Fig. 1 
occurs at 5.64, 6.17, and 6.58 g/cc, in good 
agreement with the densities of 5.65, 6.36, and 
6.91 g/cc calculated from lattice parameters 
measured by x-ray and extrapolated to zero 
pressures, for zinc-blende, cinnabar and Cmcm 
structures, respectively. 

 
3.2  Temperature effects 
 Keeping null the external pressure, the zinc 
blende structure was heated with a heating rate of 
4.59 K/ps. In Fig. 2 we show the volume ratio as a 
function of temperature. 
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Figure 2: Volume fraction, V/V0, as a function o 
temperature. The discontinuity around 1330K 

determines melting temperature. 
 

The temperature at the discontinuity determines 
the melting temperature to be 1330±50 K, and no 
size effect was observed. The linear thermal 
expansion coefficient was obtained both from the 
temperature dependence of the first peak position 
of gZn-Te(r) (partial pair correlation function) and 
from a linear approximation of the V/V0 curve in 
the range of 200 to 700K. It was found to be, 
respectively, α=8.97x10-6 K-1 and α=7.83x10-6 K-1 
in very good agreement with experimental value, 
8.4x10-6 K-1, [14]. 
 
3.3  Effect of Hydrostatic Pressure 

Since the effective interaction potential could 
correctly describe melting temperature, cohesive 

energy, bulk modulus, elastic constants, and 
vibrational density of states (not shown), we kept 
the same set of parameters and study the effect of 
applied hydrostatic pressure. Starting from a 
system at 1000K the external pressure was applied 
in steps of 1 GPa every 30000 time steps up to 30 
GPa. The temperature was kept constant at 1000K 
by scaling the velocities every 10 time steps. In 
Fig. 3 we display the time evolution of the MD 
cell vectors and the angles between them. Each 
plateau in this figure correspond to the same apply 
pressure during 65.3ps.  
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Figure 3: (a) Evolution of the MD cell vectors and 

(b) the angle between them. Each plateau 
corresponds to an external applied pressure. 

 
Increasing the external pressure continuously we 
observe that around 12 GPa the system undergoes 
a structural phase transition.  
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Figure 4: Zn-Te pair correlation function and 
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At ambient condition, just before and after the 

structural phase transformation. 
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The two body correlations described by partial 
pair correlation function and coordination 
numbers and three body correlations given by the 
bond angles where calculated. In Figs. 4 we 
confirm that the system has change from a four-
fold to a six-fold coordinated one. Up to 10 GPa 
the system remain in its original zinc blende 
structure four-fold coordinated displaying a 
simple elastic compression. Above this pressure a 
six-fold coordination number was observed 
followed by an increase of the bond length while 
the bond angles change from 109º (internal 
tetrahedral ) to 90º and 180º characteristic of the 
rock salt structure.  

The bond distances as a function of pressure is 
shown in Fig. 6 along with EXAFS data, [3]. 
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Figure 6: MD and EXAFS results for bond 
distance, Zn-Te, as a function of pressure. 

 
Not only the dependence of the bond distance with 
pressure, both before and after the transition,  is in 
good agreement with EXAFS results, but also the 
volume compression just before the transition. 
After the transition the MD result for the relative 
change in volume is also in agreement with 
experimental results, [3]. 
 In conclusion, the proposed interaction 
potential could describe very well the properties of 
the semiconductor ZnTe. 
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Abstract 
 

This paper is devoted to description of liquid groove growth at grain boundaries of solid polycrystalline 
metal in contact with liquid one. To describe the properties of atoms on grain boundary and on the surface excessive 
chemical potential (Δμ) as compared with bulk is used. It includes excessive energy of grain boundary, coherent 
strain energy, but does not include a curvature of the surface. In dependence on type of Δμ (x) function the different 
morphology and growth kinetics of channels can be obtained. In the case when Δμ acts at GB only, two limit cases 
were analysed. If The first derivative of y on x y’<<1 the Mullins solution was obtained. In the second case (y’>>1) 
thin (2-3 interatomic distances) films can grow with constant rate. The triangle shape of the groove with constant 
growth rate corresponds to constant excessive chemical potential along solid liquid interface. 

 
Keywords: Groove; Excessive chemical potential; Driving force 

 

 
1 Introduction 

 
This work is connected with description of 

liquid metal groove formation and their growth. 
This process can occur if grain boundary (GB) 
cross external surface, while there is a liquid in 
contact with the solid polycrystalline material. 
Both experimental and theoretical studies in this 
direction started more than 40 years ago Ref. 
[1,2]. But up to date there is no common theory, 
which describes the different morphological type 
of the channels. However, several models, 
included different driving forces (e.g. coherent 
stress, non-compensated surface tension etc) were 
published last several years Ref. [3-5]. That is 
clear that the groove growth is a complicated 
process, including several different stages. Each of 
them can control the total process. However, for 
most part of metallic systems (may be excluding 
pure Al-liquid Ga) it has some common features.  

At low temperature the curvature of external 
surface plays the most important role. The kinetics 
can be different. It changes from t1/4 up to t1/2. This 
kinetics was predicted by Mullins Ref. [6] who 
constructed the theory of thermal groove growth 
and adapted it to the liquid groove. For example, 
in the case of mass transfer by evaporation-
condensation mechanism (for thermal grooves) or 
dissolution-precipitation mechanism (for the 

liquid grooves) it gives us the following equation 
of groove deepening:  

y= -2m(At)1/2ierfc{x/2(At)1/2},  
where m is liquid-solid/GB surface tension ratio 

and A is a constant depending mainly on diffusion 
coefficient in liquid and liquid-solid surface 
tension. The walls of the grooves are upward 
curved.  

At higher temperature the morphology can 
change. The groove became more deep and 
narrow, the curvature became close to zero but the 
width became even less than at low temperatures. 
They have a wedge like shape. Sometimes one can 
see even downward curvature of the walls.  

That means that for the same systems different 
type of the grooves can be observed in 
dependence on temperature and GB 
characteristics. Such a results (Fig. 1) was 
published for Al-based alloy-Ga Ref. [7], for pure 
Al-Sn Ref. [8], Cu-Bi Ref. [9] systems. 

 
2 Model 

 
Let’s suppose that main mass transfer takes 

place through the liquid phase. To describe the 
process let’s introduce a term “excessive chemical 
potential” Δμ of the atom of solids. It can change 
along the liquid-solid interface and its nature can 
be different.  
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  a 

  b 
Figure 1: Different morphology of liquid 

grooves in Cu-Bi system Ref. [9]. a-curvature is 
clearly seen; b- triangle type groove. 

 
“Excessive” means that atoms of solid have a 

higher potential at the surface or adjacent to the 
surface region than in liquid contacted with plate 
plane. What is the reason of that? First of all we 
have to mention that GB is non-equilibrium defect 
and at the point where GB is in contact with liquid 
the chemical potential is determined by the nature 
of grain boundary. In fact it corresponds to the GB 
surface tension recalculated per atom. It acts in the 
region -δ/2<x<δ/2 according to Fig. 2, where δ is 
GB width. 

 
-δ/2   0  δ/2           x 

 

 

 

 
 

y 

Figure 2: Geometry of GB. 

If liquid metal is not saturated by the solid, the 
Δμ value is determined by the term RTln(C/C0), 
where С and С0 are concentration at given moment 
and saturation concentration in liquid phase. Note 

that in some systems (e.g. Al-Sn, Cu-Bi) the 
equilibrium concentration depends strongly on 
temperature and any temperature fluctuation leads 
great difference between C and C0  Ref. [10]. 

There are other reasons influenced on Δμ: the 
coherent stress energy Ref. [11] linked with 
atomic size difference, the curvature (K), which 
change the concentration of saturation near the 
curved surface.  

Thus we can introduce some function Δμ(x), 
which determines the equilibrium between solid 
and liquid phases. Supposing that local 
equilibrium is reached between solid and liquid 
phases, the equilibrium concentration of atom of 
solid in liquid phase at the point with coordinate x 
– C(x) can be written with the use the Gibbs-
Thomson equation. 

RT
)x(

C
C)x(C

0

0 μΔ
=

−      (1) 

To separate the curvature from other reasons let 
us write the following equation: 

RT
K

C
C)x(C

0

0K Ωγ
=

−      (2) 

where СK is saturated concentration on the 
surface with curvature K; γ is solid- liquid surface 
tension; Ω is molar volume of solid. 

Let us write the equation for flux from surface. 
Supposing that liquid is of sufficient quantity and 
the diffusion coefficient is high, the following 
equation can be written: 

b
C)x(C

Dj 0−
=       (3) 

Where j is a flux density; D is diffusion 
coefficient in liquid; b is a distance from the 
surface where concentration become equal to C0. 

Taking into account that the concentration C(x) 
is determined by curvature and excessive chemical 
potential, the total flux can be written as a sum of 
fluxes due to linearity: 

j = j1+j2       (4) 
where 

RT
)x(

b
CDj 0

1
μΔ

=       (5) 

K
RTb

C
Dj 0

2
Ωγ

=       (6). 

Rewriting the flux in terms of deepening of the 
channel we can write: 

t
y

'y1a

1j
2 ∂
∂

+
−=      (7) 

Where a is an interatomic distance. 
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Substituting the curvature in accordance with its 

definition 
( ) 2/32'y1

''y
K

+
−=  and summarizing 

(4)-(6) and (7) we arrive to: 

( ) ⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

+
−=

∂
∂

+
−

RT'y1

''y
RT

)x(
b
aDC

t
y

'y1

1
2/32

02

ΩγμΔ  (8) 

Equation (8) can be rewritten as: 

( ) ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

+
−+−=

∂
∂

RT'y1

''y
RT

)x('y1
b
aDC

t
y

2
2

0
ΩγμΔ  (9) 

 
3  Discussion 

 
Let us discuss some simple cases. First of all we 

discuss the Mullins grooves growth Ref. [6]. 
For that we use only two sources of excessive 

chemical potential corresponding to GB ( μΔ gb) 
and to the curvature. To write μΔ gb in equation 
we use the Dirack δ-function defined as follow: 

0x
0x0

)x(
=
≠

⎩
⎨
⎧
∞

=δ        (10) 

Excessive chemical potential can be written as  
)x()x( gbδδμΔμΔ =     (11) 

Using the approximation that the slope is small 
у′ << 1 we can write the equation (9) as: 

RT
)x(

b
aDC''y

RTb
aDC

t
y

00
μΔΩγ

−=
∂
∂

 (12) 

We can write now the full problem with 
boundary condition  

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

=
=

=

−=
∂
∂

0)t,0('y
0)t,0(y

RT
1

b
aDCA

)x(A''yA
t
y

0

gbδδμΔΩγ

  (13) 

The solution of the problem is: 

τ
τΩγτ

δμΔ

Ωπγ
d

)t(A4
xexp

t
A)t,x(y

2t

0

gb

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−
−

−
−= ∫  (14) 

Let us compare this equation with Mullins 
solution. 

τ
ττπ

d
)t(A4

xexp
t
mA)t,x(y

2t

0 ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−
−

−
−= ∫  

where 
γ
γbm = , and γb is a GB surface tension. 

One can see that the difference is only in 
substitution of m by Δμgbδ/γΩ and А by АγΩ. 
This substitution is just the recalculation of 

surface energy per unit area (surface tension) to 
the value per mol (chemical potential). 

As it was mentioned above, such situation can 
be seen at relatively low temperature. In 
experiments it is often happens that у′≥1 or even 
у′ >> 1. In the last case second term in Eq. (9) 
vanishes. Neglecting this term we can rewrite Eq. 
(14) 

t
RTb

aDCy gb
0

μΔ
−=    )2/;2/(x δδ−∈   (15) 

That means the formation of nanometric thin 
liquid film along GB with width of the same order 
as GB width.  

But neglecting the curvature we can not neglect 
the other sources of the excessive chemical 
potential. In the region out of GB we have to take 
into account, for example, the coherency strain 
energy.  

Let us use again two sources. The first one is the 
excessive chemical potential of GB Δμgb and the 
second is coherent stress energy Δμcoh.  

)2/;2/(x
)2/;2/(x

)x(
coh

gb
δδ
δδ

μΔ
μΔ

μΔ
−∉
−∈

⎩
⎨
⎧

=    (16) 

Supposing that у′ >> 1 in all region out of GB 
we receive instead Eq. (9) 

⎟
⎠

⎞
⎜
⎝

⎛ +−=
∂
∂

RT
)x(

'y1
b
aDC

t
y 2

0
μΔ

   (17) 

The equation (17) can be rewritten as a system 
of two equations: for region  

(-δ/2; δ/2) у′ = 0 

RTb
aDC

t
y gb

0
μΔ

−=
∂
∂

     (18) 

at other surface у′ >> 1. 

'y
RT

)x(
b
aDC

t
y coh

0
μΔ

−=
∂
∂      (19) 

Resolving these two equations, we will find the 
solution for Eq. (18): 

t
RTb

aDCy gb
0

μΔ
−= )2/;2/(x δδ−∈   (20) 

and for Eq. (19)  
у = -Вt+Kx )2/;2/(x δδ−∉     (21) 

Coefficient 
coh

gbK
μΔ

μΔ
=  and finally 

xt
RTb

aDCy
coh

gbgb
0 μΔ

μΔμΔ
+−=     (22). 

Thus we have received the solution with linear 
growth rate and constant angle at the tip of the 
groove. 

Because of the mathematical difficulties we 
have not solved the equation than neither y’’ nor 
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y’ can be neglected. But from analysis of equation 
we can see that there is a passage from the zone 
with zero slope to the zone with some constant 
slope. In fact it means that there is some region 
with positive second derivative and downward 
curvature. 

Also we can create the combination between 
several solutions. That is the reason why we often 
observe some downward curvature at the level of 
initial surface and almost vertical walls at the tip 
(Fig. 3) In this case the real time dependence will 
be different from exact value and will be 
described by some low between t1/2 and t. 

 
 
Figure 3: The groove with well-seen curvature 

on the upper part of the groove and almost triangle 
form at the tip (system Al (7010)-Ga) Ref. [7]. 
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Abstract

The effective conductivity of 2D composite materials is discussed on the base of the complex-analytic methods. Main
attention is paid to the application of the methods of boundary value problems for harmonic and analytic functions and
functional equations for composite materials having multiply connected circular structure. The problems of new type are
posed.

Keywords: 2D composite material; Effective conductivity; Analytic functions; Boundary Value Problems; Circular mul-
tiply connected domains; Functional equations

1 Introduction

In this report we describe a number of con-
structive methods for analytic functions following the
ideas of the book [1] and recent papers. These meth-
ods extend the possibility of using mathematical con-
structions within different directions of mathemat-
ics, as well as mechanics, physics, chemistry, biol-
ogy, economics etc. This field is too wide to be pre-
sented in a short paper. Thus we restrict ourselves by
boundary value problems for analytic functions and
some related problems of porous media mechanics
and composite materials. As illustration of the math-
ematical constructions we present certain models for
composite materials.

What is for us the meaning of the expressionexplicit
or closed form solution? To get the closed form solu-
tion one have to construct the formula which contains
a finite set of elementary and special functions, arith-
metic operations, compositions, integrals, derivatives
and even series. Besides all the objects in the formula
ought to have precise meaning. At last, domains for
parameters, as well as all functions, integrals, deriva-
tives etc. have to be explicitly determined. It should
be shown also that these domains and (if necessary)

their intersections are non-empty.
This approach seems to be slightly nontraditional.
For instance, in the classical books a form in series
is not supposed to be a closed one. At the same time
these books allow to have special functions in the so-
lutions’ formulas. But not all such functions has in-
tegral representations.

2 Method of functional equations

We describe first the main idea of the method
of functional equations on the base of its application
to the Dirichlet problem for a doubly connected do-
mains.
Let us consider two discsDk := D(ak, rk) =
{z ∈ C : |z − ak| < rk} (k = 1, 2), clD1 ∩
clD2 = ∅, and the doubly connected domain
D := Ĉ\(clD1 ∪ clD2) on the extended com-
plex planeĈ. The orientation chosen onTk :=
{z ∈ C : |z − ak| = rk} leavesD to the left. The
Dirichlet problem for the domainD consists in the
following. Given Ḧolder continuous functionsfk (t)
on Tk (fk (t) ∈ H(Tk), k = 1, 2), find a function
u (z) harmonic inD and Ḧolder continuous onclD
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satisfying the boundary condition

u (t) = fk (t) , t ∈ Tk, k = 1, 2. (1)

Using the Logarithmic Conjugation Theorem for a
doubly connected domain we look foru (z) in the
following form

u (z) = <
(

φ (z) + A log
z − a1

z − a2

)
, (2)

where the functionφ (z) is analytic inD and Ḧolder
continuous onclD, i.e., φ ∈ HA(D), A is an un-
known real constant. Let us choose a curveL1 con-
necting the pointsz = a1 and infinity, which has no
common points withT1. Suppose thatlog (z − a1)
is a fixed analytic branch of the multi-valued loga-
rithm in Ĉ\L1. The functionlog (z − a2) is defined
in a similar way. Let us denote

z∗(k) := z∗Tk
=

r2
k

z − ak
+ ak

the inversion with respect to the circleTk. We have
t∗(k) = t on |t− ak| = rk. A functionϕ (z) is analytic

in |z − ak| < rk if and only if ϕ
(
z∗(k)

)
is analytic in

|z − ak| > rk (see Section 2.1). Using the Decom-
position Theorem we find the functionφ (z) in the
form

φ (z) = φ1

(
z∗(1)

)
+ φ2

(
z∗(2)

)
, (3)

where the functionφk (z) is analytic in|z − ak| < rk

and Ḧolder continuous on|z − ak| ≤ rk (k = 1, 2),
i.e.,φk ∈ HA(Dk). Substituting (3) in (2) and using
(1) we arrive at the following boundary conditions

<φ1

(
t∗(1)

)
+ <φ2

(
t∗(2)

)
+ A log

∣∣∣ t−a1
t−a2

∣∣∣ = fk (t) ,

t ∈ Tk, k = 1, 2.
(4)

It is easily seen that

φ1 (z) + φ2

(
z∗(2)

)
= g1 (z)+

+A [log (z − a2)− log r1] , z ∈ clD1.
(5)

Similar arguments for the second relation (4) yield

φ2 (z) + φ1

(
z∗(1)

)
= g2 (z)−

−A [log (z − a1)− log r2] , z ∈ clD2,
(6)

where the known functiong2 belongs toHA(D2).
The equalities (5) and (6) constitute a system of two

functional equations with respect to the functions

φ1 (z) andφ2 (z). Excludingφ2

(
z∗(2)

)
from equality

(5) we obtain the simple functional equation

φ1 (z) = φ1 [α (z)] + g (z) , z ∈ clD1, (7)

where the known functiong(z) belongs toHA(D1).
The pure imaginary constantiγ contains the additive
constantsiγ1 and iγ2 appearing in the definition of
g1 (z) andg2 (z) . The conformal mapping

α (z) :=
(
z∗(2)

)∗
(1)

=
r2
1 (z − a2)

r2
2 + (a2 − a1) (z − a2)

− a1

maps the closed disc|z − a1| ≤ r1 into the open one
|z − a1| < r1.

Now we outline some notations and facts of the gen-
eral theory of the functional equation which are con-
nected with those equations appearing at the study of
boundary value problems. In particular we need the
following
Theorem 1. (Denjoy–Wolff) Let f be an analytic
function in the unit discU mappingU into itself (but
not a Möbius transformation ofU ontoU). Then there
exists a pointz0, |z0| ≤ 1, such that the sequence of
iterationsfn(z) converges toz0 uniformly on each
compact subset ofU. Moreover, if |z0| = 1, then
limr→1−0 f(rz0) = z0 and s := limr→1−0 f ′(rz0)
exists and0 < |s| ≤ 1.

Theorem 2. Let a functionf ∈ CA(clU) be map-
ping the closed unit discclU into the open unit disc
U. Thenf has a unique fixed pointz0 in U and
|f ′(z0)| < 1. The sequencefn(z) converges uni-
formly in |z| ≤ 1 to the pointz0.

The pointz0 is calledthe attractive pointof f(z).
Theorem 3. The operatorϕ 7→ ϕ [f(z)] is compact
in the spacesHA(U), CA(U) and in the Hardy space
Hp(U), 1 < p < +∞.

Theorem 4. LetG, g ∈ CA(U). If G(z0) [f ′(z0)]
k 6=

1 for all k = 0, 1, 2, ... , then the functional equation

ϕ (z) = G(z)ϕ [f (z)] + g (z) , |z| ≤ 1 (8)

has a unique solutionϕ ∈ CA(U). If for somek we
haveG(z0) [f ′(z0)]

k = 1, then (8) has a solution in
CA(U) if and only if a solvability condition onG(z)
and g (z) is fulfilled. If so then the general solution
of (8) depends on an arbitrary complex constant.
These results constitute a base of solvability theory
for functional equations. The crucial idea is that if
the mappingα(z) in the equation (7) maps its domain
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into itself then this equation can be solved in corre-
sponding spaces by the method of successful approx-
imation. In particular such situation appears at the
study of several boundary value problems for analytic
functions in a multiply connected circular domain.

3 Effective conductivity of composite materials

3.1 Optimal design
We refer to optimal design problems when it is

necessary to determine an optimal composite in a
given class of admissible composites. The investiga-
tion of optimal design problems for composite con-
ductive materials is of mathematical and practical
interest. The problems for optimal composites are
usually formulated as variational problems of mini-
mization of stored energy in the composite material
(see,e.g. [2], [3], [6], [7] and papers cited therein).
If unknown variables (e.g. the form of inclusions,
their locations, size etc.) and/or constrains have geo-
metric nature we deal with shape optimization prob-
lems (or optimal design problems). Typical physical
constrains are the given conductivities of the com-
ponents, condition of ideal contact on the boundary
matrix-inclusions, the external field outside the com-
posite. The latter two conditions can be represented
in the form of the boundary value problems for cer-
tain potentials.
For periodic composites the optimal design problems
coincide with the problem of optimization of effec-
tive conductivity tensor [7] in so called representa-
tive cell. We have to mention also a number of ap-
proaches which are devoted to the study of laminate
composites (see e.g. [13]), fibre composites (see e.g.
[9]), composites with the reach microstructure (see
e.g. [16]), nanocomposites (see e.g. [14], [15]) etc.
This paper contains the description of a new approach
in the study of optimal effective properties of the
plane composite materials. In contrast to highly de-
veloped theory based on the weak and variational
statement of the corresponding problems, this ap-
proach is oriented on the construction of the analytic
solutions and even (when it is possible) the closed
form solution. To show the perspectivity of this ap-
proach we use very simple examples, although sev-
eral situations of more general type were considered
recently as well.
We propose another statements of optimal design
problems. The principal difference is that we fix
shape and size of the inclusions. In particular, we
consider a bounded domain occupied by a host ma-

terial with N inclusions (N can be equal to unity).
Hence, each inclusion has a positive concentration in
the bulk material. It is known that if the characteristic
sizeε of the inclusion tends to zero (simultaneously
N tends to infinity with fixed concentration of inclu-
sions), the homogenization theory [8] can be applied.
Such approach is not working for our model.

We also discuss optimal design problems for un-
bounded domains. In this case for simple external
field the considered problem is equivalent to the prob-
lem of optimization of the effective conductivity of
dilute composite materials, when concentration of in-
clusions is sufficiently small. Anyway the problem
we arrive at could’not be handled via homogeniza-
tion method.

The main mathematical difficulty we try to overcome
is that for the moment an analytic solution of R-linear
boundary value problem (Markushevich’s problem in
another sources) is not known. Moreover, the physi-
cally relevant statement of the optimal design prob-
lem in potential case leads to the mixed boundary
conditions (different kind of boundary value prob-
lems on each component of the boundary). By us-
ing our approach we could overcome these difficul-
ties at least in the case of very important model situ-
ations. Among the achievements presented in the pa-
per we ought to mention the discovered phenomena
of “packing” of inclusions in the optimal composites.

Our study is useful in technical applications, because
this problem corresponds to the following engineer-
ing task. A designer has in his disposal a material
of the given shape on the boundary of which a pre-
scribed external field is applied. Let the designer also
has inclusions of the given shape and size. It is neces-
sary to locate these inclusions with a fixed concentra-
tion in such a way that the conductivity in the fixed
direction will be maximal (minimal). So using our
formulas a designer can project complex fibre com-
posite materials to reach optimal properties.

We consider here the problems of two types.

First type problem. Bounded composite material.

Let Q be a bounded domain in the complex planeC
encircled by a simple piece-wise smooth Lyapunov
curveΓ = ∂Q. Let h(t), q(t) be given continuous
functions onΓ. Let g(z) be a given continuous func-
tion in the domainQ.

The question is to find a piece-wise smooth curveL,
consisting of a finite number of connected compo-

nentsL =
n⋃

k=1

Lk, L ⊂ int Γ (Γ èLk, which have at
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most finite number of common points, and piece-wise
harmonic functionu,

∆u(z) = 0, z ∈ D+ ∪Dk, (9)

in Dk = intLk, D+ = Q\int
n⋃

k=1

Lk, boundary con-

ditions on the curveL =
n⋃

k=1

Lk:

u+(t) = u−(t), λm
∂u+

∂n
(t) = λi

∂u−

∂n
(t), (10)

or

u+(t)− u−(t) = g(t), λm
∂u+

∂n
(t) = λi

∂u−

∂n
(t),
(11)

and one of the following boundary conditions

∂u+

∂n
(t) = 0, t ∈ Γ, (12)

u+(t) = h(t), t ∈ Γ, (13)

∂u+

∂n
(t) = q(t), t ∈ Γ, (14)

on Γ, such that the effective conductivity functional
λe possesses the maximal or minimal value.

Second type problem. Unbounded composite mate-
rial.
Q = C, thus the external boundaryΓ is absent. Con-
dition onΓ is replaced by certain condition at∞. It
is described by a single-valued analytic functionf(z)
in C, having isolated singularity at∞.
The problem is to find a piece-wise smooth curve

L =
n⋃

k=1

Lk, having at most finite number of common

points, and the potentialu, satisfying the Laplace

equation inDk and inD+ = C \
n⋃

k=1

Dk, which has

the singularity of a prescribed type at∞, and satis-
fies boundary condition (10) (or (11)) onL, such that
the effective conductivity functionalλe possesses the
maximal or minimal value.

3.2 The Schwarz boundary value problem for a
pseudo-fractal domain

One of the suitable methods for the study of
2D composite materials is the complex analytic ap-
proach. In the potential case the effective conduc-
tivity of the composite is described by the boundary
value problems for harmonic or analytic function.

We have to study the boundary value value problems
(usually of mixed type) for multiply connected do-
mains on the boundary of inclusions (and on the outer
boundary of matrix if the composite is bounded). The
model problem we start with is the so called Schwarz
boundary value problem. The solvability of this prob-
lem was studied intensively. But the question of the
exact analytic representation of the solution remains
to be a difficult problem far from the finite descrip-
tion.
Among the investigations in this area we have to point
out the work by Villat (1916, an analytic solution to
the Schwarz problem for concentric annulus), Ak-
sent’ev (1963-1967), Aleksandrov& Sorokin (1972),
Mityushev (1985-1998). All these studies deal with
multiply connected circular domains.
In our work we use the formula for the solution of the
Schwarz problem for the multiply connected circular
domains presented e.g. in [1].
This formula is a sum of certain series. Convergence
of this series in the spaces of functions analytic on a
bounded domains and continuous up to their bound-
aries was established earlier. Our main interest is in
the description of components of this series in certain
concrete cases.
Such aim follows from the possible applications of
this construction. In particular, we use it in the study
of the effective conductivity of composite materials
having so called pseudo-fractal structure. Pseudo-
fractal and fractal structures are of great importance
for the composite materials with compound structure.
The most investigated cases of composite materials of
such a type are those periodic or doubly periodic (see
e.g. contributions by Adler, Mityushev, Grigolyuk&
Filshtinskii and others).
The problem we stated is based on the following
ideas:
1) the most natural model for the composite with a
compound structure could be a model which leads to
the boundary value problem on a general infinitely
connected domains. The theory of such problems
is not too developed at the moment. Pseudo-fractals
constitute a good approximation of the above said do-
mains.
2) nowadays there are stated the problems of con-
structing composites for which the mixing is per-
formed on the molecular level. It is known that such
structure usually has the self-similarity property.
We consider on the complex planeC a multiply con-
nected domainD whose boundary consists of a fam-
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ily of circles

|z| = 1
3
,

∣∣∣∣∣∣
z − 2

m∑

j=1

e
πi
3

kj

3j

∣∣∣∣∣∣
=

1
3m+1

, m ∈ N.

This family has the self-similarity property (fractal
structure). If we putm = 1, 2, . . . , P , whereP ∈ N
is a fixed positive integer number, then it is said that
the considered family has the pseudo-fractal struc-
ture.
In our work [17] we construct an approximate solu-
tion to the Schwarz problem in a pseudo-fractal do-
main D. This problem is to find a functionΨ ana-
lytic in the domainD continuous up to the boundary
of this domain, satisfying the boundary condition





ReΨ(t) = q(t), t ∈ ∂ D,

Im Ψ(z0) = 0,
(15)

wheref is a given on∂ D Hölder-continuous func-
tion, z0 is a given point inD.
Solution to the problem (15) for multiply connected
circular domains can be represented in the form of
series in the Schottky group generated by symmetries
with respect to the boundary curves. In our work we
describe the structure of the group for the domainD.
Its lower elements are given in the explicit form.
Similar problems for another types of fractal and
pseudo-fractal domains were studied by Adler& Mi-
tyushev in connection with the calculation of the ef-
fective conductivity of composite materials possess-
ing self-similarity property.

Let D ≡ Ĉ \
(

n⋃
k=1

clDk

)
be a multiply connected

circular domain,Dk ≡ {z ∈ C : |z − ak| < rk}. Let
the following formula

z∗(km,km−1,...,k1) =
(
z∗(km−1,...,k1)

)∗
(km)

(16)

be determined the successful symmetries with respect
to the circlesTk1 = ∂ Dk1 , . . . ,Tkm = ∂ Dkm . If in
the sequencekm, km−1, . . . , k1 no two neighboring
indexes are equal, then the numberm is called alevel
of the mappingz 7→ z∗(km,km−1,...,k1). If m is even
then the corresponding mappings are simply Möbius
transformations. Ifm is odd then the corresponding
mappings are M̈obius transformations with respect to
z. For each fixed domainD the family of success-
ful symmetries generates so called Schottky group of
symmetriesK. Denote byG the subgroup of all even

elements of the groupK, and byF - the family of all
elements of odd order (a conjugate class).
The solutionΨ(z) ≡ T(D,q)(z) to the Schwarz
problem (15) for a multiply connected circular do-

mainD ≡ Ĉ \
(

n⋃
k=1

clDk

)
can be represented in the

form of series in the above described Schottky group
(see [1, Thms. 4.11, 4.12]).
The series converge on each compact subset
clD\ {∞} .

3.3 Random composite materials
We investigate also the effective conductivity of

two-dimensional composite materials with the quasi
periodic structure, i.e. it consists of periodically lo-
cated cells occupied by a finite number of circular
disjoint inclusions generating the quasi pseudofrac-
tal structure inside each cell. Under the quasi pseud-
ofractal structure we understand a random “shaking”
of inclusions about the pseudofractal array.
To study the effective conductivity of such composite
we should average characteristics describing the ma-
terial as a whole. This idea is realized by applying of
the homogenization method [8].
The effective conductivity of composites with the
pseudofractal structure was investigated by Adler and
Mityushev [18], [19]. The “shaking” idea was first
used by Berlyand and Mityushev and applied to cir-
cular inclusions which form the periodic square array
[5]. In this paper we assume that the presented fun-
damental unit cell is divided into four parts each of
which has the pseudofractal structure. We apply the
“shaking” method to the given array, where each in-
clusion of certain level shakes in its own zone, the
size of which proportionally depends on the level.
This approach is described in the papers [20], [21].
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Abstract 
 

The present paper is devoted to a study of the nanoparticles relaxation and their diffusion in gases and liquids. It 
is shown that the interaction of a nanoparticle with a carrier fluid is collective in all cases. A molecule of the carrier 
rarefied gas interacts with all atoms of the nanoparticle. Such an interaction is described by the special potential [1]. 
In a condensed medium the nanoparticles relaxation is caused by the interaction with microfluctuations of the carrier 
fluid velocity and density. The results of molecular dynamics calculations are presented. The density, size and 
carrier fluid temperature dependences of the nanoparticles diffusion coefficient in a fluid are discussed. 
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1 Introduction 
 
Rapid development of nanotechnologies has 

defined the importance of the investigation of 
transport processes of nanoparticles in fluids. To 
control these processes it is necessary to study 
mechanisms of the velocity relaxation of 
nanoparticles in gases and liquids. There are some 
different approaches to describe the nanoparticles 
diffusion. On the one hand, it is believed, that the 
diffusion of nanoparticles may be described in the 
same manner as ordinary Brownian particles. On 
the other hand, attempts were made to describe the 
diffusion of nanoparticles using some kinetic 
theories, the modified Enskog theory for example. 

 Strictly speaking, there are no grounds to 
describe the diffusion of nanoparticles in either 
one of these ways. The nanoparticles size is of the 
order of hydrodynamic infinitesimal scale. 
Therefore we cannot use the hydrodynamic 
description. We cannot also apply the ordinary 
kinetic theory of gases because the molecule–
particle interaction is collective one. The gas 
molecule interacts simultaneously with all atoms 
(or molecules) of the nanoparticle. Nanoparticles 
diameters range from the molecules diameters to 
the large dispersed particle ones. Therefore gas 
nano-suspensions (gas + nanoparticles) and nano-
suspensions (liquid + nanoparticles) differ 
essentially from gas mixtures, ordinary gas 
suspensions and suspensions. 
 

In the present paper the review of studying of 
the nanoparticles diffusion in fluids, received 
recently by the authors is made. The question of 
the relaxation mechanisms of nanoparticles is in 
detail considered. In particular, (i) diffusion of 
nanoparticles in rarefied, dense gases and in 
liquids is investigated, (ii) mechanisms of 
nanoparticle relaxation in the condensed medium 
are investigated, (iii) this paper present the 
molecular dynamics simulations data about the 
interaction processes of the nanoparticle and the 
carrier fluid microfluctuations, (iv) the diffusion 
coefficients of a nanoparticle in gases and liquids 
are discussed. 
 
 
2 Kinetic theory of nanoparticles diffusion in 
rarefied gases 
 

The small sizes of nanoparticles do not allow 
describing their motion in gases and liquids by the 
hydrodynamic methods. In rarefied gases the 
characteristic sizes of nanoparticles are much less 
than mean free path of a carrier gas molecules. 
One can show, that the dynamics of rarefied gas 
nanosuspensions is described by the system of the 
Boltzmann kinetic equations in this case [2–4] 

gp
B

gg
B

g
g

g
JJ

f

t

f
+=

∂

∂
⋅+

∂

∂

r
v ,  

                   pg
B

pp
B

p
p

p
JJ

f

t

f
+=

∂

∂
⋅+

∂

∂

r
v .              (1) 

623



 
Int. Conf. DSL-2005, Portugal 

Here, gf  and pf  are the distribution functions of 
the carrier gas molecules and the nanoparticles 
pseudo-gas respectively.  

As was mentioned in the Introduction, the 
interaction of carrier gas molecules with a particle 
is collective, molecules interact simultaneously 
with all atoms (or molecules) of the particle. 
When such an interaction is described by the 
Lennard-Jones 6–12 potential the nanoparticle-
molecule interaction is described well by the 
following pair potential [1,5] 

 
               )()()( 39 rrr Φ−Φ=Φ ,                        (2)  
 

( ) ( )[ ] ( ) ( )[ ]{ })1()1()( −−−−−−
+−−−+−−=Φ

ii

i

ii
ii RrRraRrRrCr . 

                      
Here, )45/(4 12

9 VC ijijσπε= , )3/(2 6
3 VC ijijσπε= , 

)8/(99 ra = , )2/(33 ra = , V is the effective 
volume per molecule of a dispersed particle, ijε  

and ijσ  are the parameters of the Lennard-Jones 
6-12 potential describing the interaction between 
molecules of the carrier gas and each molecule 
(atom) of the nanoparticle.  

Solving Eqs. (1) by the ordinary Chapman-
Enskog procedure [6] one can show that the 
diffusion coefficient of nanoparticles in rarefied 
gases is described by the following equation (in 
the first approximation of the expansion in the 
Sonin polynomials) 
         
               ) 16/(23 *)1,1(2

ijRnkTD Ω= παπα ,        (3) 
 
where Mm,  denote masses of gas molecule and 
nanoparticle respectively, n  is the density of 
carrier gas, T  is the temperature, *),( ji

nmΩ  are Ω-
integrals which are calculated by the equation (2). 
As a result we studied the dependence of diffusion 
coefficient on the particle size and carrier gas 
temperature. It was shown [5, 7, 8] that the 
dependence of the nanoparticle diffusion 
coefficient calculated by means of kinetic theory 
on a particle radius is well coincided with 
different experimental data in all range of 
nanoparticle sizes (see Fig. 1). The nanoparticle 
diffusion is described neither the Einstein–
Langevin theory, nor the well known 
Cunningham–Millican–Davies (CMD) experi-
mental correlation. The essential difference 

between the CMD–correlation and data of our 
kinetic theory is appeared in range of small values 
of the nanoparticle diameters d < 10 nm. This 
difference can exceed 100% (see Fig. 1). The 
traditional methods of the diffusion coefficient 
and sizes measurement in gases (DMA–method, 
diffusion battery etc.) lead to the systematic errors 
if the CMD–correlation is used for the 
interpretation of experimental data.  
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Figure 1: Diffusion coefficients D of the particle 
AlO in N vs. nanoparticle diameter d. The solid 
line is our theory, the dotted line is the CMD-

correlation, and black points are the experimental 
values [7]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Diffusion coefficient of condensation 
kernels vs. carrier gas temperature T. The solid 
line is our theory, the dotted line is the CMD-

correlation, the dashed line is the Einstein theory, 
and the triangle point is the experimental data [9]. 

 
Note that the diffusion coefficient of 

nanoparticles (in contrast to the Browinian 
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particles), essentially depends on the temperature 
of the carrier medium. The CMD–correlation does 
not describe this dependence (see Fig. 2). 
 
 
3  Mechanisms of a nanoparticle relaxation in a 
condensed media 
 

There are no kinetic equations for the 
description of nanoparticles dynamics in dense 
gases and liquids because the characteristic size of 
the particle is comparable with the mean free path 
of a carrier medium molecule. In this case the 
particle interacts simultaneously with many 
molecules of a medium. Moreover, it’s impossible 
here to deduce the kinetic equation for the one-
particle distribution functions [4]. In this situation 
it is naturally to use the molecular dynamics 
method for the studying of the dynamics of 
heterogeneous system with nanoparticles. The 
brief review of received here results would be 
submitted in this section. 

We used the hard spheres law for the 
simulation of an interaction of the nanoparticle 
with carrier fluid molecules. The diameter of the 
nanoparticle was equal σσ 5÷=d , the mass 
relation ranged from mM =  to mM 300=  (here 
σ  is the diameter of a carrier fluid molecule, m is 
their mass). The ordinary molecular dynamics 
method algorithm was used. The cubic cell 
contained N  molecules and one nanoparticle. The 
density of this medium was defined by the 
parameter ( ) 0/VVV p−=α , here V  is the cell 

volume, pV  is the nanoparticle volume, 

2/3
0 σNV =  is the close-packed volume of 

molecules. Parameter α  was varied from 1.5 to 
80.0. The periodic boundary conditions are used 
to compensate the finite molecules number. 

The diffusion coefficient of a nanoparticle is 
related to its velocity autocorrelation function 
(VAF) by the Kubo formula 

 

                  ),0(
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tdtD χ∫
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= .                    (4) 

 
Therefore in order to investigate the diffusion of a 
nanoparticle it is necessary to study the evolution 
of the VAF, which was calculated by the formula 
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where  V  is the velocity of a nanoparticle, and K  
is the number of realisation. 

The molecular dynamics calculations have 
shown, that this function is described well by the 
sum of two exponents [10] 
                                                               
             )/exp()/exp( 2211vv ττχ tbtb −+−= .     (5) 
 
Here 2,1τ  are some relaxation times and 2,1b   are 
some coefficients. It was shown that the processes 
of relaxation of a nanoparticle velocity in 
equilibrium or nonequilibrium conditions are 
identical [11]. The function (5) has two different 
branches. One can call the first the “kinetic 
branch”. The respective relaxation time 1τ  is well 
described by the kinetic theory of dense gas 
(precisely, by the modified Enskog theory). This 
time increases almost linearly with the increases 
of the nanoparticle mass M  up to the values of  

mM /  ~ 50, and then this rate slows down. This 
factor is affected by the fact that the individual 
interactions with molecules cannot change 
appreciably the behaviour of the nanoparticles 
relaxation when mM /  ~ 50.  
     The second branch of the VAF relaxation is 
caused by the interaction of nanoparticle with the 
nonequilibrium microfluctuations of density and 
momentum of a carrier fluid which particle 
generates at moving in the molecular medium.  

To study the influence of the nanoparticle 
motion on the velocity distribution of carrier fluid 
molecules we investigated the behaviour of the 
space-time correlation function [12] 
                                                

( ) 1

1
vV),()0(),( −

=
>><<∑⋅= ⎥⎦

⎤
⎢⎣
⎡ Nrtrt

N

i
ivVψ ,  (6)   

   
where r  is the distance from the nanoparticle to 
the i -th molecule, iv , >< v  are the velocities of 
carrier gas molecule and its average velocity 
respectively. The typical behaviour of the function 
(6) is shown in Fig. 3 (here σ4=d  and 

mM 100= , the time is measured in molecular 
mean free path times, and the distance is measured 
in molecular radii). The function (6) has two 
maximums; the velocity of the first maximum 
propagation coincides with sound velocity in the 

625



 
Int. Conf. DSL-2005, Portugal 

fluid. A decrease in nanoparticle mass results in a 
decrease of the second maximum. Therefore the 
nanoparticle generates in a carrier fluid the sound 
wave, which creates the local fluctuations of the 
density and the velocity of molecules. The 
perturbed medium molecules transmit the 
disturbance to enclosing molecules and interact 
with the particle again. This is the reason of the 
second maximum of the correlation function in 
Fig. 3. 
 

 
 
Figure 3: The space-time correlation function of a 

nanoparticle. 
 

The dynamics of nanoparticles is described 
by the general Langevin equation 

)()()(1

0

ttd
MkT ff

t
fVV +−−= ∫ ττχτ , 

where ffχ  is the autocorrelation function of force 
f  acting on nanoparticle. One can show that this 
function is described by the following function 
                          )(exp)()( tatDt

ff
βδχ −+=          (7) 

 
when VAF has the form (5). The second term in 
Eq. (7) is caused by interaction of nanoparticle 
with microfluctuations of the velocity and the 
density of a carrier fluid. 

The nanoparticle-molecules velocity 
correlations are small enough. However their 
relaxation time is of the order of a dozen of the 
mean free path time of carrying medium 
molecules. Namely these correlations affect the 
long-time “tails” of the VAF of nanoparticles. 
These processes bring therefore the essential 
contribution to the transport coefficients of 
nanoparticles in liquids and dense gases.  

4 Diffusion coefficients of nanoparticles in 
dense gases and liquids  
 

The diffusion coefficient D was determined 
by the VAF of nanoparticle using relation (4).  
Obtained data are given in Table 1, here α=4.8. 
The values of diffusion coefficient kD  received 
by the modified Enskog theory (actually it is semi-
empirical correlation) are given here for 
comparison. The Einstein diffusion coefficient 

ED  is independent on the particle mass.   
 

Table 1: Diffusion coefficients of nanoparticles. 
M/m 1 10 50 100 300 
D/ ED  1.20 0.94 0.95 0.96 0.96

kD / ED 0.67 0.50 0.49 0.49 0.49
 
 

 
 

 
Figure 4: The dependence of the diffusion 

coefficients of a nanoparticle on α: DE (dotted 
curve), Dh (dashed curve), D(solid curve). 
 
The Enskog diffusion coefficient is almost 

always twice lower than the calculated value. 
There is a simple explanation of this fact. The 
kinetic and Einstein relaxation mechanisms are 
two limiting cases with essentially different 
relaxation times. The one more intermediate 
characteristic relaxation time appears in 
nanodispersed systems. Namely the relaxation 
processes connected with this time gives the basic 
contribution to the diffusion coefficient of 
nanoparticles. Probably there is one more 
diffusion relaxation process determining the 
behaviour of long-time “tails” of VAF, whose 
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time evolution is described by the 
2/3−t  law. 

However its contribution to the diffusion 
coefficient is very small. 

In contrast to the Einstein diffusion 
coefficient, which is almost independent of the 
carrier fluid density at α>20, the diffusion 
coefficient of nanoparticles increases linearly with 
parameter α when the density decreases (Fig. 4).  

 
 

5 Influence of the rotational degrees of 
freedom. 
 

Molecules and nanoparticles have rotational 
degrees of freedom in real liquids, which can be 
described by the classical mechanics at the 
ordinary temperature. It’s clear, that this property 
can change the values of the diffusion coefficient.  
To take into account the influence of the rotational 
degrees of freedom we use the model of rough 
hard spheres [6]. The test calculations have 
shown, that the molecular dynamics method 
allows studying diffusion even in such complex 
liquid as benzene for this model [13]. 

The dependence of the self-diffusion 
coefficient on density parameter 6/3ndπξ =  for 
elastic smooth and rough spheres shown in Fig. 5.  
Here n is the numerical density of a fluid. The 
curve 1 corresponds to the elastic smooth spheres; 
square labels are obtained for the rough spheres. 
The calculation were performed for 

== 2/4 mdIk  4.0= , where I is the moment of 
inertia of molecule. We see that these results 
diverge systematically at high system densities 
( 15.0>ξ ). Observable reduction of the self-
diffusion coefficient of rough spheres compared 
with that of smooth spheres is caused by negative 
‘tail’ of VAF for rough spheres at 2≤α . The 
rough spheres are more correlated than the smooth 
ones 

Note, that our results submitted in Fig. 5 are 
described well by the following correlation (the 
curve 2 in Fig. 5) 

 
32 37528.1104802.114468.11/ ξξξ −++=kDD . 

 
 

0 0.11 0.22 0.33 0.44 

0.5

1

 ξ 

D/DE

1 

2 

 

 
Figure 5: The dependence of the self-diffusion 

coefficient on density for the elastic smooth and 
the rough spheres. 

 
. 

6  Conclusion 
 

The nanoparticles size is of the order of 
1001 ÷  nm. Clusters, fullerenes, and large organic 

molecules can be usually considered as such 
particles. They occupy the intermediate position 
between ordinary molecules and large disperse 
particles. Such a position determines the new, yet 
not investigated physics of their behavior in gases 
and liquids. Now it is possible to establish, that 
the basic mechanisms of the nanoparticles 
relaxation and their transport in gases and liquids 
became clear. Below we summarize briefly main 
received results. 
• The Boltzmann kinetic theory with the pair 

particle-molecule potential (2) has been proved 
to describe well the transport processes of 
nanoparticles in rarefied gases.  

• The dynamics of a nanoparticle has been 
proved to differ essentially from the dynamics 
of the Brownian particles in liquids. We cannot 
use the hydrodynamic methods for the 
description of their transport processes in fluid. 

• The nanoparticle diffusion is described neither 
the Einstein–Langevin theory, nor well known 
CMD experimental correlation The essential 
difference between the CMD–correlation and 
the data of our kinetic theory is appeared in 
range of small values of diameters (d < 10 nm). 
This difference can exceed 100%. 
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• The traditional methods of measurement of the 
diffusion coefficient and the diameter of 
nanoparticles in gases (DMA–method, 
diffusion battery etc.) lead to the systematic 
errors if CMD–correlation is used. 

• The diffusion coefficient of nanoparticles (in 
contrast to the Browinian particles), depends 
essentially on the temperature of the medium. 

• The relaxation of a nanoparticle in the 
condensed medium is caused by its interaction 
with microfluctuations of fluid density and 
velocity fields which the particle generates at 
movement. The velocity of the generating 
disturbances propagation is of the order of the 
velocity of sound of a carrier fluid. 
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Abstract

Tritium radioluminography has been applied to determine the hydrogen diffusion coefficient in Ti50Cr50 and
Ti40Cr60 alloys with two-phase structure of BCC phase and Laves phase.  By the radioluminography, hydrogen
distribution in them has been observed and hydrogen penetration profile has been measured.  The tritium diffusion
coefficients in the Ti50Cr50 and Ti40Cr60 alloys have been successfully determined by analysing the tritium
penetration profiles to be 3.3×10-12 m2/s and 1.3×10-12 m2/s, respectively.  These values suggest that the hydrogen
diffusion in the Laves phase is slower than that in the BCC phase.  It is also suggested that hydrogen diffuses by
short-circuiting diffusion through the interface between BCC phase and Laves phase.

Keywords: Experimental method; Hydrogen diffusion coefficient; Tritium radioluminography; Laves phase

1 Introduction

     Tritium radioluminography [1] is a useful
technique to visualize hydrogen distribution in
materials.  In this method, imaging plate (IP) is
used as a detector for tritium because of its higher
sensitivity and wide dynamic range for radiation
rays [2,3].  In our previous works, we performed a
quantitative observation of hydrogen distribution
in pure vanadium [1,4], vanadium based alloys [5-
8] and Ti-Cr alloy [9,10] by the tritium
radioluminography, and showed the effect of
microstructure or constituent element on the
tritium distribution in these materials.  In one of
the above experiments, we performed a cross
sectional observation of hydrogen in the V-5
mass%Fe alloy [6], and obtained a concentration
profile in equilibrium distribution due to the
higher hydrogen diffusivity in it.  This result
suggests that if the hydrogen diffusion in an alloy
system is slower to obtain a gradually decreased
concentration profile by using the tritium
radioluminography, it is possible to determine the
hydrogen diffusion coefficient by analyzing the
concentration profile.

In a Ti-Cr system, hydrogenation property was
investigated for the TiCr2 Laves phase with C14
type or C15 type structure [11,12] and Ti-Cr alloy

with BCC structure [13].  We examined a relation
between the hydrogen distribution and the
microstructure in them by the tritium
radioluminography [9].  In this experiment,
hydrogen diffusion seems to be slow in
comparison with the vanadium alloys.  Thus, in
the present work, we intend to apply the tritium
radioluminography to obtain a hydrogen diffusion
coefficient in the Ti-Cr binary alloys with BCC
phase and Laves phase.

2 Experimental Procedure

Ti50Cr50 and Ti40Cr60 alloys in nominal
composition were prepared by arc-melting
titanium (99.9%) and chromium (99.9%) in high
purity argon atmosphere, and were cut to make
rectangular block specimens 5 mm×5 mm×10
mm in size.  Hydrogen (protium and tritium)
addition into the specimen was performed by an
electrochemical cathodic charging method at room
temperature.  The electrolyte was 0.1 kmol/m3

NaOH aqueous solution containing tritium of 1.9
PBq/m3.  The current density and charging period
were 400 A/m2 and 4 h, respectively.  Before
hydrogen addition, the specimens were covered
with epoxy resin except for the hydrogen added
surface.  The hydrogen added specimens were
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kept at room temperature for 24 h, and were cut
along the long transverse direction, which is the
hydrogen diffusion direction, to observe a cross
sectional distribution of tritium.  Then the
specimens were put on an IP, Fujix TR2040, and
the radioactivity of the tritium recorded in the IP
was measured by means of an IP-reader (Fujix
FDL5000) as the intensity of photo-stimulated
luminescence (PSL).  The detail of the
quantitative analysis of the surface tritium
concentration was described elsewhere [4].  The
PSL intensity was repeatedly measured in every
24 h to examine the time dependence of cross-
sectional distribution of tritium.  After the
radioluminography, tritium concentration profile
along the diffusion direction was measured and
diffusion coefficient was determined.

3 Results and Discussion

     Figure 1 (a) and (b) show X-ray diffraction
profiles of the Ti50Cr50 and Ti40Cr60 specimen,
respectively.  Both specimens consist of BCC
phase and C-14 type Laves phase.  The ratio of the
amount of the Laves phase to the BCC phase in
the Ti40Cr60 specimen is higher than that in the
Ti50Cr50 specimen.
     Figure 2 (a) shows a tritium radioluminograph
of the Ti50Cr50 specimen three days passed at room
temperature after the hydrogen addition, cross-
sectional tritium distribution being observed.  In
this figure, white contrast means higher hydrogen
concentration as indicated by a scale bar.  The
hydrogen concentration is higher at the left hand
side (hydrogen added surface) and gradually
decreases to the right hand side of the specimen.
This shows that the tritium penetrates into the
interior of the specimen.  Fig. 2 (b) show a cross-
sectional tritium distribution in the Ti50Cr50

specimen nine days passed after the hydrogen
addition, indicating that hydrogen penetrates more
deeper into the specimen.  Fig.　2 (c) shows
concentration profiles of tritium in the specimens
three and nine days passed after the hydrogen
addition. The concentration profiles show
Gaussian-like curves.  However, the concentration
profiles slightly deviate downward from the
Gaussian curve near the hydrogen added surface
of the nine days passed specimen.  This is thought
to be attributed that the hydrogen existed near the
surface escapes to the outside the specimen.
     Figure 3 (a) and (b) show cross-sectional
tritium distributions of the Ti40Cr60 specimen three

days and nine days passed after the hydrogen
addition, respectively. These figure show that
hydrogen penetrates from the hydrogen added
surface to the interior of the specimen, and the
penetrate distance increases as the increase of
diffusion time.  However, hydrogen penetration
distance in the Ti40Cr60 specimen is not so longer
compared with that in the Ti50Cr50 specimen.  This
suggests that the hydrogen diffusion in the
Ti40Cr60 specimen is slower than the Ti50Cr50

specimen.
     For one-dimensional volume diffusion of a
tracer from an infinitesimally thin surface layer
into a sufficiently long rod, a solution of Fick's
second law is given by [14]

  

€ 

CT (X,t) = M / πDt[ ]exp −X 2 /4Dt( )  　    (1)

where CT (X, t) is the concentration at the distance
X from the surface after the diffusion time t, D the
diffusion coefficient and M the total amount of the
tracer before diffusion.  Therefore, we can obtain
a diffusion coefficient from the gradient of the
lnCT vs. X 2 plots.   Fig. 2 (d) and Fig. 3 (d) show
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Figure 1:  X-ray diffraction profiles of as-cast specimens.
               (a) Ti50Cr50 specimen,  (b) Ti50Cr50  specimen.
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lnCT vs. X 2 plots for the Ti50Cr50 and Ti40Cr60

specimen, respectively, of the three days and nine
days diffusion period.  In these figures, the three
regions are recognized, that is, the region that is
affected by the backward diffusion near the
hydrogen added surface, the region of volume
diffusion and the region which is dropped to
background.  We use the region of volume
diffusion for calculation of hydrogen diffusion
coefficient.  Both in Fig. 2 (d) and Fig. 3 (d), the
lnCT vs. X 2 plots shows linearity, indicating the eq.
(1) hold.  From the slopes of the plots, tritium
diffusion coefficients are determined. For the
Ti50Cr50 specimen, tritium diffusion coefficients
are 3.3×10-12 m2/s and 5.1×10-12 m2/s for three
days and nine days of diffusion periods,
respectively.  As the same way, tritium diffusion
coefficients in the Ti40Cr60 alloy are determined to
be 1.3×10-12 m2/s and 1.7×10-12 m2/s for the
three days and nine days of diffusion periods,
respectively.  It is found that the diffusion
coefficient in the Ti40Cr60 alloy is smaller than that
in the Ti50Cr50 alloy.
     These specimens are two-phase mixture of
BCC phase and Laves phase with C14 type
structure, and that the amount of Laves phase in
the Ti40Cr60 alloy is larger than in the Ti50Cr50

alloy, as mentioned above.  The present tritium
diffusion coefficient in the Ti40Cr60 alloy is

smaller than that in the Ti50Cr50 alloy, that is, the
tritium diffusion coefficient decreases with
increasing the amount of Laves phase.  Therefore,
we conclude that the hydrogen diffusion in the
Laves phase is slower than that in the BCC phase.
     Finally, we examined an effect of heat
treatment on hydrogen diffusion. The specimens
were heat treated at 1573 K for 8 h and then water
quenched.  It is expected by this heat treatment
that the ratio of the BCC phase increases and the
microstructure develops.  The tritium diffusion
coefficients of the heat treated specimens are
determined to be 2.1×10-12 m2/s for Ti50Cr50 alloy
and 1.0×10-12 m2/s for Ti40Cr60 alloy.  Both values
are slightly smaller than that obtained from the
specimen without heat treatment. The diffusion
coefficient decreases by the heat treatment.  This
means that the hydrogen diffusion coefficient
decreases when the specimen has coarse
microstructure.  This seems to be attributed to the
short-circuiting diffusion of hydrogen in the
boundary region between the BCC phase and the
Laves phase.

4 Conclusion

Tritium radioluminography was applied to
examine hydrogen diffusion in Ti-Cr alloys with
two-phase structure of BCC phase and Laves
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Figure 2 :  Tritium radioluminographs of Ti50Cr50 as-cast specimen, (a) three days and (b) nine days passed
                  after tritium addition.  (c) tritium concentration profiles on the cross-section of (a) and (b).
                  (d) lnCT (X, t) vs. X 2 plots of (c).
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phase. It is shown that the tritium radio-
luminography can be applicable to determine the
tritium diffusion coefficient.  From the cross
sectional observation of hydrogen distribution,
hydrogen concentration profile was measured and
the hydrogen diffusion coefficient was obtained.
The determined tritium diffusion coefficients in
the Ti40Cr60 and Ti50Cr50 alloys were determined
to be 3.3× 10-12 m2/s and 1.3× 10-12 m2/s,
respectively, suggesting that the hydrogen
diffusion in the Laves phase is slower than that in
the BCC phase. These diffusion coefficients
decreased by the heat treatment.
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Figure 3 :  Tritium radioluminographs of Ti40Cr60 as-cast specimen, (a) three days and (b) nine days passed
                  after tritium addition.  (c) tritium concentration profiles on the cross-section of (a) and (b).
                 (d) lnCT (X, t) vs. X 2 plots of (c).
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Abstract 
 
Industries such as electro-engineering, electronics and microelectronics fields experience an amalgamation of 
application technique and the chemistry of adhesives and coatings. Conventional application technique are now 
becoming miniaturized as high-tech procedures classical backbone polymers are linked to adduct in order to 
improve the properties of final product, allowing entirely new application. Electrically conducting polymers are 
now breaking previous limits in contact corrosion. 
However, the ageing of these new electrically conducting adhesives has been largely ignorised. The system is 
referred to as bondline corrosion / electro corrosion and involved a conducting alloy vapour coated surface with 
gold contact using silver filled epoxies and acrylates.The results clearly show the great risk of electro and bond-
line corrosion on vapored metal surfaces such as copper, aluminium and silver. 
  
 

Introduction 
 
For decades transformers have been polymer-
dipped for protection. A whole array of new 
adhesives have been introduced to the field of 
electronics- electrically and thermally conduct-
ing as well as insulating adhesives applied in 
high tech industries. Adhesives technologies 
are focussing on the interactions of research, 
methodology, project scheming, applications 
techniques and the requirement profiles of the 
adhesives. Adhesives which are currently in 
usage are based on epoxies, polyesters, me-
thylmethacrylates, diacrylates, polyurethane, 
silicones and cyanoacrylates; they are either 
warm-cold or IR-UV cured and either one ore 
two components formulations. The contents of 
this presentation is to illustrate a widely un-
known case of the failing of a conductive ad-
hesion joints on the base of ageing processes. 
It is not yet clear whether bondline or electro - 
corrosion trigger the destruction of the bond. 
The evaluation of the failure behaviour is ex-
pressed as composite fracture. Firstly, we ac-
counter a failure of adhesion as separation at 
the interfaces of the two materials. High and 

low temperature storage had no negative ef-
fects on the adhesives joints. Modifications of 
surfaces resistance were insignificant. The 
humidity and weather- ability test revealed an 
increase of the surface resistance for both types 
of adhesives. Humidity storage was interrupted 
after 270 days, because the electrical resistance 
had reached values in the k-ohm-domain and 
because visually detectable, small black poly-
mer beads had formed, i.e. perforation of the 
conduction layer. Acrylate showed a lower 
degree of corrosiveness than epoxy adhesives. 
The onset of corrosion and the increase of elec-
trical resistance were lower. 
 
For same storage times was shown that differ-
ent mechanisms of corrosion were acting in 
acrylate and epoxy adhesives. The results 
clearly show the risks of electro- and bondline 
corrosion. An investigation of the QS-problem 
audit was carried out on the failure of deflec-
tion of leakage currents. Optical changes and 
technically measurable modifications were 
only detectable after nine months. It can be 
concluded that quality assessment programs as 
well as constant control of ageing processes of 
novel adhesives joints are inevitable in the 

633



Int. Conf. DSL-2005, Portugal 
 
electronics fields if one wants to avoid quality 
deficiencies and failure. 
 
Function of Adhesion and State of the Art 
Function of adhesives in the electronic in-
dustry 
 
How and in which other domains can adhe-
sives be employed other than for joining two 
materials 
 
Function for adhesives 
 
-joint formation, hard or elastic 
-thermal conductivity, supply or deflection of 
heat 
-thermal insulation 
-electric conductivity, low-Ohmage or high-
Ohmage 
-electric insulation, dielectric features 
-transparency, opacity, colour 
-all resistance, ageing, humidity, UV-radiation, 
strong radiation, chemicals 
-supreme electric features over long period 
-dielectric loss factors, dielectric strength 
-unchanging resistance, corrosion resistance 
Adhesives can be employed for temporary 
(mounting aids for SMD) or permanent junc-
tion. Adhesives are being employed in the 
rapidly developing fields of electronics, elec-
tro-engineering, SMD technique, in-line as-
sembly, encapsulation. 
Adhesives for these purposes should be de-
signed to fulfil the necessary requirements. 
Large quantity production, high productivity, 
high precision, joining conducting materials. 
 
Compilling a requierement profile 
determing factors 
 
1. Function of adhesion, state of the art 
2. Combination of materials 
3. Adhesive thickness 
4. Room conditions/pretreatments 
5. Static profile/testing criteria 
6. Adhesive selection/ data sheets 
7. Adhesive application 
8. Adhesive curing systems 
9. Aftertreatments 
 
This system allows to avoid errors. An adhe-
sive is sought which conducts electricity and 
deflects leakage currents on surfaces. The sur-

face resistance may not exceed 10 mili-Ohm 
and should not change during storage and ap-
plication. Commercial adhesives fulfill these 
requirements as stated in the pertinent data 
sheets. 
The following parameters are known to have 
an effect on the electric conductivity. 
 
Filler amount in conducting elements 
Filler type 
Base materials of resin, purity adhesive 
contents of Na, Ka, Cl, NH, Kations/ Ions 
Curing time, rate of orientation of the mole-
cules. (Ballconcentration) 
Curing temperature 
Glass transition temperature Tg 
Motility of molecules with the filler 
Metallization of substrates 
Metal type 
Adhesive thickness 
Ration of inviduel components/curing ratio 
Humidity uptake 
 
Materials Used 
A. Bayblend aloy vapor coated surface 3 mi-
crone, ohmage 10-15 of the conducting surface 
for leakage currents. 
B. Gold-plated copper wire as a contact unit, 3 
micron Argentum Au 
Adhesive Used 
2-components silver filled Epoxy adhesive 
2-components silver filled Acrylate  
Room Conditions for Bonding 
Room temperature 24 °C 
Air humidity: less than 30% 
Dust-free according to U.S.Fed. Standard 
209b, 100.000 P/m 
Aftertreatments 60°C/24h after curing and 
conditionating to room temperature was neces-
sary to make sure that curing had fully com-
pleted. 
 
Examination / Testing Criteria 
 
A. Storage 72h at 70°C, to RT within 12h. 
B. Storage 72h at-25°C, to RT within 12h 
C. Storage 72h at -40°C,to RT within 12h 
D. Shock temperature test, cycle RT to 25°C 
    1h, (20min) 70°C/1h, 100cycles were  
    performed, conditioning to RT/12h 
E. Shock temperature test; -25°C to 70°C   
    Immediate hold 1h; 1000 cycles were  
    performed. Conditioning to RT/12h. 
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F. Humidity test;40°C/92% rel. humidity 
    1h, 10h, 1 day– 270 days, out door stor. 
The humidity storage/ageing tests are calcu-
lated as short-terms test figures. Mea-
surements of the resistance at the vapor coated 
surfaces and at the bonded gold contact lever 
were carried out after each weatherability test. 
Alternation of the Ohmage was determined for 
A, B, C, D, and E. The determined values 
showed a minor decrease of resistance. An 
increase of resistance was recorded for F 
where the ohmage increased from m-Ohm to 
k-Ohm. 
The transmission resistance of the conducting 
adhesive is mainly dependant on the internal 
potential differences.  
(Brunner H, University of Munich) Evalua-
tions of short-term experiments must take into 
account that the test results ar only a prelimi-
nary indication of the ageing resistance of the 
adhesive joints. 
Short-term experience test 1h to 10.000hrs 
Long-term exp.- test 10000 -10.000.000hrs 
As the present tests were long term it was pos-
sible to determine long-term effects at the 
metal/polymer interface at the end of 270 days 
period. Normally humidity and diffusion ef-
fects at the interface are not measurable in 
short term tests, and thus as long term effects 
of the mechanism can not be postulated from 
such results. It should be noticed that that there 
is no reliable test system for short term ex-
periments on ageing processes which could be 
used to make predictions on possible long term 
effects on stability and ageing. In addition to 
resistance measurements mode of failure and 
corrosion behaviour were optically investi-
gated.  
 
Results 
 
The evaluation of the failure behaviour is ex-
pressed as composite fracture. Firstly we en-
counter a failure of adhesion as a separation at 
the interface of the two materials. High- and 
low-temperature storage had no negative ef-
fects on the adhesive joints. Modifications of 
surface resistance were insignificant. The hu-
midity and weatherability tests releaved an 
increase of the surface resistance for both types 
of adhesives. Humidity storage was interrupted 
after 270 days, because the resistance had 
reached values in the K-Ohm domain, visually 

detectable, small black polymerbeads had 
formed, i.e. perforation of the conducting 
layer. Acrylate adhesives showed a lower de-
gree of corrosiveness than epoxy adhesives. 
The onset of corrosion and increase of resis-
tance is lower. For same storage times it was 
shown that different mechanisms of corrosion 
were acting in acrylate and epoxy resins. 
All ten measurements showed similar behav-
iour. As of yet, it was assumed that the bond-
ing process was not source of the deficiency, 
e.g. through air bulbs inclusion or incorrect 
mixed rature. After 6 month in humidity stor-
age (F) the contact zone were investigated; 
perforation corrosion was microscopically 
detected in the aluminium vapor-coated layer. 
The deflection of leakage currents was no 
longer guarenteed. Ageing processes take place 
in the adhesion-adhesive layer and the 
metal/polymer interface uptake by humidity. 
This leads to a stability deficit to the point of 
complete failure of the adhesive joints by per-
foration corrosion. The processes can be ex-
plained on the base of two separate mecha-
nisms. 
The Bond-line corrosion and the electro-
corrosion. (Humidity tests) 
During the ageing process we got 4 phases. 
Phase 1 
The excess amine monomers react with the OH 
group of water at the interface. Ageing is initi-
ated: the first corrosion effect is an attack on 
the protruding tips of the aluminium oxide 
surface. First minute perforations develop; this 
still does not interfere with the stability of the 
bonded joints. The pH at the interface bound-
ary becomes more basic character and the ox-
ide layer dissolves. Just now, urgently the rate 
ageing process started. 
Phase 2 
Oxygen and humidity attack the aluminium 
layer and the adhesive. After dissolution of the 
oxide layer another chemical reaction in initi-
ated at the polymer/metal/adhesive interface. 
AL and NH(OH)- react into amphoric hydrox-
ide and further to aluminate Al(OH)- . Hydro-
gen- absorbing compounds are formed, e.g. 
ammonia NH + H NH, aluminium metahy-
droxyde AlO(OH). This process continues 
until water and excess monomer have been 
consumed 
Phase 3 
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From bondline – to electro-corrosion. The 
subsequent steps are linked to electro-
corrosion via the electric potential. The electri-
cal potential and differences in the oxygen 
concentration at the adhesive boundary leads to 
a potential difference which further increases 
the progression rate of the corrosion process of 
metals (Breuel). 
 
Phase 4 
Cathodic Corrosion 
A cathodic and a anodic domain develops a a 
result of the oxygen concentration and the 
electric potential of the aluminium vapor 
coated layer and the silver or gold filled adhe-
sive. The electric potential difference of Al-
Au, Al-Gold accelerated the electrochemical 
corrosion processes. This becomes evident 
through the rapid increase of resistance. 
 
Summary 
 
Which measures can be taken in order to pre-
vent the aforementioned corrosion processes? 
General, all material surfaces should be coated 
with anti corrosives, to slow down the cathodic 
and anodic reaction and preventing the onset of 
the corrosion cycle. 
Electrically conducting adhesives, it is recom-
mended to use pure, low corrosion adhesives, 
esp. phenoxy resins, the content of Cl, NH, K, 
Na should not exceed 50ppm. Ion concentra-
tion should be measured by the Cooker test. 
Complete avoidance of electro corrosion in 
electrically conducting adhesives is only pos-
sible in the absence of any kind of potential 
difference between adhesives and metal. This 
means that for conducting surfaces only com-
patible materials should be used as conducting 
components, e.g. gold vapor coated layer  and 
gold or carbon filled adhesives. The adhesive 
joints should extend beyond the edges and be 
sealed with silicone rubber(primer) to prevent 
contact with humidity. The results clearly 
show the great risk of electric corrosion and 
bondline corrosion in the application of con-
ducting adhesives on metal surfaces with high 
different electrical potential. This effect of E-
corrosion and bondline corrosion occur simul-
taneously. Air humidity, electrical potential 
difference, as well as cathodic and anodic con-
ditions at the interface lead to delamination of 
the bonded joint. This mechanism was first 

recognized in 1981 in the cours of investiga-
tions on the ageing of electrically conducting 
surfaces current-deflecting substrate/polymers. 
 
The work of G. Breuel, W. Brockmann, L. 
Dorn, H. Käufer and H. Kollek have encour-
aged me to publish the present results. 
 It confirms my theory of the inter-relationship 
of electro-corrosion and bond- line corrosion 
and the stimulation of the corrosion processes 
through electric Potential differences. 
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Abstract 
 

In this paper the experimental results on the wetting behaviour of volatile binary sessile drops are reported. The 
evaporation rate is varied through the control of the ambient total pressure. The dynamic wetting contact angle of an 
evaporating Water-Ethanol drop is investigated at various sub-atmospheric pressures. The wetting properties 
(contact angle, shape and volume) are monitored in time using a drop shape analysis instrument. The results show 
that the evaporation of the binary droplet takes place in two stages: the first stage where the wetting behaviour is 
very similar to the pure ethanol case and a second stage where the behaviour is very similar to the pure water case. 
The effect of varying the evaporation rate is found to shift the observed stages. The analysis of these results shows 
that it seems that in these conditions the evaporation proceeds such that in a first stage where mostly the more 
volatile component evaporates and a second stage where mostly the less volatile component evaporates. It appears 
however that during these evaporation stages there can be an evaporation of both components in different 
proportions. This is clearly influenced by the total evaporation rate and the diffusion from the bulk to the interface. 

 
Keywords: Wetting; Evaporation; Diffusion; Concentration gradients; Capillary 

 

 
1 Introduction 
 

Wetting phenomena play a crucial role in a 
wide range of technological applications. 
Spreading of liquids on solids involving phase 
change is encountered in many areas ranging from 
biological systems to industrial applications. Ring 
formation from evaporating drops and its use for 
thin films coating [1], and DNA chains elongation 
using a drying sessile droplet are examples of new 
developments and identify a need for the 
understanding of the process of evaporating 
droplets [2]. Extensive work can be found in the 
literature dedicated to understanding the 
fundamentals of this process, [3]-[6]. 

Although wetting and evaporation of binary 
mixtures is an important case to many 
applications, little work has been done to 
investigate the fundamentals of the problem. 
There are many possible applications to which 
understanding of evaporation and wetting 
behaviour of binary mixtures can be applied.   

In wastewater treatment plants, knowledge of 
surface tension behaviour is used to monitor 
concentrations of volatile organic compounds 
such as benzene, toluene and trichloroethylene 

(TCE) to ensure that levels do not exceed safety 
limits. In the microelectronics field, recent trends 
towards technologies with high power dissipation 
and density have resulted in the need for the 
design of more effective thermal management 
systems.  The traditional methods of air cooling 
and direct immersion cooling may no longer 
provide a sufficient level of heat removal from the 
circuitry.  A promising solution to the cooling of 
high density microelectronic applications is the 
process of spray evaporative cooling.  This 
involves the spraying of a dielectric liquid directly 
onto the circuitry.  The liquid will absorb the heat 
from the circuitry, and then evaporate, thereby 
cooling the electronic components. The 
evaporative process and therefore the 
effectiveness of cooling will be governed by the 
wetting behaviour of the sprayed liquid.   In a 
study by Rowan et al. [7] the wetting behaviour of 
a 1-propanol and water mixture were observed. 
Contact angle and base width measurements of the 
droplet were made for a variety of compositions at 
21˚C and ambient pressure. The results of this 
paper show two distinct trends of wetting 
behaviour: one for mixtures with mole fractions of 
less than 0.39 propanol and one for mixtures with 
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mole fractions more than 0.39 propanol. For 
mixtures containing more than 0.39 mole fraction 
propanol, it was fount that the contact angle 
decreased at a steady rate for the period required 
for total evaporation (90 s), whereas the base 
width measurement was steady for about 60 s 
before decreasing at a fast rate.  Additionally, the 
droplet maintained a rough spherical cap-type 
shape throughout the evaporation process. For 
mixtures containing less than a 0.39 mole fraction 
of propanol, the behaviour observed was markedly 
different. Initially, for a short period of time, the 
contact angle decreased. After this however, 
contact angle measurements were found to be 
unobtainable due to instabilities around the droplet 
periphery. The droplet was then observed to 
spread and break into several smaller droplets, 
eventually leading to the formation a single new 
droplet. 

A likely explanation for this behaviour has to 
do with the azeotropic nature of the 
propanol/water mixture. The azeotropic 
composition at the conditions of the experimental 
studies was externally verified to be 0.41 which is 
so close to the margin at which the trend of 
wetting behaviour changes. Therefore, when the 
mixture contains a water in excess of the 
azeotropic composition (xpropanol < 0.41), 
evaporation will result in a residual liquid that 
tends to pure water as the propanol is 
preferentially absorbed at the interface. The 
combined effects of the preferential absorption of 
propanol and also the cooling caused by 
evaporation induce local surface tension minima 
and maxima, leading to the instabilities observed. 
When most of the propanol has evaporated, the 
dynamic surface tension observed will tend to that 
of pure water, which is verified by the higher 
contact angles detected in the latter stages of the 
experiment. 

Again, although a quantitative reasoning is 
given to explain the dynamic surface tension 
behaviour of the propanol/water droplet, it is 
essential to produce a more rigorous physical 
approach which will include mathematical 
modelling of the absorption and evaporation 
dynamics to verify the experimental findings. The 
aim of this paper is to present the findings of an 
experimental investigation of the evaporation and 
wetting behaviour of ethanol/water droplets. The 
effect of concentration and evaporation rate has 
been investigated and the role of diffusion in the 
liquid and gas phases is discussed. 

2 Experimental Setup and Procedure  
 

The experimental equipment used to carry out 
the evaporation of sessile droplets under various  
pressures consists of:- a computer with FTA200 
package (contact angle analysis software), a CCD 
camera, a cell of dimension 4x4x3 cm, an 
injection pump, an aluminium/PTFE substrate of 
dimension 2.5x6 cm. The FTA200 package 
evaluates the contact angle, volume, height, 
diameter and surface tension of the sessile drops. 
The sessile drop and its contact angle is highly 
influenced by the surface finish and the presence 
of impurities on the substrate. For that reason, 
surface preparation techniques such as polishing, 
and cleaning in ultrasound bath were used, prior to 
the experiments, in an attempt to obtain a clean 
and homogenous surface.  Substrates were 
pictured by the Atomic Force Microscope, (AFM). 
The analysis performed by the AFM was 
completed by the use of a Zygo profilometer to 
evaluate the roughness of the substrate. The 
resulting profile indicated that the PTFE substrate 
can be considered as relatively rough. 
  Some preliminary exploratory tests have been 
performed in order to select the binary system as 
well as the substrate. In order to select a binary 
mixture to demonstrate the coupling between 
volatility and surface tension, water, ethanol and 
methanol were investigated independently.  
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Figure 1: Evaporation of water droplet on 
aluminium and PTFE substrates. 
 
 The evaporation of the three liquids under 
reduced pressure has been investigated (Fig. 1). 
For these pure substances, evaporation rate 
increased linearly with decreasing pressure, with 
water having a much lower rate and pressure 
dependence than ethanol or methanol, which is 
consistent with its lower vapour pressures. Water 
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and ethanol was chosen for the experiments with 
mixtures because pure water and pure ethanol 
have similar contact angle trends with time during 
evaporation. 
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Figure 2: Evaporation of water droplet on 
aluminium and PTFE substrates. 
 
 Fig. 2 shows evaporation of a water droplet on 
both the PTFE substrate and Aluminium 
substrates. The evaporation rate is higher for the 
Aluminium substrate because the droplet spreads 
more on this surface, giving rise to a larger surface 
area. The PTFE substrate has lower thermal 
conductivity which could have reduced heat 
transfer for the energy required for evaporation in 
addition to the spreading effect. 
However, the slopes of both lines are similar, 
indicating that heat transfer limitation is unlikely. 
The PTFE substrate was chosen because its high 
surface energy gave rise to larger and hence more 
readily measurable contact angles for ethanol.    
 
3 Results 
 
 Evaporation rates for pure water and pure 
ethanol and a range of mixtures of these is given 
in Fig. 3 at various (sub)atmospheric pressures. 
The evaporation rate is observed to increase 
linearly with decreasing pressure for each 
substance. Increasing the ethanol concentration 
increases the overall evaporation rate consistently. 
In order to facilitate analysis of our results, some 
further data are presented in dimensionless form. 
The contact angle, base width and drop volume 
are normalized to the initial values, while time is 
normalized to the lifetime of the drop. 
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Figure 3: Overall evaporation rates of pure and 
mixtures at various sub-atmospheric pressures. 
 

The normalised curves show two types of 
behaviour depending on the drop concentration 
regardless the parameter studied (drop volume, 
contact angle, drop base width). For pure 
substances, the normalised curves show almost a 
similar trend. The drop volume and the base width 
decrease monotonically for all the evaporation 
duration. For mixtures, the normalised curves 
reveal different behaviours from the pure 
substances. For small concentration (25 %) of the 
volatile liquid, the droplet characteristics 
evaporation is globally close to pure substances. 
As the volatile liquid concentration increases in 
the drop, the drop volume variation deviates 
significantly from the pure substances. This leads 
to the observation that the evaporation 
mechanisms for the mixtures differ from the pure 
ones. The present results show that for binary 
mixtures the wetting behaviour of evaporating 
drops deviates from the known pure component 
trends. In all performed experiments we found that 
on the rough surface we used, the contact angle 
decreases which suggests that pinning of the 
contact line may occur; however, base width 
measurements (Fig. 9) show a slow decrease for 
all tests except that of pure water. The evaporation 
sequence of an ethanol-water droplet did not 
display similar characteristics to either of the two 
pure components. There was a well defined two-
phase evaporation sequence identified, which 
became more defined as the ethanol concentration 
increased (see Fig. 4).  If pinning occurs an initial 
extra phase is observed – see Sefiane et al. [11]. 

 

639



 
Int. Conf. DSL-2005, Portugal 

0 50 100 150 200 250 300 350 400

0.0

0.2

0.4

0.6

0.8

1.0

Phase (2)

Phase (1)

 

 

N
or

m
al

is
ed

 v
ol

um
e

time (sec)

   1 atm.
 0.5 atm.

 
Figure 4: Identification of the two stages in the 

evaporation of water-ethanol mixtures at two 
pressures. 

 
The duration of phase 1, compared to the entire 

evaporation time, increases with increasing 
ethanol concentration. The volume evaporated 
during phase 1 appears to be very close to the 
volume of ethanol in the droplet mixture.  This 
indicates that it is likely that the ethanol, with its 
higher vapour pressure evaporates preferentially, 
though some small amount of water will evaporate 
too.  Similarly the duration of phase 2 corresponds 
to the volume of water in the droplet and 
evaporates at a much lower rate than phase 1.  
This corresponds roughly to the evaporation of 
almost pure water.  

The evaporation rates of phase one and phase 
two identified previously are compared to the 
evaporation rates of pure components. This 
comparison shows that on one hand, for the 
mixtures, the magnitude of the evaporation rate of 
phase one is very close to the one of pure ethanol.  
On the other hand the magnitude of the 
evaporation rate of phase two is close to the one of 
pure water. This corroborates the idea that the 
more volatile component evaporates mainly 
during the first phase while the less volatile one 
evaporates in the last phase. 

  When the evaporation occurs, the dynamic 
contact angle is correlated to the drop volume. The 
wetting angle varies continuously with the drop 
volume for pure substances. For mixtures this 
behaviour is different. For high ethanol 
concentration (75 %), the initial contact angle is 
close to that of pure ethanol for a wide range of 
drop volumes. The contact angle at some point 
increases rapidly to the contact angle of pure 
water and subsequently follows the behaviour of 

pure water for the rest of the drop lifetime. This 
‘jump’ in contact angle is a key feature of 
evaporation of rich mixtures of ethanol. There is a 
corresponding reduction in base width of the 
droplets (see Fig. 8) and the drop height also 
increases.  

1.0 0.8 0.6 0.4 0.2 0.0

0

20

40

60

80

100

P= 1 atm

 100 % water
  75 % water
  50 % water
  25 % water
   0 % water

 

 

A
ng

le
 (d

eg
re

e)
Normalised volume

 
Figure 5: Evolution of the contact angle versus 

the drop volume for various initial concentrations 
at P = 1 atm. 

The location of the jump in contact angle 
varies with reducing pressure, occurring at 
progressively lower normalised volumes, as 
shown in figures 5, 6, 7 and 10. From the results 
presented it is clear that the wetting behaviour 
strongly depends on the initial concentration of 
ethanol.  
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Figure 6: Evolution of the contact angle versus the 
drop volume for various initial concentrations at P 
=  0.7 atm. 
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Figure 7: Evolution of the contact angle versus the 
drop volume for various initial concentrations at P 
= 0.5 atm. 
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Figure 8: Depinning of the contact line during 
contact angle jump. 
 
4 Discussion of mechanism 
 
 For mixture droplets, the overall rate of the 
evaporative process can be thought of as 
consisting of the following stages in series: 

(a) diffusion (or more generally mass 
transfer) of the more volatile component  
to the surface of the drop; 

(b) evaporation of both species from the 
surface according to their vapour 
pressures and droplet surface phenomena; 

(c) diffusion of both species through 
quiescent air above the droplet in the cell. 

The energy loss brought about by evaporation 
must be accounted for in stage (b) and, if not 
provided for entirely by heat transfer through the 
substrate, this heat transfer limitation must be 
modelled too.  
 Diffusivities of ethanol in water are 
significantly lower than those of either ethanol or 
water vapour in air. An estimate of the diffusive 
flux of ethanol from the base of the drop to the 

surface is much lower than the observed 
evaporation rate. This indicates that there are other 
mass transfer processes occurring in the drop. 
Circulation within evaporating drops has been 
observed [9] and it appears that this, which would 
replenish lost surface ethanol, is sufficient to keep 
the surface layer as ethanol rich as possible during 
preferential evaporation. Over time the ethanol 
concentration will decline. The contact angle is 
fairly insensitive to changes in concentration until 
the ethanol concentration has reduced to about 20 
% (see Fig. 11), whereafter a rapid change in 
contact angle with further evaporation of ethanol 
would be expected; this appears to be the cause of 
the jump in contact angle seen.  This insensitivity 
to ethanol concentration for rich mixtures also 
explains why the initial contact angle for these 
mixtures is close to that of ethanol.  
 The variation of location of the contact angle 
jump with pressure may be explained when 
considering the effect of pressure on evaporation 
of the mixture. The vapour pressure data (see Fig. 
11 and [10]) suggest that the effect of reduced 
pressure is proportionately greater on ethanol 
evaporation than on that of water, leading to a 
transition to phase 2 earlier in normalised time the 
lower the system pressure.  
 The effects of dynamic surface phenomena on 
the evaporation rate has not yet been considered 
nor any surfactant-type behaviour. Incorporation 
of an energy balance into a model of the mass 
transfer phenomena explained above would be 
needed to accurately represent the system as 
would the dynamics of depinning of the droplet.  
Evaporation is not expected to be uniform along 
the surface. 
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Figure 9: Evolution of the drop base versus time 
for various initial concentrations at P = 1 atm. 
 Many investigators see e.g. [1], have 
demonstrated that evaporation is larger near the 
contact points. This is a complicated system to 
represent accurately though the preliminary 
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explanation provided here is in agreement with 
major observations. 
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Figure 10: Evolution of the contact angle versus 
the drop volume for an initial concentrations of 75 
% ethanol at various pressures. 
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Figure 11: Vapour pressure of ethanol-water 
mixture. 
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Figure 12: Surface tension of ethanol-water 
mixture. 

4 Conclusions 
 
It appears that the mechanisms which govern the 
evaporation of a binary sessile droplet are coupled 
mass transfer and evaporation together with 
surface-tension-determined contact angle and 
depinning.  Ethanol evaporates preferentially 
during the first phase whereas second phase 
evaporation is similar to that of water. For initially 
ethanol-rich mixtures there is an observable jump 
in contact angle, which occurs earlier at lower 
system pressures and can be explained by surface 
tension phenomena.    
. 
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Abstract 
 

In this work the results about the evaporation of a volatile liquid in a capillary tube is reported. The strong 
evaporation near the contact line induces a cooling effect. The temperature near the contact line is measured using 
an infra-red camera. The evaporation rate from the meniscus is measured as this latter recedes inside the tube. The 
evaporation in this specific case is found to be diffusion limited, the IR temperature measurements near the contact 
line show clear correlation with the evaporation process. A theoretical model is developed to describe the 
evaporation and diffusion of vapour through the tube. The results show fairly good agreement with the experimental 
data. 
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1 Introduction 
 

Heat and mass transfer in micro-channels has 
attracted considerable attention both from 
academia and industry as micro-scale offers many 
advantages with a large area to volume ratio 
ultimately enhancing heat transfer and producing 
considerable saving of material. This trend is also 
driven by the need of packaging in areas such 
electronics cooling and biomedical. Another 
important factor that has certainly contributed to 
the wide interest in the micro-scale area is the 
rapid advances in sophisticated manufacture and 
measurement techniques such as MEMS and 
Selective Laser Melting, micro-PIV (Santiago et 
al. (1998), [1]) and many other processes. 

The scale involved with the contact line region 
is so small (usually below few microns) that even 
most of the advanced measurements techniques 
become unusable either because of the 
inappropriate resolution or the contact/destructive 
nature of the techniques used. Therefore a lot of 
work is needed to access this region and 
understand the basic mechanisms of heat and mass 
transfer. Away from the contact line region 
diffusion can become important at micro-scale; 
and sometimes, as in the present case, can play a 
fundamental role. 

This paper describes the evaporation of ethanol 
in a capillary tube closed at one end and open at 
the opposite one. It is worth mentioning that 
similar experiment (WIKELMANN) has for long 
been used to measure diffusion coefficients for 
gases (Coulson and Richardson (1999), [2]). By 
visualization and using an Infrared camera the 
meniscus movement has been tracked and the 
triple line temperature measured. It will be shown 
that diffusion of vapour into the tube becomes the 
limiting factor as the meniscus recedes inside the 
tube. 
 
2 Experimental arrangement 
 

The arrangement is depicted in Figure 1. More 
detailed information on the specific components 
of this setup can be found in a previous work 
(Buffone and Sefiane (2004), [3]). The 
measurement on the meniscus position inside the 
tube has been performed separately from the 
infrared (IR) measurement of the capillary tube 
wall, this has been dictated by the compactness of 
the experimental setup. The IR experimental 
arrangement has been described in details in a 
previous work [3] and will not be repeated here. 
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Figure 1: Schematic of the visualization 
experimental setup. 

Worth of mention is the fact that both 
experiments have been repeated and consistency 
was found in the data collected. The borosilicate 
glass capillary tube is horizontally positioned on 
the stage and filled from one end with a micro-
syringe until the liquid-vapour interface is 
positioned at the opposite tube end. At this point 
the operator stops acting on the syringe and either 
the CCD high speed camera or the IR camera are 
triggered to start recording.  
 
3  Results presentation and discussion 
 

Figure 2 shows the meniscus position inside 
the capillary tube versus time. The distance 
reported is from the tube mouth. The presented 
results are for liquids of different volatilities. The 
extracted velocity of the interface shows the stages 
of evaporation. Essentially, the slopes of the 
curves decrease as the meniscus moves deeper 
inside the tube confirming that the evaporation is 
basically dictated by the diffusion of vapour in the 
freed tube space. 
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Figure 2: Meniscus position inside the capillary 
measured from the tube mouth, results for three 
different liquids. 

In what follows we perform a thermal analysis 
for the case of Ethanol in a capillary tube of 900 
μm in diameter. Figure 3 reports the temperature 
evolution of the meniscus triple line. As 
evaporation evolves mass is lost and the meniscus 
moves deeper in the tube. This movement is 
characterized by two stages. During the fist stage 
the large adhesion forces keep the meniscus 
anchored at the capillary mouth and the meniscus 
changes shapes. When then the receding contact 
angle is reached (Buffone and Sefiane (2004a)) 
the meniscus detaches and moves deeper inside 
the tube. The detachment event can be clearly seen 
in Figure 3 after which the triple line experiences 
a steep increase of temperature. 
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Figure 3: Temperature evolution of triple line as 
the meniscus moves deeper inside the tube 
extracted from IR measurements. 

4 Theoretical model 
 

 In the following an attempt will be made to 
calculate the temperature at the triple line region 
by a heat diffusion model. Evaporation takes place 
along the meniscus interface producing a local 
drop in temperature. A heat transfer mechanism is 
induced and heat is transferred from the 
environment outside the tube to the meniscus 
interface, passing through the tube walls and the 
thin liquid layer. This heat is necessary to sustain 
the evaporation process. For an order of 
magnitude analysis, it is reasonable to neglect the 
heat conducted along the tube walls and the 
vapour can be assumed to be “passive” (Davis 
(1987) [4] and Pratt and Hallinan (1997)) [5], 
which means that no convection is present in the 
vapour, because it has negligible viscosity, density 
and thermal conductivity compared to the liquid. 
Therefore we can reasonably assume that what 
evaporates from the meniscus interface is diffused 
in the gas phase. For diffusion through stagnant 
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gas (the liquid-vapour interface is impermeable to 
air) the evaporation flux can be expressed as 
follows: 

satDC
L
Mm =                                   (1) 

Where M is the vapour molecular weight, D is the 
diffusion coefficient, Csat is the surface vapour 
concentration of the volatile liquid in air at the 
triple line, assumed to be the saturation one, and L 
is the meniscus distance from the tube mouth.  
As shown by many authors along the meniscus 
interface most of the evaporation takes place in 
the meniscus micro-layer region. This layer is of 
paramount importance in the heat and mass 
transfer from a meniscus interface as shown by 
different authors (Derjaguin (1965) [6], Moosman 
and Homsy (1980) [7], and Park and Lee (2003)) 
[8]; this layer has a thickness of the order of δ = 5-
15 μm and is extended for levap = 17.5 μm (see 
Park and Lee (2003)). The local energy balance at 
the surface of the conductive layer region of the 
meniscus reads: 

evaplldiff ATA
M
Hm 1.∇=

Δ κ      (2) 

Where ΔH is the latent heat of evaporation, kl is 
liquid thermal conductivity,   is the temperature 
gradient,   is the unity vector, the Aevap = 2πRi levap 
and Adiff = πRi2. Equation (2) states that all that 
evaporates at the meniscus triple line has to 
diffuse through the cross section of the tube. 
Assuming 1-D conduction in the radial direction, 
the normal component of the heat flux can be then 
written as: 

evap
ca

ldiff A
TT

A
M
Hm

δ
κ

−
=

Δ     (3) 

where δ is the mean thickness of the conductive 
layer (assumed for calculation purposes in the 
model as δ = 10 μm), Tc is the temperature at the 
meniscus wedge and Ta is the wall temperature, 
this last being assumed to be the ambient air 
temperature for a conducting wall. Combining 
Eqs. (2-4) one gets: 
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The saturation concentration can be written as: 

)( c
c

sat TX
T
PC

ℜ
=         (5) 

Where P is the pressure of the gas phase (air-
vapour),   is the molar ideal gas constant and X is 
the mole fraction of vapour into air. Clausius-

Clapeyron relation is used to find the mole 
fraction as function of temperature: 
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where Tb is the liquid boiling temperature. Equ. 
(4) can thus be re-written as follows: 
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(7) 
Solving the above equation will give the 
temperature of the interface at the meniscus triple 

line. Defining a dimensionless length as 
L

L δ
=

~   

and introducing 
evap

i

evap

diff

l
R

A
A

2
=   , Equ. (7) is 

written as follows: 
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(8) 
Table 1 shows the results giving the temperature 
Tc, near the triple line as the meniscus recedes 
inside the capillary ( L~  diminishes). According to 
Table 1 the temperature (Tc) increases to near 
ambient temperature after L~ = 0.01 (corresponding 
to L = 1 mm), therefore the driving force is 
weakened as the meniscus moves deeper inside 
the tube and the convection slows down; this is in 
agreement with the experimental results shown on 
Figures 3. Results of Table 1 are reported 
graphically in Figure 4 for clarity. 

Table 1: Corner temperature vs. meniscus 
position, @ K Ta 292=  and μm 10=δ . 

 
LL~ δ= L, mm 

cT , K 
1 0.01 283.6 
0.9 0.011 284.2 
0.5 0.02 287 
0.4 0.025 287.8 
0.3 0.033 288.7 
0.2 0.05 289.7 
0.1 0.1 290.8 
0.05 0.2 291.3 
0.0333 0.3 291.5 
0.025 0.4 291.6 
0.02 0.5 291.6 
0.01 1 291 
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Figure 4: Temperature of triple line versus 
distance as the meniscus recedes, calculated from 
Eq. 8. 

The calculated temperatures in Table 1 
according to the formulated model describe the 
temperature in the corner of the meniscus on the 
liquid-vapour interface. The model as introduced 
in previous section does not account for the 
thermal resistance outside the tube in the air side. 
It is believed that after the first transient time the 
temperature on the outside of the tube will be very 
close to the one on the liquid side, because of the 
good thermal conductivity of liquid/glass media. 
The main resistance will be in an air boundary 
layer outside the tube where the environment is at 
ambient temperature. The estimated temperatures 
from the model will be a good estimate of the wall 
temperature as measured by the IR camera. The 
comparison between the estimated temperatures 
and the measured ones show a good agreement. 
The comparison between Table 1 and Figure 3 
shows that the model describes well the 
magnitude of temperature change as well as the 
distance over which this change takes place 
(Figure 4). 
 
5 Conclusion 
 
 This paper describes the evaporation of ethanol 
in a horizontally oriented capillary tube (900 
microns ID) with one end open to ambient. 
Through the use of visual observation and an IR 
camera it has been possible to characterize the 
evaporation process and draw some useful 
conclusions. Both experimental techniques 
confirm that the evaporation in the described case 
is controlled by diffusion of vapour from the 
interface to the tube mouth. Additional 
confirmation is given by the analytical model 
developed. The estimation of the triple line 
temperature through this model is then compared 

to experimental measurements and a fairly good 
agreement is found. 
 
References 
 
[1] Santiago J.G., Wereley C.D., Meinhart C.D., 

Beebe J.D. and Adrian R.J.: A particle image 
velocimetry system for microfluids, 
Experiments in Fluids, Vol. 25, pp. 316-319, 
1998. 

 
[2] Coulson J.M. and Richardson J.J.: Chemical 

engineering, 6th Edition, Volume 1, 
Butterworth Heinemann, Elsevier, New York, 
1999. 

 
[3] Buffone C. and Sefiane K.: IR measurements 

of interfacial temperature during phase change 
in a confined environment, Exp. Thermal and 
Fluid Science, 29 (1), pp. 65-74, 2004. 

 
[4] Davis S. H.: Thermocapillary instabilities, 

Annual Review of Fluid Mechanics, Vol. 19, 
pp. 403-435, 1987. 

 
[5] Pratt D.M. and Hallinan K.P.: Thermocapillary 

effects on the wetting characteristics of a 
heated meniscus, Journal of Thermophysic 
Heat Transfer, Vol. 11, No. 4, pp. 519-525, 
1997. 

 
[6] Derjaguin B.V.: Definition of the concept of 

disjoining pressure and its role in the statics 
and kinetics of thin layers of liquids, Colloid 
Journal USSR (Engl. Transl.), Vol. 17, pp. 
191-198, 1965. 

 
[7] Moosman S. and Homsy S.M.: Evaporating 

menisci of wetting fluids, Journal of Colloid 
and Interface Science, Vol. 73, pp. 212-223, 
1980. 

 
[8] Park K. and Lee K.: Flow and heat transfer 

characteristics of the evaporating extended 
meniscus in a micro-capillary channel, 
International Journal of Heat and Mass 
Transfer, Vol. 46, pp. 4587-4594, 2003. 

646



Proceedings of The 1st International Conference on Diffusion in Solids and Liquids 
DSL-2005, July 6-8, 2005, University of Aveiro, Aveiro, Portugal 

DEVELOPING CORRELATION FOR THREE-PHASE FLOW BOILING  
IN A CIRCULATING FLUIDIZED BED 

Michael ARUMEMI-IKHIDE, Khellil SEFIANE* 

School of Engineering and Electronics, University of Edinburgh 
Kings Buildings, Edinburgh, UK 

*Corresponding author. Fax: 0131 650 6551; Email: ksefiane@ed.ac.uk 
 

Abstract 
 

Fouling of heat transfer surfaces is a frequent engineering problem which is much more severe during subcooled 
flow boiling, due to the mechanisms of bubble formation.  Thus, in response, our endeavours concern the 
investigation of boiling heat transfer enhancement and fouling prevention characteristics of a (vapour-liquid-solid) 
three-phase circulating fluidized bed.  Experiments are performed at atmospheric pressure, using distilled water as 
the working fluid.  The test unit consist of a glass riser column of square cross sectional area 21.5x11mm, height 
1000mm, fitted with an electrically heated cartridge heater rod of 8mm diameter x 730mm length.  Results show that 
higher heat transfer coefficients are achieved in three-phase flow boiling, compared with two-phase flow boiling. 
Based on the analysis of the governing heat transfer mechanisms, a boiling heat transfer correlation has been derived 
for the prediction of heat transfer in our three-phase circulating fluidized bed system; a favourable agreement 
between the derived three-phase boiling correlation, and our empirically obtained results is demonstrated. 
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1 Introduction 
 

Three-phase flow boiling enhancing and 
limiting heat transfer effects have been  
experimentally determined.  The heat and mass 
transfer processes causing these effects have also 
been visualised and clearly connected to the heat 
transfer data, resulting in a comprehensive theory 
regarding the heat transfer mechanisms of vapour-
liquid-solid flow boiling.  Some of our main 
findings can be stated as follows: (a) Compared 
with vapour-liquid two-phase flow boiling, the 
addition of solid particles enhances the three-
phase flow boiling heat transfer. (b) Particle 
physical properties, e.g. density and size, 
influence the measured three-phase flow boiling 
heat transfer. 

  However, the ultimate objective of any 
fundamental approach to the problem of heat 
transfer in three-phase fluidized bed systems is to 
be able to predict the boiling heat transfer 
coefficient for a given condition through a 
knowledge and understanding of the processes 
involved. Due to the paucity of experimental data 
– borne from the complex nature of the three 
phase flow boiling system - correlations for the 
prediction of vapour-liquid-solid heat transfer 

appear fleeting within the available literature.  Of 
the few studies undertaken, the work of Li Xiulun 
et al [1], [2] features  most prominently.  For our 
particular test geometry and investigated 
parametric range, analysis of both experimental 
and visualisation results, has lead to some novel 
conclusions (previously unreported) regarding the 
behaviour of the multiphase flow system.  For 
instance, across our stipulated flow range (1 m/s 
to 2m/s), the measured three-phase flow boiling 
heat transfer coefficient exhibits non-linear 
functionality with fluid superficial velocity; a 
finding which stands in contrast to the work(s) of 
the aforementioned authors Li Xiulun et al, for an 
investigated velocity range of 0.5 m/s up to 1 m/s.  
Presumably the dissimilarity between our 
examined fluid velocity range accounts for such 
discrepancies 

Thus in this paper, we aim to reflect some of 
these important experimental findings in the 
development of a modified approach for 
predicting our measured three-phase flow boiling 
heat transfer coefficients.  As a consequence, both 
our experimental and theoretical heat transfer 
results can be compared and an analysis made 
regarding the accuracy and validity of the 
presented three-phase flow boiling correlation 
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2 The Three-Phase Flow Boiling Model  
 

Excluding the addition of solid particles, there 
is no essential fundamental difference between the 
boiling regimes of two-phase and three-phase flow 
boiling.  However, the presence of solid particles 
does affect the levels of both nucleation and 
convection. Thus based on the two-phase flow 
boiling asymptotic model introduced by Steiner et 
al [3], the proposed general equation describing 
the vapour-liquid-solid flow boiling coefficients, 
can be predicted as: 
 

( ) ( )[ ] kkk hhh
/1

NBCBCALC +=   

( ){ } ( ){ } kkk FhFhh /1b
NBpnb,CBLSCALC

Euf ⎥⎦
⎤

⎢⎣
⎡ += (1)

The exponent k dictates the range of transition 
between the convective and nucleate components. 
k = 3. 
 
2.1  Correlating Convective Contribution, hCB 

In Eq. (1) above, LSh  is the convective heat 
transfer coefficient, which accounts for heat 
transfer in the forced convective (i.e. liquid-solid 
only) region of three-phase circulating fluidised 
bed boiling.  A satisfactory correlation as 
proposed by Jamialahmadi et al [4] was used in 
our developments:   
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hL is the heat transfer coefficient from the ‘liquid 
flow only’ zone of the heat transfer surface, and 
can be calculated from the Gnielinski correlation 
[5]: 
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The heat transfer coefficient for the particle 
controlled area, hp, can be derived from the 
equation of Jamialahmadi et al., given as: 
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R is a constant taking into account the relative area 
of contact between particles and heat transfer 

surface and is equal to 0.0705 for spherical 
particles.  f represents the frequency of the 
collisions experienced on the heat transfer surface 
by the action of fluidized particles and can be 
predicted according to Martin [6], [7]: 
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Returning to Eq. (1), FCB (i.e. the three-phase 
enhancement factor to the convective hLS value, 
accounting for the improvement of the coefficient 
in the vapour-liquid-solid flow) can be derived as 
a function of the vapour quality x and the ρL / ρG 
ratio, according to Steiner et al [3]: 
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To account for the observed novel non-linear 
relationship between superficial velocity and our 
measured three-phase flow boiling coefficient, we 
have modified the three-phase model by including 
a convective velocity adjustment factor, f(u).  This 
new correction factor (established via best fitting 
curve method) influences the dependency of CBh  
on flow velocity.  
 
2.2  Correlating Nucleate Contribution,  hNB 

hNB is based on Yang and Maa’s correlation [8] 
for nucleate pool boiling heat transfer of water 
with suspended particles, hnb,p, compared with 
nucleate pool boiling of pure water, hnb: 
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According to Li XiuLun et al [2], Eq. (8) can be 
simplified to: 
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For the prediction of hnb, the physical properties 
based method of Stephan and Preusser [9] is used 

Referring to Eq. (1), FNB, is the three-phase 
nucleate flow boiling correction factor to hnb,p, 
which compensates for differences between pool 
and flow boiling conditions and is correlated by 
Steiner et al as: 
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=
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pfNB ,   (10) 

To facilitate a true prediction of our 
experimental data, a new nucleate boiling 
enhancement exponent, bE, is introduced to 
improve the calculated value of hNB, thus 
increasing the dependency of the predicted three-
phase boiling coefficient on heat flux.  In the 
presented three-phase model bE is a constant, 
established via the best-fitting curve method and 
identified as:  bE = 4.43.  
 
3 Comparison between Predicted and 
Experimental Boiling Coefficient 
 

The experimentally obtained heat transfer data 
has been compared with the model calculation for 
vapour-liquid-solid three-phase flow boiling.  The 
heat transfer coefficients proposed by the 
presented correlation have been calculated across 
our given heat flux and flow velocity range. 

Figure 1-3 presents results comparing the 
correlated and experimental three-phase flow 
boiling coefficient(s), for three different stainless 
steel particle sizes (dp = 1.5, 2.0 and 2.5 mm).  
The graphs prove that the proposed correlation is 
able to describe the experimental data within a 
maximum deviation of 20 % for all employed 
particle sizes.   

 
 

 
 

 
 

Figure 1:  Comparison between calculated and 
experimental heat transfer coefficient for three-
phase flow boiling, using 1.5 mm stainless steel 
particles  
 
 

 

 
 
 

 
 

 
 
Figure 2: Comparison between calculated and 
experimental heat transfer coefficient for three-
phase flow boiling, using 2.0 mm stainless steel 
particles 
 
 

 
 

 
 
 
Figure 3:  Comparison between calculated and 
experimental heat transfer coefficient for three-
phase flow boiling, using 2.5 mm stainless steel 
particles 
 
4 Conclusion 
 
 In this paper an equation has been developed 
for the prediction of three-phase flow boiling heat 
transfer coefficients.  The models ability to predict 
experimental data has been successfully 
demonstrated.   
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Nomenclature 
 
bE 
Cp 
dp 
De 
F(d) 
F(M) 
F(Ra) 
FCB 
FNB 
Fpf 
f(m, x) 
fi 
f 
f(u) 
g 
hCALC 
hCB 
hexp 
hNB 
hLS 
hnb,p 
hnb 
k 
L 
np 
N 
Pr 
q 
qcr 
r 
R 
Re 
x 

Nucleate boiling enhancement exponent 
Specific heat capacity, (kJ/kgK) 
Particle diameter (mm) 
Equivalent bed diameter (m) 
Tube diameter factor 
Fluid molecular weight factor 
Surface roughness factor  
3-phase convective factor 
3-phase nucleate flow boiling factor  
Pressure factor 
Mass velocity & vapour fraction function 
Friction factor 
Collision frequency (s-1) 
Convective velocity adjustment factor 
Acceleration due to gravity (ms-1) 
Predicted 3-phase coefficient (kW/m2K) 
Convective contribution (kW/m2.K) 
Measured 3-phase coefficient (kW/m2K) 
Nucleate boiling contribution (kW/m2K) 
Liquid-solid flow coefficient (kW/m2K) 
L-S pool boiling coefficient (kW/m2K) 
Liquid pool boiling coefficient (kW/m2K) 
Flow boiling transition exponent 
Bed height (m) 
No. of particles contacting heater surface 
Total number of particles 
Prandtl number  
Heat flux (kW/m2) 
Heat flux at critical conditions (kW/m2) 
Nucleate flow boiling q exponent 
Constant 
Reynolds number 
Vapour quality 

 
Greek Letters 
β 
γ 
ε 
ξ 
λ 
ρ 

Dimensionless number 
Dimensionless number 
Bed voidage 
Dimensionless number 
Thermal conductivity (W/mK) 
Density (kg/m3) 
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Abstract 
 

Electrochemical Impedance Spectroscopy (EIS) was used to analyse the semiconducting properties of oxide- 
layers formed on specimens of Ni, Ni-0.1 at% Cr, Ni-1 at% Cr, Ni-10 at% Cr, Ni-20 at% Cr, Ni-50 at% Cr, and Cr 
oxidized in O2 / SO2 atmospheres at 600 ºC for 6 and 24 hours. 

Three different electrical behaviours were observed.  Firstly, specimens mainly forming NiO and/or Cr2O3 
exhibit only p-type character, secondly specimens mainly forming Ni3S2 and or Cr2S3 with only n-type properties 
and thirdly, specimens forming nickel-cromium oxide/sulphide scales, which exhibit both p- and n-type conduction.  
These mixtures of Ni, Cr oxysylphides show very complex behaviour in terms of degree of doping and flat-band 
potential. 
 
Keywords: Semiconductivity; Oxide films; Sulphide films; Nickel-chromium alloys; High-temperature corrosion 

 
 
 
1 Introduction 
 

Metal oxides and sulphides are usually ionic 
crystals.  A perfect ionic crystal would be an insulator 
since place exchange between ions of equal charge 
cannot lead to transport of ions and electrons.  But 
electrolytic conduction actually measured for ionic 
crystals compares well with the values calculated from 
ionic mobilities obtained from diffusion measurements.  
Pioneer experiments by Wagner et al. have shown that 
the measured oxidation rates of Cu to Cu2O, Cu to CuI, 
Ag to Ag2S, and Ag to Ag Br, which depend on the 
diffusion of cations through the growing layer, are in 
good agreement with the rates calculated from the 
electrical conductivities of the products and transport 
numbers of the cations through them, which were 
measured for the purpose as functions of the partial 
pressure of the coexisting gas phase over a wide range.  
Wagner [1] has shown that both diffusion and ionic 
conduction can be attributed to the presence and 
migration of lattice defects, and defects are, in turn, 
related with the semiconducting properties of metal 
oxides and sulphides [1,2].  Film growth (or corrosion 
rate) in high temperature solid/gas reactions, therefore, 
can occur because of such a defect nature in the film 
formed and the consequent diffusion which can take 
place through it. 

Hot corrosion is the term by which is recognised the 
in-service scaling produced on superalloy components 
of aero and marine gas turbines.   Nickel and chromium  

 
 
 
are two of the principal metals which form the well 
known  superalloys  group.   In  the hot corrosion of Ni- 
base alloys, nickel- and chromium oxides and sulphides 
are formed, as well as mixed nickel-chromium oxides/ 
sulphides.  It is therefore of great interest to study the 
role of the semiconducting properties of these films on 
the corrosion performance of different nickel-
chromium alloys, and to map out the conditions at 
which the different films are formed. 

NiO, Cr2O3, Ni3S2 and Cr2S3 are four of the main 
corrosion products observed in hot corrosion.  They are 
non-stoichiometric Wagner-model semiconductors ex-
hibiting n- and p-type behaviour [3,4].  This fact is of 
concern when it comes to hot corrosion of Ni-Cr alloys 
in O2/SO2 atmospheres, and deserves further consider-
ation. 

In aqueous corrosion, Electrochemical Impedance 
Spectroscopy (EIS) has been used to investigate the 
semiconducting properties of oxides, both synthetic 
oxide layers and oxides grown from metal-substrates 
electrochemically [5,6]. One approach used is to 
introduce the Mott-Schöttky relation [7] and examine 
the potential dependence of the capacitance of the 
oxide layer.  By assuming a depletion of charge carriers 
in the oxide interface the semi-conducting properties 
can be obtained by measuring the capacitance of the 
space charge region as a function of potential.  
Information about the density of charge carriers, type 
of semi-conductor and flat-band potential might be 
extracted from the Mott-Schöttky relation: 
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where A is the area, Nq is the donor concentration, E is 
the applied potential, EFB is the flat-band potential, ε is 
the relative permitivity of the film, ε0 is the permitivity 
of vacuum, q is the charge of the electron, and kT / q is 
about 25 mV at room temperature. 

This paper reports the results from electrochemical 
measurements made on Ni, Cr and Ni/Cr alloys 
corroded in O2/SO2 mixtures at 600 ºC for 6 and 24 
hours and correlates the observed capacitance-potential 
behaviour with the semiconducting properties of the 
produced corrosion films. 
 
 
2 Experimental 
 
2.1  Alloy preparation 

Nickel was obtained as spectrographically standard-
ised metal in 3 mm diameter rod from Metals Research 
Ltd. with Mn, Mg, Al, Zn, P and Cr less than 50 ppm 
each, Si, Cu, Fe and oxygen less than 100 ppm each, 
and S 10 to 20 ppm.  Chromium was obtained as flakes 
of purity 99.999 % from Halewood Chemicals Ltd. 

The weight proportions of nickel and chromium for 
the 5 studied alloys were as follows: 

 
Alloy, at% Cr Wt. of Cr, g Wt. of Ni, g 

0.1 0.0443 49.9557 
1 0.4434 49.5567 

10 4.4797 45.5203 
20 9.0637 40.9363 
50 23.4838 26.5162 

  
Weighed amounts of nickel and chromium pieces 

for the appropriate alloy were induction melted, at 
1600 ºC, in an alumina crucible held loosely in a 
graphite susceptor.  The resulting alloy, about 5 cm 
long and 1.2 cm dia., was found to be uniformely 
mixed on metallographic test.  Specimens were cut 
from each cast alloy rod and their nominal 
compositions were confirmed by EPM analyses.  No 
dissolved Al was detected in the alloys.  The final 
specimen size was 10 x 10 x 2 mm3.  Specimens were 
then freshly polished on a series of Oakey polishing 
papers to Grade 4/0, washed with soap and water and 
degreased in redistilled acetone.  
 
2.2 Alloy oxidation 

Specimens were corroded in a conventional quartz 
helix microbalance in O2/SO2 mixtures in the ratios 1/0, 
1/2, 1/12, 9/1 and 0/1 with actual flow rates 100/0, 
33.3/66.6, 6/72, 135/15 and 0/100 mL/min., respective-
ly.  The specimen was initially located well above the 
hot zone (600 ºC) in the reaction furnace until the 
required reaction conditions had been established and 
then  was  winched  down  into  the  furnace.  After  the  

 
 
 
corrosion run had been continued for the required time 
(6 or 24 hours), the furnace was lowered, and the 
specimen unloaded. 
 
2.3 Corrosion products characterization 

Crystalline corrosion products were characterized 
by: visual observations; macro-, micro- and stereoscan 
micrography using a Reichert Universal Kamera 
Mikroskop “Mef”; X-ray studies, by the Debye-Sherrer 
method in a Philips type PW 1009 X-ray unit; and, 
electron probe results with a JEOL electron probe 
analyser with a 25 KW beam. 
 
2.4 EIS Measurements 

A three-electrode cell with a large concentric 
platinum counter electrode was used in the 
experiments.  The electrolyte was a non-aggressive 
deaerated borate buffer with pH 9.22.  Impedance 
measurements were first obtained at the open circuit 
potential in a large frequency range from 100 kHz to 1 
mHz.  The data were fitted to an appropriate equivalent 
circuit.  Thereafter, impedance measurements were run 
at constant applied potentials in a sequence starting at 
the most positive potential.  The frequency range was 
limited to two decades.  The potential dependent 
capacitance was determined by fitting the data to the 
equivalent circuit.  By this procedure, the change in 
capacitance with frequency, due to frequency 
dispersion, was eliminated. 

The steady state current was measured at each 
potential to assure that the change in capacitance could 
be related only to the electric properties and not to the 
reduction/oxidation of metal-ions in the oxides/ 
sulphides and/or H2/O2 formation. 
 
 
3 Results and discussion 
 
3.1 Alloy oxidation and characterization 

As reported in sections 2.2 and 2.3, the reaction of 
O2/SO2 mixtures, and oxygen/sulphur dioxide alone 
with Ni, Cr and Ni-Cr alloys at 600ºC for two corrosion 
durations, led to 70 different corrosion kinetics results. 

The Ni-corroded sample was generally dark 
greenish-grey and heavily nodular, corrosion being 
particularly severe in 24 hours experiments.  The main 
corrosion product was NiO. 

The corrosion rate of Cr in O2/SO2 was low, 
exfoliation being observed particularly in 24 hours 
experiments.  In some cases, red, blue and yellow areas 
were seen beneath the exfoliated layer, and, in O2/SO2 : 
1/12, a relatively adherent layer was visible in 6 hours 
experiments. 

The corrosion rates of 0.1, 1 and 10 % Cr alloys 
were found to conform equally well to both parabolic 
and linear rate relationships.  The corroded samples 
were predominantly nodular, and the corrosion rate 
generally decreased with increase of the Cr content in 
the  alloy  but,  between 0.1 and 1% Cr alloys, the posi- 
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positions reversed at times with the latter showing a 
higher corrosion.  The corrosion layers were not always 
protective, and in the 24 hours experiments the metal 
could easily be cracked out of the corrosion layer.  The 
change of corrosion rates between 10 and 20 % Cr 
alloys was very marked and the 50 % Cr alloy was 
similar to Cr in most respects.  The corrosion layer 
built up in a O2/SO2 : 1/2 mixture on the 20 % Cr alloy  
could be broken off in chips.  It was grey-green and 
nodular at the coat/gas interface, and shiny silver-grey 
on the metal/coat interface.  Corrosion was very low in 
pure SO2 ; the other two gas ratios 1:12 and 9:1 caused 
nodular growth but with lower corrosion rates.  The 
1:12 ratio gave an interesting multi-coloured surface 
underneath the nodules. 

The attack of the 50 % Cr alloy by pure SO2 was 
negligible; in general, there was exfoliation of the 
corrosion products, and a dull grey surface underneath 
the exfoliated layers, was always observed. 

In general, the visual observations of the corroded 
samples showed that the polished surface of the sample 
went through several orders of interference colours (at 
least two sequences of blue-green-yellow-red) before 
becoming grey.  Spallation and breakaway corrosion 
were also observed in several situations, and only the 
samples exhibiting compact layers with homogeneous 
thickness were selected for the EIS measurements. 

X-ray analyses and electron probe detected NiO, 
Ni3S2, Cr2O3, CrS, Cr2S3, NiCr2O4, as main corrosion 
products.  In the cross section micrography, Ni3S2 
appeared yellowish white, NiO appeared lavender grey, 
and Cr2O3 was also grey but quite distinct from the 
grey NiO. 

Ni corroded in pure O2 developed a NiO layer; Cr 
corroded in pure O2 developed a Cr2O3 layer; Ni 
corroded in pure SO2 developed a thin Ni3S2 layer, that 
converted to a grey-black Ni3S2 – NiO twin layer with 
the duration of corrosion; Cr corroded in pure SO2 for 6 
hours,  developed  a  Cr2S3   layer,  that converted  to  a 
Cr2S3-CrS-Cr2O3 layer for 24 hours corrosion. 

For the Ni-Cr alloys in O2/SO2 mixtures, NiO was 
the main corrosion product for all the alloys except the 
50 % Cr alloy that contained essentially Cr2O3.  Table 1 
shows  X-ray  data  for  the  scale  on  20 % Cr alloy  in 
O2/SO2 : 1/2, for 6 hours duration.  As expected, the 
corrosion products are a complex mixture of Ni/Cr 
oxides and sulphides or, in other words, in electronic 
words, the corrosion products contain n-type and p-type 
semiconducting films, thus their semiconducting nature 
should oscillate between the p-type and the n-type. 
 
3.2 Mott-Schöttky analysis 

To obtain meaningfull results from the Mott-
Schöttky analysis on our oxides, we followed the 
procedure described in section 2.4 and selected 4 
samples with one single corrosion product (NiO, Cr2O3, 
Ni3S2, Cr2S3), and 3 samples with mixed oxide/sulphide 
layers.  The plots were normalized against the 
maximum value of C-2 to facilitate comparison between 
the various corroded samples.  Both Cr2O3 and NiO are  

 
 
 
p-type oxides [8-10] with predominant cationic 
diffusivity.  Ni3S2 and Cr2S3 are n-type sulphides 
[11,12] with predominant anionic diffusivity.  As 
expected, pure NiO (a) and Cr2O3 (b) samples showed 
p-type properties (Fig. 1); and pure Ni3S2 (c) and Cr2S3 
(d) samples showed n-type properties (Fig. 1).  The 
single NiO developed on Ni in pure SO2; the single 
Cr2O3 developed on Cr in pure O2;  curve (c) 
corresponds to Ni3S2 most probably contaminated with 
NiO, and was developed on Ni in pure S2; for the Cr2S3 
layer developed on Cr in pure SO2, again a Cr2S3-CrS-
Cr2O3 contamination is to be considered. 

Figure 1: Mott-Schöttky results for nearly pure oxides 
and sulphides.  (a) NiO (___); (b) Cr2O3 (---); (c) Ni3S2 
(......); (d) Cr2S3 (             ). 
 

The three samples showing more complex 
behaviour are represented in Fig. 2.  The 50 % Cr alloy 
corroded in 1/2 : O2/SO2 mixture for 6 hours, whose 
main corrosion product was Cr2O3, showed p-type 
behaviour like pure Cr2O3 (Fig. 2, a).  The 20 % Cr 
alloy corroded in 1/2 : O2/SO2 mixture for 6 hours, 
showed a complex behaviour (Fig. 2, b) with more p-
type properties than n-type properties, accompanied by 
changes in the charge.carrier concentration and shifts in 
the flat-band potentials.  This seems to be due to the 
complex behaviour of the corroded layers, as shown in 
Table 1; furthermore, more recent results (not included 
in this paper) are showing that the protective properties 
of the external scale have a strong contribution to this 
behaviour, independently of the semiconductivity itself 
of the different constituents of the corrosion layers(s).  
Again, the 10 % Cr sample corroded in 1/12 : O2/SO2 
mixture for 6 hours showed a complex behaviour (Fig. 
2, c), with a predominance of the n-type behaviour (the 
main corrosion product was Ni3S2). 

 
Figure 2: Mott-Schöttky results for mixed oxide-
sulphide films.  (a) 50 % Cr in 1/2 : O2/SO2; (b) 20 % 
Cr in 1/2 : O2/SO2; (c) 10 % Cr in 1/12 : O2/SO2. 
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To summarize, EIS used in combination with 

corrosion studies showed to be a very sensitive tool to 
determine electronic changes between p- and n-type 
properties as the chemical content of the formed 
corrosion layers changes.  Further studies are necessary 
and would be published shortly 
 
Table 1: X-ray data for scale on 20 % Cr alloy in 
O2/SO2 : 1/2, at 600 ºC, for 6 hour duration. 
 

Intensity 
(visual) d (Å) Compounds 

s 4.11 Ni3S2 
w 3.63 Cr2O3 
s 2.88 Ni3S2 

vw 2.67 Cr2O3 
vw 2.48 Cr2O3 
vs 2.41 NiO, Ni3S2 
vw 2.18 Cr2O3 
vvs 2.09 NiO 
w 2.04 Ni3S2, Cr2O3 
m 1.83 Ni3S2, Cr2O3 
m 1.81 Ni3S2, Cr2O3 
vw 1.67 Ni3S2, Cr2O3 
m 1.66 Ni3S2 

vvs 1.475 NiO, Cr2O3 
vw 1.29 Cr2O3, Ni3S2 
s 1.26 NiO 

vw 1.23 Cr2O3 
vw 1.22 Ni3S2 
s 1.21 NiO, Cr2O3 

vw 1.13 Ni3S2 
w 1.09 Ni3S2, Cr2O3 
m 1.08 Ni3S2, Cr2O3 
m 1.04 NiO, Cr2O3 
w 1.02 Ni3S2 
m 0.959 NiO, Ni3S2 
s 0.934 NiO, Ni3S2 

vs 0.854 NiO 
s 0.805 NiO 
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Abstract 
 

The redox chemistry of anthraquinone 2,7-disulphonate (AQ27DS) in alkaline aqueous solutions is studied.  
Cyclic voltammetry and exhaustive electrolysis indicated that AQ27DS was reversibly reduced in a two electron, 
one proton process at a variety of electrode surfaces: 

AQ27DS + H+ + 2e- → AQ27DSH- 
From limiting current results at a rotating disc electrode, the diffusion coefficient of AQ27DS was calculated to 

be 3.37 x 10-10 m2s-1.  The presence of a strong ESR signal from the reduced solution showed that AQ27DSH- 
existed in equilibrium with the radical species, •AQ27DS .  From an analysis of the voltammetric peak separation, 
the comproportionation constant for the AQ27DS/ •AQ27DS  equilibrium was estimated to be in the range 0.2 to 4. 

 
Keywords: Anthraquinone disulphonate; Electrochemical reduction; Alkaline aqueous solutions; UV-visible 
spectrophotometry; ESR spectroscopy 

 
 
 

1 Introduction 
 

The anthraquinone disulphonate (AQDS) is an 
isomer mixture, but the most active isomers are 
believed to be the 2,7 and 1,5 disulphonates, of which 
AQ27DS is the most active (Fig. 1). 
 

 
 
Figure 1: Anthraquinone 2,7-disulphonate (AQ27DS). 
 

In this paper, its redox chemistry was investigated 
using cyclic voltammetry, at stationary and rotating 
disc electrodes, and controlled potential coulometry 
was conducted.  The reduction products and interme-
diates were analysed by UV-Visible spectrophotometry 
and ESR spectroscopy. 
 
 
 
 
 
 

 
 
 

2 Experimental 
2.1 Purification of AQ27DS 

The purification of AQ27DS and the analysis of the 
purified AQ27DS solid were performed as described 
elsewhere [1].  The purification procedure led to a yield 
of 52%.  High Pressure Liquid Chromatography 
(HPLC) showed that the pure 2,7 isomer contained 
99.1% AQ27DS.  The 13C NMR spectrum was also 
recorded, and showed six distinct carbon resonances, 
which is consistent with the structure of AQ27DS. 

 
2.2 Voltammetry 

Solutions of AQ27DS (in the range 1-5 mol m-3) 
were prepared by dissolving the appropriate mass of the 
sodium salt conducting carbonate buffer (0.059 kmol 
Na2CO3 m-3, 0.223 kmol NaHCO3 m-3, 0.10 kmol 
Na2SO4 m-3: pH 9.3).  All working solutions were 
freshly prepared on the day of the experiment and were 
nitrogenated for two hours before use with white spot 
grade nitrogen (BOC plc). 

Cyclic voltammograms were recorded using a 
conventional electrochemical cell design and a 
saturated calomel reference electrode (SCE electrode). 
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Either a hanging mercury drop electrode (HMDE), 

a gold flag or a platinum foil was used as the working 
electrode. 

All experiments were conducted using an EG&G 
Princeton Applied Research M273A potentiostat/ 
galvanostat driven by M270 software and Powersine in 
the package of Powersuite. 
 
2.3 Exhaustive Electrolysis 

In order to determine the number of electrons 
involved in the reduction of AQ27DS and to provide a 
supply of the reduced compound, exhaustive 
electrolysis was performed as described previously [1]. 
 
2.4 UV-Visible Spectrophotometry 

Observation of the electrode surface during cyclic 
voltammetry revealed that a deep red-brown colour was 
produced on the negative going scan; this colour was 
discharged on the return scan.  This suggested that the 
production of the quinol (AQH2) could be followed 
spectrophotometrically. 

An apparatus was assembled to continuously 
monitor the UV-Visible spectrum of a Na2AQ27DS 
solution throughout its reduction, by pumping the 
solution through a flow-through UV cell.  The 
apparatus is shown in Fig. 2. 
 

 
Figure 2: Electrolysis with Linked UV-Visible Spectro-
photometry. 
 
2.5 ESR Spectroscopy 

The peak separation shown by voltammetry and the 
UV-Visible results indicated that the radical anion, 

•AQ27DS , was produced during the reduction of 
AQ27DS, even though the major product was 
AQ27DSH-.  If the radical anion was present, then the 
solution would show a strong ESR signal.  The 
following experiment was designed to detect any ESR 
signal produced during the reduction of the 
anthraquinone. 

Solutions of 1 and 5 mol AQ27DS m-3 were 
prepared by dissolving the appropriate mass of the 
sodium salt in conducting carbonate buffer (pH 9.3), 

then the solutions were deoxygenated by passing 
purified nitrogen through them. 

 
 
The deoxygenated solution was loaded into the 

drive syringe of the electrochemical ESR apparatus 
shown in Fig. 3. 
 

 
Figure 3: Electrochemical ESR apparatus. 
 
 
3 Results and Discussion 
3.1 Voltammetry and Exhaustive Electrolysis 

Cyclic voltammetry and exhaustive electrolysis 
indicated that the anthraquinone was reversibly reduced 
in a two electron, one proton process at a hanging 
mercury drop electrode (HMDE), a gold flag, and a 
platinum foil electrode: 

AQ27DS + H+ + 2e- → AQ27DSH- 
(1) 

From limiting current results at a rotating gold disc 
electrode the diffusion coefficient of AQ27DS was 
calculated to be 3.73 x 10-10 cm2s-1 [1]. 
 
3.2 UV-Visible Spectrophotometry 

The UV-Visible spectra taken at approximately 15C 
charge intervals are shown in Fig. 4. 

 

Figure 4: Spectra taken at 15 C Charge Intervals during 
AQ27DS Reduction.  Concentration = 1.392 mol-3.  
Path length = 1 mm.  pH = 9.3 
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It can be seen that the peak at 330 nm, due to 

AQ27DS, decreased and two new peaks appeared as 
the reduction proceeded:  a sharp  peak at 410 nm and a 
broad shoulder at 520 nm.  By measuring the 
absorbances at 330 nm of solutions containing different 
concentrations of AQ27DS, it was shown that the Beer-
Lambert law was followed, and so the absorbance at 
330 nm could be used to monitor the AQ27DS 
reduction. 

The absorbance at 330 nm decreased linearly with 
charge passed as the AQ27DS was reduced (deviations 
were seen as the reduction neared completion, when the 
charge correction due to oxygen diffusion became very 
important).  The charge taken to reduce the absorbance 
to half its initial value was 32.3 C, corresponding to 
1.04 F mol-1.  This suggests that a two electron process 
is required to achieve complete reduction, a conclusion 
in agreement with earlier results.  The starting material, 
AQ27DS, shows absorbances at 330 nm 
(ε = 460 m2mol-1) and 258 nm (ε = 4450 m2mol-1) in 
the UV spectral region.  The reduction product at pH 
9.3 is believed to be AQ27DSH-, and so the 
absorbances at 410 nm (ε = 980 m2mol-1) and 277 nm 
(ε = 104 m2mol-1) are attributed to this species.  Here, ε 
is the extinction coefficient. 

Work done by McQuillan [2] has shown that the 
•AQ27DS  radical anion can be produced by controlled 

potential electrolysis of AQ27DS at pH 13.2 in a 
solution containing 0.5 kmol m-3 tetraethyl ammonium 
hydroxide.  In such a solution two reduction waves can 
be seen in a cyclic voltammogram, corresponding to 
two successive one electron reductions: 

AQ27DS  + e- → •AQ27DS  

(2) 
•AQ27DS  + e- → AQ27DS2- 

(3) 
 

By applying a potential sufficient to achieve only 
one electron reduction, McQuillan produced a solution 
containing •AQ27DS  as the major species, and 
therefore was able to measure its UV-Visible spectrum 
[2].  He found absorbances at 403 and 525 nm.  It is 
likely that the shoulders at around 390 nm and 520 nm 
observed in Fig. 4 are due to •AQ27DS . 

At more negative potentials, McQuillan reduced the 
di-anion AQ27DS2- which absorbed at 454 and 540 nm.  
The pKa of AQ27DSH- is 10.8 [2], and so at pH 9.3 
approximately 3 % of AQ27DSH- would be present as 
the di-anion.  Therefore, the shoulder observed at 450 
nm in Fig. 4 is likely to be due to AQ27DS2-, present as 
a minor component.  As the reduction proceeds, 
protons are consumed and, despite the buffering of the 
solution, the pH is likely to rise slightly.  Calculations 
show that a change of only 0.3 of a pH unit would 
double the equilibrium concentration of the di-anion.  
This explains why the shoulder at 450 nm became more 
pronounced as the reduction progressed. 
 

 
 
 
3.2 ESR Spectroscopy 

The flow-through tube electrode provides a well 
defined mass transport rate, and the mass transport 
limited current at a half-cylinder electrode should be 
directly proportional to the third root of the flow rate, 
Vf / m3s-1 [3]; of course, the slope of a graph of ilim vs. 
Vf

1/3 would give an estimate of the diffusion 
coefficient, Do, of AQ27DS. 

Radical species produced at the tubular electrode 
are carried into the ESR cavity, but the velocity profile 
across a section of tube is parabolic and not uniform, 
with the flow slowest near the walls. 

The radicals produced at the tube edge, diffuse 
towards the centre of where the flow is fastest.  Thus, 
the number of radicals within the ESR cavity is 
dependent on the flow velocity profile across the tube 
and the rate of radial diffusion towards the centre.  This 
combination has been considered by Compton [3] who 
found that the resulting ESR signal was given by 
equation: 
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  S
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where 
S  =   ESR signal strength, 
So =   ESR signal strength for one mole of spins within 

    cavity, 
l   =   length of ESR cavity / m, 
r   =   radius of the tube / m, 
Ik and Ik’ are sensitivity factors, and are constant for a 
given geometry. 

Thus, the normalised signal strength (S/ilim) should 
be directly proportional to Vf

-2/3. 
Such a plot is shown in Fig. 5 

 
Figure 5: Normalised ESR signal (S/ilim) vs. Vf

-2/3. 
 
As can be seen, the resulting plot is not linear, 

showing a signal enhancement at low flow rates.  This 
is consistent with a mechanism of radical production as 
follows: 
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AQ27DS + 2e- + H+ → AQ27DSH- 

(5) 
AQ27DSH- ↔ AQ27DS2- + H+ 

(6) 
AQ27DS2- + AQ27DS ↔ 2 •AQ27DS  

(7) 
 

The electrochemical reduction results in the 
formation of the protonated di-anion (5) which exists in 
equilibrium with the unprotonated form (6); this then 
reacts with the starting material to produce the radical 
anion (7). 

If the flow rate is slow, the reduced material 
undergoes greater radial diffusion, towards a region of 
high AQ27DS concentration, which will shift the 
equilibrium (7) to the right, and result in an increased 
ESR signal. 

Using a concentration of 5 mol AQ27DS m-3 
enabled a partially resolved ESR spectrum to be 
obtained.  This was consistent with the radical structure 
shown below (Fig. 6). 
 

 

Figure 6: Structure of •AQ27DSH  
 

There are three groups of equivalent protons, 
labelled H1, H2 and H3.  This would be expected to 
produce 27 resonances, but spectral overlap and line 
broadening will reduce this number. 

In summary, the ESR signal strength variation with 
flow rate showed that the radical was not produced 
directly at the electrode in a one electron process, but 
was formed via a comproportionation reaction between 
the di-anion and the AQ27DS starting material: 

AQ27DS + AQ27DS2- ↔ 2 •AQ27DS  
(8) 

 
The peak separation from voltammetry enabled the 

comproportionation constant (Kc) to be estimated, and 
it was found to be in the range 0.2 to 4. 
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Abstract 
 

The electrocatalysis of the oxygen reduction reaction by lanthanum calcium manganate, (La0.5 Ca0.5 MnO3) 
(LCM) has been studied by cyclic voltammetry using the rotating ring-disc electrode technique (RRDE) in alkaline 
medium.  From the ring-disc data and other kinetic parameters it has been assumed that the oxygen reduction occurs 
by dissociative chemisorption at low overpotentials.  At higher overpotentials, the formation of hydrogen peroxide 
has been observed on this electrocatalyst.  The apparent exchange current density value for oxygen reduction on 
LCM has been found to be 5 x 10-8 Acm-2, while the corresponding Tafel slope is 0.115 V per decade.  The possible 
reaction mechanism for electroreduction of oxygen on this oxide catalyst has been discussed. 
 
Keywords: Fuel cell; metal-air battery; lanthanum calcium manganate; oxygen reduction 

 
 
 
1 Introduction 
 

Fuel cells and metal-air batteries are energy 
generators that hold considerable potential for future 
efficiency and relatively clean generation of electricity.  
These electrochemical devices transform fuel energy 
into electricity without the need for a thermal cycle.  
One of the major concerns of fuel cells research is the 
development of good electrocatalysts for the oxygen 
reduction reaction.  Platinum group metal electrodes, 
activated carbons, semiconducting mixed metal oxides, 
among others, are low cost materials that have been 
shown to possess good catalytic activity for oxygen 
reduction at low temperature [1]. 

In the present communication, the electrocatalysis 
of the oxygen reduction reaction by lanthanum calcium 
manganate, La0.5 Ca0.5 MnO3 (LCM) has been studied 
by linear sweep cyclic voltammetry (LSCV) using the 
rotating ring-disc electrode technique (RRDE) in 
alkaline medium. 
 
 
2 Experimental 
 

The method of preparation of the LCM was similar 
to that described in the literature [2] using La, Ca and 
Mn oxides obtained by the decomposition of their salts.  
These oxides were mixed and sintered at 1000º C, 
showing a specific resistance of 1.2 ohm.cm at 1.5 
tons.cm-2.  Their composition could be formulated as  
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where ( ) VO" are the oxygen vacancies required for 
charge compensation. The electrochemical measure-
ments have been carried out with PAR equipment and a 
conventional three-compartment cell.  The catalyst was 
coated onto the gold-plated Pt-disc electrode, and the 
bright Pt ring was platinised.  The electrolyte was 
prepared from pure KOH and bidistilled water, and the 
potentials were measured against a Hg/HgO reference 
electrode.  The collection efficiency, N, for the RRDE 
system was calculated from the geometry of the ring-
disc electrodes and found to be N ≅ 0.58 [2].  
 
 
3 Results and Discussion 
 

The catalyst coated on glassy carbon electrode 
(GCE) has been studied for its electrochemical 
behaviour  in solutions deaerated with N2 gas in the 
potential region of 0.1 V to –0.6 V and 0.8 V to –0.6 V, 
the results of which are shown in Fig. 1 (curves a,b). 

The voltammograms obtained for GCE without 
catalyst coating are shown in Fig. 1b.  The 
voltammograms show that in the cathodic region, the 
oxides are quite stable, unlike some of the systems 
which get reduced [1,3].  In the anodic potential region 
also, the catalyst maintains its stability and the 
evolution of oxygen is observed at a potential of about 
0.6 V. 
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Figure 1: Linear sweep cyclic voltammograms of LCM 
and GCE (curves a, b, respectively) in 1M KOH 
solution deaerated with N2 gas, at a sweep rate of 10 
mV.sec.-1. 
 

The disc and ring currents as a function of the disc 
potential for oxygen reduction on LCM in KOH 
solution at different speeds in the range of 470 to 2300 
rotations per minute are shown in Fig. 2.  

 

 
 
Figure 2: Oxygen reduction currents at LCM disc and 
H2O2 oxidation currents at a Pt/Pt ring in 1M KOH 
solution saturated with O2 gas at different rotation 
speeds of (1) 470 (2) 670 (3) 950 (4) 1500 (5) 1670 (6) 
1850 and (7) 2300; sweep rate is 10 mV.sec.-1. 
 

From this figure, it is observed that the ring current, 
indicating the formation of -

2HO  at the disc electrode 
is negligible in the potential region up to about –0.2 V 
starting from the rest potential of 0.1 V on the oxide 
catalyst.  Above this potential there appears a small 
ring current Ir which gradually increases as the disc 
potential is made more cathodic up to the –0.6 V 
studied.  The ring currents as well as the disc currents 
are dependent on rotation speed (ω) of the electrode. 

 

 
 
 
The plot of limiting disc current density as a 

function of ω-1/2 for LCM shows straight lines which 
pass through the origin (figure not shown). 

The oxygen reduction reaction on the LCM oxide is 
a mixed controlled process, i.e. controlled by both 
kinetic and diffusion up to a certain potential above 
which the process becomes more and more of diffusion 
controlled. 

Plotting disc current values against  rotation speed 
at different potentials and extrapolating them to f →∞ 
makes the determination of the kinetic current Ik = 
nFkCbulk possible.  These plots are linear but not 
parallel to each other which probably indicates that the 
oxygen reduction is not first order with respect to 
dissolved oxygen. The mass transfer corrected Id is then 
used for plotting Tafel lines (figure not shown) for the 
LCM electrocatalyst in 1M KOH solution at 27º C.  
These plots show Tafel  slopes of 0.115 mV per 
decade.  Deviation from  Tafel  linearity  begins at a 
potential of about –0.2 V for the LCM system.  The 
corresponding  exchange current density value is 5 x 
10-18 A.cm-2. 

The deviations from the Tafel lines are caused most 
likely by the occurrence of parallel sequential reactions 
as the potential where the deviation occurs corresponds 
to the beginning of ring current. 

Plots of Id / Ir vs ω-1/2 obtained from the experi-
mental data of the present study for the LCM catalyst at 
various electrode potentials have been drawn (Fig. 3).   

Figure 3: Plots of Id / Ir vs. ω-1/2 obtained at various 
potentials in O2-saturated 1M KOH solution at a LCM 
electrode. 

 
From the plots of Id / Ir vs ω-1/2 it can be concluded 

that the reaction mechanism undergoes a change as the 
electrode potential is shifted towards the negative 
direction.  This becomes obvious if one examines the 
potential dependence of the intercepts and of the slopes 
of the obtained straight lines. In the lower overpotential 
region, the curves have negative slopes.  As the 
potential  is increased, the curves slowly become  
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horizontal and at higher overpotentials,  the curves  
show  positive slopes.  In all the cases, the value of 
intercept decreases with increase of overpotential.  This 
indicates that in the lower overpotential region, the 
major reaction is that of the reduction of oxygen to 
hydroxyl ion without the formation of peroxide ion 
intermediate. 

Literature survey indicates that a simple reaction 
model [4] is consistent with many of the reported 
experimental results.  But in view of the present RRDE 
data in which one observes that the end product 
depends on the applied potential, it has been assumed 
that HO2

- ion maintains an adsorption-desorption 
equilibrium and this equilibrium constant is dependent 
on the potential of the electrode.  The reaction model 
can be written as: 
 

 
 

Here, k1 represents the direct reduction to OH- ion, 
i.e. without the formation of an intermediate that can be 
desorbed and detected on the ring of a rotating ring disc 
electrode experiment; k1 will describe equally well any 
reaction in which the reductive splitting of the O – O 
bond occurs entirely in the adsorbed state, and the 
RRDE diagnostic criteria will not allow a distinction to 
be made between an electrochemical reductive 
cleavage and dissociative chemisorption of oxygen 
molecule.  The routes shown in the above scheme are 
therefore relative to the possibilities offered by the 
RRDE method, and although this may appear to be a 
limitation, its usefulness has been repeatedly 
demonstrated.  The factor k2 is an overall rate constant 
for the formation of adsorbed peroxide, and may 
involve other rate constants that are related to both the 
intermediate formation of adsorbed super oxide and the 
disproportionation reaction; k3 is the rate constant for 
reduction of peroxide, k4 refers to the dismutation of 
adsorbed peroxide, and k5 and k6 represent rate 
constants for the process of desorption and adsorption 
of peroxide. 

It has also been shown [4] that the expression for 
the calculation of rate constants may be written as: 
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which can be modified as: 

 
 
 

Id / Ir = (1 + x) / N 
(2) 
 
when ω-1/2 → 0.  Here, x = 2 k1 / k2. 
 

From the present experimental results of RRDE, it 
has been calculated that the value of x becomes 10 and 
above, at a potential of about –0.2 V for the oxide 
catalyst which is the value for the ratio of the partial 
current at the disc electrode due to the reduction of 
oxygen to OH- ion, and partial current at the same 
electrode due to reduction to -

2HO .  As the potential is 
made more and more cathodic, current for oxygen 
reduction to -

2HO increases comparatively.  As the 
slopes of the lines increase with increasing electrode 
potentials, it follows that k3 increases with increasing 
potential, and hence at these potentials, peroxide ion 
intermediate reduces further to hydroxyl ion at a rate 
that increases with increasing overpotential.  But even 
at these potentials the value of k1 does not become 
zero.  At the intermediate potentials where the slope is 
nearly zero, the rate constant k3 for the reduction of 
peroxide ion is small.  Peroxide ion formed at these 
potentials is not further reduced to hydroxyl ion at a 
rate comparable with that by which it is produced. 

Accordingly, we can conclude that the main 
reaction at lower overpotential region is O2 reduction to 
OH- ion directly, but as the potential is made cathodic, 
O2 reduction to -

2HO gradually begins which reduces 
slowly to OH- ion and at still higher cathodic potentials 
reduction to OH- ion through the formation of 

-
2HO intermediate takes place at comparatively higher 

rates. 
The “pseudo” splitting theory predicts that for every 

molecule of oxygen chemisorbed “side-on”, there will 
be two-electron transfer centres.  Thus the rate of 
oxygen chemisorption should be directly proportional 
to the square root of oxygen partial pressure.  To verify 
this and to determine the value of n in the general 
relation I = kpn, oxygen reduction on RDE (of RRDE) 
has been studied at different partial pressures of 
oxygen, by diluting it with nitrogen, and at a constant 
rotation speed of 2300 rpm.  After correcting for the 
residual current, log I vs. log 2OP plots have been 
drawn at  different  potentials  in  the range of -0.05  to 
-0.25 V for the oxide system (figure not shown).  The 
slopes have been observed in the range 0.45 – 0.55, up 
to a potential of about -0.15 V, and above this potential 
the value was found to increase with increase of 
overpotentials.  This value indicates that dissociative 
chemisorption of oxygen molecule takes place in this 
low overpotential region on the surface of the catalyst.  
Similar type of observations have been reported [5] for 
the oxide catalysts for oxygen reduction reaction. 

The RRD results and kinetic parameters observed 
for the O2 reduction on the studied catalyst cannot be 
explained by considering the conventional models 
mentioned for these systems [6]. 
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The zero ring current and the effect of partial 

pressure of O2 on the rate at low overpotentials can be 
explained by considering either Griffith’s model or 
Bridge model.  To distinguish the possible adsorption 
of oxygen from these two models one may have to 
consider the interatomic distance of the transition metal 
ions of dual valencies.  As the atoms of oxygen 
molecule can possibly adsorb on the two different 
valence ions, the bridge model appears probable in the 
case of our oxide catalyst. 
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Abstract 
 

The ingress of hydrogen in Hastelloy C exposed to an acetate electrolyte (1 mol L-1 HAc/1 mol L–1 NaAc where 
Ac is the acetate ion) was studied using a potentiostatic pulse technique.  The data were shown to fit a 
diffusion/trapping model under interface control, and values were determined for the irreversible trapping constants 
(k) and the flux of hydrogen into the alloy.  The material was characterized by two trapping constants; one is 
associated with quasi-irreversible traps that saturate, leaving only irreversible traps.  The density of irreversible traps 
was shown to agree with the concentration of phosphorus segregated at grain boundaries.  The irreversible trapping 
constants for this alloy are consistent with its susceptibility to hydrogen embrittlement. 

 
Keywords: Hydrogen ingress; Hastelloy C; Electrochemical techniques; Hydrogen diffusion; Irreversible trapping. 

 
 
 
1 Introduction 
 

The interaction of hydrogen with heterogeneities in 
alloys strongly influences the susceptibility of the 
alloys to hydrogen embrittlement.  The heterogeneities 
provide trapping sites for diffusing hydrogen and the 
binding energy of these traps determines their 
reversible or irreversible character.  By using models 
for the diffusion and trapping of hydrogen atoms, it is 
possible to identify the dominant types of irreversible 
traps in metals and alloys [1-5]. 

One model is used to analyze data obtained with a 
potentiostatic pulse technique in which a test electrode 
is charged with hydrogen at a constant potential (Ec) for 
a time (tc).  The potential is then stepped to a more 
positive value, EA (10 mV negative of the open-circuit 
potential, Eoc), resulting in an anodic current transient 
with a charge qa.  Hydrogen ingress in all alloys studied 
so far has been found to occur under interface control 
in which the rate of ingress is controlled by the flux 
accross the interface rather than by diffusion in the bulk 
metal [1].  In the case of interfacial control, the total 
charge passed out is given in nondimensional form by 
 

Q’ (∞) = √ R {1 – e-R / √ (πR) - [1 – 1/(2R)] erf √ R} 
(1) 
 

The nondimensional terms are defined by  
 

Q = q / [ FJ √ (tc / ka)]   and   R = ka tc 
 
where q is the dimensionalized charge in C cm-2, F is 
the  Faraday  constant,  and  J is the  ingress flux in mol  

 
 
cm-2s-1.  The charge q’ (α) corresponding to Q’ (∞) is 
equated to qa.  ka is an apparent trapping constant 
measured for irreversible traps in the presence of 
reversible traps and is given by k / (1 + Kr), where k is 
the irreversible trapping constant and Kr is an 
equilibrium constant for reversible traps. 

Data for the anodic charge were obtained by 
integration of the current transients for different 
charging times and were fitted to Eq. (1) to determine 
ka and J.  The irreversible trapping constant (k) can 
then be obtained from the apparent trapping constant 
using the lattice and apparent diffusivities (DL and Da, 
respectively) of hydrogen according to Eq. (2) 
 

k = ka DL / Da 
(2) 
 

The density of irreversible traps (Ni) can be 
evaluated directly from the apparent trapping constant 
(ka) by using a model based on spherical traps of radius 
d [2] 
 

Ni = ka a / 4 π d2 Da 
(3) 
 
where a is the diameter of the metal atom.  The 
calculation of Ni requires a value for d, and therefore a 
knowledge of potential irreversible traps in terms of 
dimensions of heterogeneities in the alloy of interest.  
The dominant irreversible trap can then be identified by 
comparing the trap density with the concentrations of 
potential traps in the alloy. 
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The potentiostatic pulse technique and diffusion/ 

trapping model have been applied to several nickel-
containing alloys (for example, Inconel 718, Incoloy  
925, and 18Ni maraging steel) and have now been 
extended to Hastelloy C. 

The hydrogen ingress and trapping characteristics 
were obtained for the cold-worked alloy and used to 
identify  the  dominant  type  of  irreversible  trap.   The  
study expanded the range of microstructures treated 
using the diffusion/trapping model and allowed a wider 
comparison of the trapping capability of alloys in terms 
of their resistance to hydrogen embrittlement. 
 
 
2 Experimental 
 

The composition of the alloy was provided by the 
manufacturer and is given in Table 1.  The rod material 
(with diameter 1.27 cm) was received in a hot finished 
and annealed condition.  The alloy was cold worked 
27% to obtain its final yield strength of 1225 MPa. 

. 
Table 1: Hastelloy C composition (wt %). 

Element % 
Al 0.10 
C 0.05 

Co 0.90 
Cr 15.50 
Fe 5.55 
Mn 0.35 
Mo 16.80 
Ni 56.37 
P 0.01 
S 0.02 
Si 0.05 
V 0.15 
W 4.15 

 
The presence of particles in the samples was 

investigated using SEM.  Scanning electron micro-
graphs showed rare submicron spots that were assumed 
to be particles but were too small to identify by EDX, 
and it was concluded that there were a negligible 
number, if any, carbide-type particles in the Hastelloy. 

The test electrodes of the alloy consisted of a 5-cm 
length of rod press-fitted into a Teflon sheath so that 
only the planar end surface was exposed to the 
electrolyte.  The surface was polished with SiC paper 
followed by 0.05 μm alumina powder.  The electrolyte 
was an acetate buffer (1 mol L-1 acetic acid / 1 mol L-1 
sodium acetate) containing 15 ppm As2O3 as a 
hydrogen entry promoter.  The electrolyte was 
deaerated with argon for 1 h before measurements 
began and throughout data acquisition.  The potentials 
were measured with respect to a saturated calomel 
electrode (SCE).  All tests were performed at 25 ± 2ºC. 

The test electrode was charged with hydrogen for 
charging times from 0.5 to 50 s for each Ec.  Anodic 
current transients were obtained for each charging time 
over  a  range  of  overpotentials    (η = Ec – Eoc).    The  

 
 
 
open-circuit potential of the test electrode was sampled 
immediately before each charging time and was also 
used to monitor the stability of the surface film. 
 
 
3 Results 
 

Typical anodic current transients for Hastelloy C 
are shown in Fig. 1.  The charge associated with the 
adsorbed layer of hydrogen (qads) was shown to be 
negligible in all cases, and so qa was assumed to be 
associated entirely with absorbed hydrogen.  Data for 
qa could be analysed in terms of the interface control 
model using Eq. (1) to obtain values of  ka and J that 
were independent of charging potential (Ec) and 
charging time (tc), respectively.  In accordance with our 
practice, the data analysis was restricted to charging 
times ≥ 10 s. 
 

 
 

Figure 1: Anodic transient for Hastelloy C in acetate 
buffer.  tc = 10 s; Ec = -0.725 V (SCE).  The full 

transient is not shown. 
 

Significant trapping in this alloy is not observed 
before the surface film is reduced.  After film 
reduction, the open-circuit potential remained steady 
over the range of charging times for each subsequent 
overpotential.  Data were fitted to the interface control 
model, and values determined for ka and J are given in 
Table 2. 
 

Table 2: Values of ka and J for Hastelloy C. 

Test η (V) Ec (V/SCE) Ka (s-1) J (nmol cm-2 
s-1) 

1 -0.25 -0.748 0.061 0.27 
2 -0.10 -0.593 0.025 0.06 
 -0.15 -0.658 0.033 0.08 
 -0.20 -0.725 0.023 0.04 
 -0.30 -0.851 0.020 0.01 
 -0.35 -0.895 0.026 0.02 

3 -0.25 -0.754 0.041 0.22 
 -0.30 -0.813 0.049 0.12 

4 -0.20 -0.702 0.036 0.17 
 -0.25 -0.762 0.041 0.12 
 -0.30 -0.848 0.037 0.06 
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The high trapping constants for tests 1, 3, and 4 are 
thought to represent a combination of irreversible and 
quasi-irreversible traps, so ka can be separated into two 
components, ''

a
'
a k and k , respectively.  The total trapp-

ing constant was determined as the mean of the results 
from tests 1, 3, and 4, giving ka = 0.044 ± 0.007 s-1.  
The apparent rate constant for irreversible trapping was 
obtained as the mean of the results from test 2, so  '

ak = 
0.025 ± 0.003 s-1, and therefore ''

ak = 0.019 ± 0.010s-1.  
A comparison of calculated and experimental data for 
qa (η = -0.20 V in test 2) in Fig. 2 again indicates that 
the derived values of  ka and J are independent of 
charging time over the range studied. 
 

 
 

Figure 2: Comparison of experimental and calculated 
charge data for Hastelloy C in acetate buffer. 

Ec = -0.725 V (SCE). 
 
 
4 Discussion 
 
4.1 Irreversible trapping constant 

The apparent diffusivity of hydrogen in 27% cold-
worked Hastelloy C at 25ºC was estimated to be (2.2 ± 
0.2) x 10-15m2s-1 from data for the annealed and 60% 
cold-worked forms of the alloy [6]. The most 
appropriate data for DL corresponding to the pure Ni-
Cr-Mo alloy are those for 76% Ni – 16% Cr – 8% Fe. 
Thus, by using DL = (7.9 ± 1) x 10-15 m2s-1 and Da = 
(2.2 ± 0.2) x 10-15 m2s-1  [7], Kr was calculated to be 2.7 
± 0.7 and, therefore, k’ = 0.095 ± 0.027 s-1 and k’’ =  
0.070 ± 0.048 s-1. 
 
4.2  Identification of quasi-irreversible traps 

The behaviour of ka is consistent with the formation 
of an unstable hydride during charging of this alloy as 
found by Lunarska-Borowiecka and Fiore [8].  The 
evidence therefore suggests that the apparent rate 
constant for quasi-irreversible trapping reflects 
hydrogen trapping via hydride formation.  However, 
although the Hastelloy is believed to form an alloy 
hydride, the trap density cannot be determined because 
of a lack of information on the specific nature of the 
alloying component in the hydride. 

 
 
 
4.3   Identification of irreversible traps 

The susceptibility of Hastelloy C-276 to hydrogen 
embrittlement has been correlated with the 
concentration of phosphorus segregated at grain 
boundaries [9], so grain boundary phosphorus is 
assumed to provide the irreversible traps in this case.  If 
hydrogen also segregates to the grain boundaries as in 
nickel [10], the grain boundary phosphorus is expected 
to provide the traps predominantly encountered by 
hydrogen in the Hastelloy. 

In earlier work by Mezzanotte et al. on the C-276 
alloy [6], trapping surprisingly appeared to be absent 
because permeation results failed to show any effect of 
an increase in the charging potential.  The difference in 
trapping behaviour may have been due to differences in 
either the sensitivity between the pulse and permeation 
techniques or phosphorus levels at grain boundaries. 

The density of irreversible traps was calculated on 
the basis of atomic phosphorus using '

ak = 0.025 s-1 in 
Eq. (3).  The diameter of the metal atom in the 
Hastelloy was taken as the weighted mean of the 
atomic diameters of Fe, Ni, Cr, Mo, and W. 

By using d = 110 ppm, Da = 2.2 x 10-15 m2s-1, and 
a = 252.5 ppm, the density of irreversible traps was 
found to be 1.9 x 1022m-3.  The phosphorus content of 
the alloy was taken as 0.01 wt% (see Table 1), which 
corresponds to a concentration of 2.2 x 1025 atoms m-3 
that is clearly far greater than the calculated trap 
density.  However, phosphorus at grain boundaries is 
considered more likely to interact with diffusing 
hydrogen than that in the bulk alloy and therefore to 
dominate the irreversible trapping. 

Phosphorus in unaged Hastelloy C-276 with a bulk 
concentration of 0.006-0.008 at.% (0.003-0.004 wt.%), 
was previously found to be enriched to 0.3 at.% on the 
surface of grain boundaries [9].  If the surface 
phosphorus is assumed to lie in the first monolayer and 
a monolayer is taken as ~1019 atoms m-2, the surface of  
the grain boundary is found to contain ~3 x 1016 P 
atoms m-2.  An estimate of the amount of grain 
boundary phosphorus distributed per unit volume is 
6/b3, so the concentration of grain boundaries is 3/b3.  
Therefore, the total grain boundary area per unit 
volume is 3/b, and the amount of grain boundary 
phosphorus per unit volume (Cb) is given by 9 x 1016/b 
atoms m-3. 

Mezzanotte et al. determined the grain size for the 
annealed alloy and found it to vary from 30 to 50 μm.  
As found by these workers, cold work produced an 
elongated grain structure in the Hastelloy.  Hence, the 
value of b corresponding to the grain size for the cold-
worked alloy (non-annealed) in this study was 
estimated to be 10 μm, and therefore, Cb was found to 
be ∼9 x 1021 P atoms m-3.  The close agreement 
between the values Cb and Ni is somewhat fortuitous 
but demonstrates that it is reasonable to consider 
phosphorus atoms at grain boundaries rather than in the 
bulk alloy to be the effective primary irreversible traps. 
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5 Summary 
 

The ingress of Hastelloy C was shown to fit a 
diffusion/trapping model under interface control.  The 
alloy is characterized by an unidentified quasi-
irreversible trap and an irreversible trap thought to be 
phosphorus segregated at grain boundaries.  The 
irreversible trapping constants (0.095 s-1 and 0.07 s-1) 
are consistent with its susceptibility to hydrogen 
embrittlement, in parallel with test results for its 
cracking susceptibility. 
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Abstract 
 

      The wetting dynamics of a drop of liquid (1) deposited on a solid on which there is already a thin layer of liquid (2) 
(contaminant, or maybe a wetting agent) is considered. Diffusion of liquid 2 into liquid 1 by Fickian diffusion leads to 
evolving effective solid/drop interfacial free energy, occurring during spreading, and modifying wetting kinetics. 
Spreading rate is increased. Strange behaviour is predicted near equilibrium conditions. The wetting line may 
"overshoot", before receding asymptotically. The motion of a two-dimensional drop is modelled, assuming it is given a 
slight push to one side after deposition. We expect a regime of spontaneous translational drop motion due to asymmetry 
in capillary conditions at the two triple lines. Diffusional wetting is compared to reactive wetting. 
 
Keywords: Interfaces; Contaminant; Drop-sliding; Spreading; Wetting (kinetics) 

   1   Introduction 
 

      Most wetting problems, be they static or 
dynamic, are treated assuming that the various 
surface (interfacial) tensions (free energies) and 
their diverse components (van der Waals, polar, 
acid/base contributions, etc.) remain constants for 
the system  studied.  Exceptions are the recently 
studied area of reactive wetting [1]–[6]. (Problems 
concerning colloid science and surface active agents 
constitute a theme on their own.) Nevertheless, 
many practical situations involve the presence of a 
third (or even fourth!) substance(s) (in very small 
quantities), in the vicinity of a given interface 
between two bulk phases. The sizing applied to 
fibres before their inclusion in composite materials 
is an example [7], as is the presence of a thin oil 
layer on steel sheet, and often not removed before 
adhesive bonding, as found in the automotive 
industry [8],[9]. Generally, overall airborne 
contamination, including such entities as 
hydrocarbons resulting from the incomplete 
combustion of fossil fuels, may be readily adsorbed 
on a material to be bonded or otherwise surface-
treated, and thus modify interfacial behaviour. 
Irrespective of the context, the presence of small 
quantities of a third component may lead to 
significantly modified interfacial properties, and 
thus effective interfacial free energies. In this study, 
we are interested in the time dependence of such 
modifications. We consider a simplified situation 
which may nevertheless give some insight into 
more  realistic systems. The dynamic  wetting  of  a 

solid substrate, S, by a droplet of liquid 1, is 
modelled, assuming that the surface is initially, 
uniformly covered by a very thin layer of 
"contaminant", liquid 2, diffusing into the droplet 
during spreading 
 
2   Definition of system 

 
      The solid surface, S, is considered ideal 
(homogeneous, isotropic, flat, smooth and rigid) 
except for being covered by a thin, continuous film 
of liquid 2, of constant thickness, h, (ca. 1µm). For 
normal, organic liquids, this corresponds to a 
surface coverage, M of ca.10-3kg.m-2. Gravity is 
assumed negligible (drop contact radius, r, < 
capillary length, κ-1). Initially, any shear motion 
within the film will be neglected (we shall return to 
this point later). 
A small, axisymmetric drop of liquid 1  (r  =  ca.  
10-3m) is deposited on the "contaminated" solid. 
The two liquids are supposed reasonably similar, 
e.g. both being organic. This implies that the value 
of the initial, effective, interfacial free energy 
between the drop and the (covered) solid is low, 
corresponding approximately to that of the liquid 
1/liquid 2 interface. However, a certain miscibility 
of the liquids is assumed and thus, as time, t, 
progresses, there is diffusion of liquid 2 into the 
bulk of liquid 1. This favours direct contact between 
solid S and liquid 1, and if these two phases are of a 
very different nature (say, solid S being metallic), 
the solid/drop interaction, or interfacial free energy,  
γ SD(t),   thus  increases   with  time, t.   Diffusion 
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leading to increasing  γ SD(t)  may be considered as 
one-dimensional, with liquid 2 migrating into the 
bulk of liquid 1 perpendicularly to the solid surface 
(Fig.1). With liquid 2 being the less viscous of the 
two, the classic equations of Fickian diffusion [10] 
from a finite, planar source into a semi-infinite 
medium are valid, leading to the concentration, 
C (x, t),  of liquid 2, in liquid 1: 

C  x, t( )= M

 π  D  t( )1/2  exp 
−x2

4Dt

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟  ,        (1) 

where x is perpendicular distance from the interface 
(assumed infinitely thin), and D is the (constant) 
coefficient of diffusion. The drop is a "semi-
infinite" medium, given the very small quantity of 
liquid 2 per unit surface. (This also implies that any 
subsequent variations of the surface free energy,γ , 
or of the viscosity of liquid 1, η, may be 
neglected.) 
 
 
 
 
 
 
 
 
 

Figure 1: Axisymmetric drop of liquid 1 on solid 
surface, S, initially covered with thin film of liquid 
2. Spreading and diffusion are concomitant. 

The liquid 2 concentration at the interface, C (0, t), 
will modify γ SD(t) . Realising that a singularity 
occurs for t = 0 (equation (1) assumes that all of M 
is concentrated in an infinitely thin plane at the 
origin for t = 0), we consider behaviour for times 
greater than an initial, short, period after drop 
deposition, δt: 
 

C 0, t( )=C (t)= M

π D t( )1/2   ;  t ≥δt.           (2)   

C  δt( ) really corresponds to the initial 
concentration. We assume that γ SD(t) , the 
effective solid/drop interfacial free energy, 
increases with decreasing C (t)   (increasing time) 
and thus a reasonable assumption, at least as a first 
approximation, is a linear dependence of γ SD(t)  on 
C (t): 

γ SD( t) = γ SD
F − C  (t)

C  δt( ). γ SD
F − γ SD

I[ ] ;  t ≥ δt ,  

where γ SD
I  and γ SD

F  represent, respectively, initial 
(i.e. at t = δt) and final t → ∞( )  values of  γ SD(t) . 
γ SD(t) , as given by equation (3), assumes the same 
behaviour everywhere at the solid/drop interface. This 
should be a reasonable approximation provided initial 
spreading and diffusion rates are not too similar. 
 
3   Spreading kinetics 
 
      Spreading of (small) drops is caused by an 
unequilibrated Young force [11] (per unit length of 
triple line), FΥ  :  
 
FΥ  ( t) = γS − γSL − γ cosθ(t) = γ  cosθo − cosθ(t)( ), 

                                                                (4) 
where γ S  and γ SLare solid and liquid free energies 
(we neglecting any potential adsorption of vapour 
by the solid), γ SL  is their common, interfacial free 
energy, and θo  and θ(t)  correspond to contact 
angles at equilibrium and at time t, respectively. 
γ SL  is represented by γ SD(t)  in equation (3). 
Thus we have: 
 
FΥ  (t) = γS − γcosθ(t) − γSD

F + C (t)
C δt( ).  γ SD

F − γ SD
I[ ] 

       = γ  cosθo − cosθ(t)( )+β  t−1/2   ,      (5)  
 

where γ S  here corresponds to the solid with its 
"contamination" layer and β is given by: 
 

β =
M.∆γSD

πD( )1/2.  C δt( )
     ,        (6)  

where  ∆γSD = γSD
F − γSD

I[ ] . θo  represents the 

contact angle at final equilibrium, satisfying 
Young's equation when  γ SD = γSD

F .
 The dynamic frictional force (per unit length of 

triple line), FF , resisting FΥ  is given by [11]:   
 

                   
  
FF(t) ≈ 3ηA

θ(t)
.
dr
dt

    ,         (7) 

 
where η is viscosity (liquid 1),   A  is the natural 
logarithm of the ratio of drop contact radius and a 
microscopic cut-off (taken as constant given its 
weak r dependence), and dr/dt is spreading speed. 
Assuming θ  small, allowing use of the 
approximation cos θ  ≈ 1 − θ 2 / 2( ) . For a 

spherical cap drop, of volume V ≈ π / 4( ) r3θ  

Solid 
r(t) 

  Liquid 1 

Liquid 2 

θ(t) 
dr(t)/dt 

Diffusion  

x 

(3) 
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and algebraic manipulation leads to: 
 

    

dr
dt

= 32  V3γ
3π3ηA

 
1

r9 − 1
r3ro6

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 

+ 4Vβ
3πηAr3t1/ 2   , (8) 

 
where ro  is contact radius corresponding to θo . 
We consider behaviour in three (simplified) stages. 
Simplifying, by defining a dimensionless drop 
contact radius as y = r / ro , we find: 
 

        
dy
dt

= A
1

y9 − 1
y3

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 

+ B
y3  t1/2     ,            (9) 

 
where  A and B are constants. 
Expected behaviour is shown schematically in Fig. 
2. We shall consider three stages. 
(a) The first stage in drop spreading concerns short 
times, such that δt ≤ t ≤ t1. Due to t −1/2  being 
large, the second member on the right hand side of 
equation (9) is dominant. Neglecting the term with 
coefficient is A, we find: 
 

y3  dy ≈  B t−1/ 2  dt     ,          (10) 
 

Leading to a scaling law of the form: 
 

y ~  t1/ 8     .          (11) 
 

For comparison, under similar conditions of y << 1, 
without diffusion of liquid 2, the equivalent 
behaviour is given by a scaling law of form 
y  ~  t1 /10  [11]. This first regime is, however, very 

restricted, requiring B y6 / A  t1/2( )>>1 , 

consistent with a large value of β. 
(b) The second stage, corresponding to t1 ≤ t ≤ t2  
with y  t2( )≈ 0.8 , cannot be readily analysed (at 
least, to the author's knowledge). Qualitatively, 
however, it may be appreciated from equation (9) 
that the addition of a diffusion term can markedly 
increase the spreading speed, as given by dy/dt. 
(c) The third stage, concerning behaviour near the 
equilibrium value of contact radius, ro (y near 
unity), is perhaps the most interesting. Setting y = 
(1 – ε) leads to a simplified form of equation (9): 
 

         

dε
dt

+6Aε ≈ −B
t1/2    .           (12) 

Equation (12) may also be written as: 

ε ≈ −B exp −  6At( ) t−1/2 exp 6At( ) dt∫
 
, (13) 

but even in this form, the integral yields only an 
unwieldy series solution! However, the salient 
points of the behaviour associated with equation 
(12) can be appreciated without complete solution. 
At the onset of stage (c), when y < 1 but 
approaching unity, dy/dt is positive (i.e. dε/dt 
negative). At y = 1 (ε = 0), dy/dt is still positive: the 
drop spreads beyond its equilibrium value. (In the 
absence of diffusion, y = 1 is the asymptotically 
attained spreading limit.) At this time, t = t3 , 

dy / dt = B/ t3
1/ 2 . The values of dy/dt (and t3 ) thus 

depend on B which in turn depends on the previous 
history (initial contact radius and concentration). 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2: Qualitative spreading behaviour: 
normalised drop radius, y, vs time, t, (solid line). 
(Broken line:  behaviour without diffusion effects.) 
 
However, at t3 , spreading speed is decreasing, to 
reach a value of zero, at say, t = t4 , 
dy/ dt = dε / dt = 0( ). The maximum extent of 

spreading, at t 4 , is given by y =1+ B/ 6At4
1/2( ) 

or, defining a time constant as τ = 6A( )−1 , at 

y = 1 + B  τ  t 4
−1/2

. The drop has spread beyond 
final equilibrium at y = 1, the actual extent being 
intrinsically related to the ratio 
B /(6A) = β / 3 γ  θo

2( ). Thus, again, the 

"overshoot" depends on previous history, but also, 
note that a low value of θo  favours the effect. 
For t > t 4 , the wetting front recedes. For large t, y 
tends asymptotically to unity, for r = ro  and 
θ  t → ∞( )= θo , when liquid 2 has totally diffused 
into liquid 1. 
Fig. 2 summarises the overall behaviour of the 
advancing  wetting  front,  "overshoot"  beyond   the 

y

t1t2 t3           t4                  

1

t

dy/dt=0 

t

Drop grows Drop shrinks 
Diffusion 

No diffusion 

0
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 equilibrium spreading position and, finally, 
asymptotic decay to equilibrium. 
 
4   Lubrication 
 
      We assumed above that shear of liquid 2 parallel 
to the solid surface during spreading was negligible. 
Is this a reasonable assumption? Fig.3 represents the 
dynamic situation near the triple line. The spreading 
force, per unit length of triple line, FΥ , has two 
effects, viz. true spreading of liquid 1, and also 
Poiseuille shear in the (thin) layer of liquid 2.  
 
 
 
 
 
 
 
 
 
 
 Figure 3: Lubrication effect near wetting front.    
Drop of liquid 1 spreading at speed v on thin layer 
of liquid 2, itself in shear parallel to the solid 
surface at (surface) speed v'. 
 
For the layer of liquid 2, force FΥ  corresponds to an 
average stress integrated over a distance comparable 
to drop contact radius, r, leading to a rate of 
displacement, v' , of the upper surface of liquid 2 
with respect to its lower surface. With simple shear 
flow in liquid 2 (viscosity η' ), we find: 

 

  
3 η A  v

θ  ~  
η'  r  v'

h
     ,          (14) 

where v is the spreading speed of liquid 1 on layer   
liquid 2 and h is the (average) layer thickness. 
Equation (14) is an average stress balance. The 
actual spreading rate of liquid 1 with respect to the 
solid surface, dr/dt, is given by v + v'( ). An energy 

balance between work done by FΥ  and dissipation 
occurring in liquids 1 and 2, gives: 
 

  
FΥ .

dr

dt
≈

3  η  A  v
2

θ
+

η
'

 r  v
'2

h
 ,   (15) 

 
 
leading to : 

  
dr

dt
≈ FΥ

θ

3  η  A
+

h

η '  r( )   .    (16) 

 
The relative importance of the contributions v and 
v'  to the overall spreading speed, dr/dt, is directly 
linked to the first and second members, 
respectively, in brackets on the right hand side of 
equation (16), and we find : 
 

  

v'

v
≈ 3 η  A  h

θ  η'  r
≈ 3  π  η A  h r2

4 η'  V
 ,       (17) 

 
For reasonable values: η ≈ 5η' ,  A ≈10 , h ≈10−6 m , 
r ≈ 2x10−3m  and V ≈5x10−9m3 , we obtain 
v' / v ≈ 0.1. Thus neglect of shear in liquid 2 is 
reasonable, at least in this case. However, note that 
v' / v  increases with r2 , and thus for a given 
example, the assumption of neglecting shear in 
liquid 2 will become less acceptable as spreading 
ensues, although the effect will be to some extent 
offset by a decreasing value of h as absorption of 
liquid 2 by liquid 1 continues. 
 
5   Crawling drop 
 
      Suppose the liquid be regarded as a ribbon of 
constant, circular section: the problem resembles 
that posed by the behaviour of a braid of adhesive 
applied to an oily steel sheet [12],[13]. With 
simplifying two-dimensional geometry, we assume 
that a ribbon of liquid 1 has been deposited on the 
"contaminated" solid surface, and inadvertently 
given a slight "nudge" to the right (Fig.4). The 
problem is similar to that in reactive wetting [1 - 4]. 
Due to variable interfacial free energy beneath 
liquid 1, the drop will move. Consider steady state 
behaviour [3], neglecting the start-up process [4]. 
With motion to the right in Fig.4, we set abscissa, z, 
with origin at the trailing edge, T, and in the frame 
of the drop. Leading edge, L, is at z = d. With 
steady state motion at speed U, the leading triple 
line has just contacted the contaminated solid: the 
value of (effective) solid/ drop interfacial free 
energy is γ SD  t = 0 ≈ δt( )= γSD

I . At the trailing 
edge, contact  time is d/U and the effective 
interfacial free energy γ SD t = d / U( ).The two 
equilibrium contact angles, θL  and θT  
respectively, at the leading and trailing edges should 
be different, but due to the equilibrating Laplace 
pressure in the drop, the two angles will be the 

Liquid 2

Liquid 1 

    v 

Solid 

FY                                     v/ 

dr/dt=v+v/ 

h
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same, θ , withθL < θ <θT  [3]. Thus two 
unequilibrated Young forces act at the leading,FL , 

and trailing, FT , edges, making the drop move. (γ S
I

 
is  the initial value of solid surface free energy with 
"contamination" layer (previously written simply as 
γ S ) and γ S (d / U)  is the equivalent value after  
diffusion process has occurred for time (d/U). 
 
 
 
 
 
 
 
 
 
Figure  4: Two-dimensional drop of liquid 1 sliding 
on "contamined" solid, due to different capillary 
equilibria at leading (L) and trailing (T) edges. 
 

 We define ∆γ S = γ S
F

− γ S
I[ ], with γ S

F
 the final 

value of solid surface free energy after total 
absorption of liquid 2 (for t →∞). The behaviour of 
γ

S
(t) , where t = (d/U), is assumed to be analogous 

to that given by equation (3) for γ
SD

(t )  leading to:

 

F(total) = ∆γ SD − ∆γ S( ). 1−
M U

1/2

πDd( )1/2
.C δt( )

⎡ 
⎣ ⎢ 

⎤
⎦⎥

, (18) 

 
where we have made use of equations (2) and (3). 
Overall frictional force resisting F is 2FF , from 
equation (7), since two triple lines exist, resulting 
in:

  

   

6 η A U

θ
≈ ∆γ

SD
−∆γ

S
( ). 1−

M U
1/2

πDd( )1/2
 .C(δt)

⎡ 
⎣ ⎢ 

⎤
⎦⎥

, (19) 

 
We consider the two limiting cases corresponding 
essentially to high values of D, and to low values. 
For high values of D, the last term of equation (19) 
tends to zero and we obtain: 

  
U ≈

∆γ
SD

− ∆γ
S

( ) .  θ

6  η  A
   .            (20)

    

Here, D is sufficiently high for total absorption to 
have occurred at z = 0. Speed U depends on the 
difference between final and initial values, 

∆γ SD − ∆γ S( ). As an example, we take 

∆γ SD − ∆γ S( )≈ 5  mJm
−2

, θ ≈ 0.5  radian, 

η ≈ 0.1 Pa.s and   A ≈10 , giving a value of U of 
ca. 4  x  10−4  ms−1  for the "crawling" rate. The  
virtual independence of drop width (for small drops 
as studied here) is a well-known consequence of the 
fact that most viscous energy dissipation occurs 
near the triple line(s) [11]. 
For low values of D, the right hand member of 
equation (19) tends to zero (the term in brackets 
cannot become negative). Thus the translational 
speed U →0. Diffusion is so slow that both leading 
and trailing edges of the drop are on similar 
surfaces and no net force results. Behaviour of the 
drop for intermediate values of D requires detailed 
solution of equation (19). As the drop moves on, it 
encroaches upon fresh "contaminated" solid and 
absorbs more and more of liquid 2, leading finally 
to saturation and the drop stops. During absorption, 
but before saturation, the drop slows down as the 
effective value of the diffusion coefficient, D, 

decreases. Note, that if ∆γ SD − ∆γ S( ) is 
negative, drop "crawling" cannot occur, at least as a 
steady state. 
 

6 Discussion  
 

       We have considered a simplified model of a 
solid surface, S, covered uniformly by a thin layer 
of a liquid 2 and onto which a small (negligible 
gravitational effects) axisymmetric drop of a liquid 
1 is deposited. The assumption is made that liquid 2 
diffuses into liquid 1 (the quantity of the former per 
unit area of substrate is vastly inferior to that of the 
latter) by simple Fickian diffusion, governed by 
equation (1). A possible refinement to this assumed 
behaviour would be to consider liquid 2, more 
realistically, as a finite source. This treatment 
would, however, involve use of a rather intractable 
form for C (x, t) involving a series of error-function 
complements [10]. The basic features of the 
concentration gradient are similar. Nevertheless, 
this feature could be retained for a more detailed 
model, albeit at the expense of mathematical 
simplicity. 
Another simplification of the model involves use of 
equation (3). The actual microscopic behaviour 
leading to an effective value for γ SD (t) could well 

  Liquid 1 
θθ θL 

θΤ U 

 
z 

d
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be complex, involving amongst other things, surface 
roughness and  effects of disjoining pressure on 
equilibrium contact angle, via the Frumkin-
Derjaguin equation [14], (both neglected here). 
We have assumed that Fickian diffusion leads to an 
increased, effective, interfacial free energy between 
the drop and the solid. Thus, spreading of the drop 
towards equilibrium is modified by a varying value 
of the drop/substrate interaction. If the final 
equilibrium contact angle is finite, the spreading 
behaviour is accelerated by diffusion. Of most 
interest is the regime when the drop contact radius 
is near its final equilibrium value (i.e. when all of 
liquid 2 has successfully diffused into liquid 1). The 
triple line advances towards equilibrium, then, 
"overshoots" due to diffusion, reaching a maximum 
coverage, and then recedes asymptotically towards 
equilibrium. This phenomenon is rather similar to 
drop shrinking as expected in reactive wetting and 
reported elsewhere [4]. It is tentatively suggested 
here that this "overshoot" phenomenon may 
possibly be exploited in various industrial (and 
possibly biological?) situations ; in fact this may 
already be the case, such as in the application of 
adhesives to oil-contaminated steel sheet [13]. If the 
adhesive gels at maximum "overshoot", before 
solidification, then better coverage may be obtained 
(although, of course, in practice, other 
considerations such as applied pressure and 
temperature complicate the problem). 
There is a possibility that spreading of liquid 1 may 
be modified by shearing of the thin layer of liquid 2.  
This would modify equation (8) and its subsequent 
solution near the equilibrium contact radius. We 
have considered the relative importance of this 
lubrication effect to give some idea about under 
what conditions it may be neglected. An aspect we 
have not considered here, however, is the potential 
role played by long range forces if the layer of 
liquid 2 is exceedingly thin (see above). 
 
7   Conclusion  
 
      Wetting phenomena are often treated as though 
the three interfacial free energies associated with a 
given solid/ liquid/ fluid system are constants of the 
system in question. However, many practical 
situations involve a fourth (or further) component, 
often present in small quantities, which may be 
considered as a "contaminant", or in some cases as 
an aid to wetting and therefore surface coverage 
(e.g. fibre sizing). 
A simple model is presented to account for 
behaviour resulting when a drop of liquid spreads 

on a solid surface initially covered with a thin layer 
of a second liquid. Assuming (a) Fickian diffusion 
of the thin layer into the first liquid, and (b) that this 
diffusion results in increased, effective interfacial 
free energy between drop and solid, we arrive at the 
following  conclusions: 
(i)The drop will initially spread following a scaling 
law in t1/8, then after a transition period, it will 
“overshoot” its equilibrium contact radius before 
finally shrinking asymptotically back to its 
equilibrium configuration. 
(ii) A lubrification effect may exist, in which the 
drop “slides” to some extent on the liquid film. 
(iii) Analysis of a two-dimensional drop suggests 
that if motion is initiated by a slight “nudge”, the 
intrinsic asymmetry may lead to spontaneous 
movement, or “crawling”. 
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Abstract 
 
Thermal analyses and microstructural evaluation were carried out for the conventional M2 and M10 high speed 
steels as well as for alloys with varying Nb and/ or Ti contents to asses their liquidus, solidus and other high 
temperature reactions. It has been found that the slope change of cooling curves marks the formation of MC type 
carbides, while the break is due to the crystallization of delta ferrite and much larger volume fraction of different 
type of carbides including M6C mostly by eutectic reactions. Results show that the formation of dendrites is the 
most basic characteristic of the solidification process for the M2 and M10 alloys but for the steels containing 
niobium and/or titanium carbides, these primary carbides insert an inoculating effect and modify the coarse dendritic 
structure. 
 
Keywords: Liquid phase; Thermal analysis; Solidification; Microstructure; High Speed Steel 
 
 
 

 
1   Introduction 
 
    The properties of high speed steel are dependent 
on a variety of structural changes produced by heat 
and mechanical treatment.  Structural changes 
including phase transformation, solid state 
decomposition, etc. are based upon atomic diffusion 
[1-2]. The constitution and freezing sequences of 
high speed steels  have been qualitatively and 
quantitatively studied by many investigators [3-6]. 
Among the earlier works in the field of the 
constitution of alloy steels were those carried out by 
Takeda on the studies of the ternary alloys of the Fe-
W-C phase diagram [3], although his work was 
continued by others [4-5], leading to the 
modification of the introduced phase diagram, but 
the basis concept remain unchanged and still serve 
as a useful guideline for the investigation of the 
present available high-speed steels. The 
solidification of conventional high speed steels was 
also studied by some researches [6-9] and would be 
expected to involve the formation and growth of 
dendrites early in the freezing sequence, the 

rejection of the solutes and their accumulation 
within the interdendritic liquid. 
 Purpose of the present investigation is to 
investigate the effects of solidification variables 
on phase relationships and microstructures in 
M2 and M10 high speed steel and a number of 
derivative materials in the cast state. If the 
resulting structures prove suitable it should be 
possible to produce any required tool by casting 
directly close to finish form using established 
casting processes, so combining reduced 
production costs with enhanced performance. 
 
 
2   Experimental procedure 
 
Several steels have been investigated . The 
experimental alloys were of the well known 
standard M2 and M10 HSS which have the 
compositions shown in Table1. 
Experiments were first designed to 
investigate the freezing sequence and the 
microstructures of cast steels. The base 
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composition were then subjected to melt 
treatments designed to develop additional 
primary carbide dispersions. The produced 
steels designated as MD1 and MD2 were 
those with conventional composition 
modified with primary NbC, Titanium was 
added to MD2 in order to find out the 
mechanism of NbC and TiC formation 
simultaneously and the steel named as 
MD3.For reducing chemical composition 
complexity, MD1,MD2 and MD3 were 
subjected to amendment to the base 
composition and the modified steels 
designated as AS3 and AS4 developed high-
speed steels. The results for these alloys will 
be presented later. 
The experimental steels were air melted in a 
high frequency induction furnace and poured 
into the lost wax ceramic shell moulds for 
producing set of cast bars 110 mm length and 
in diameter from 2-36 mm.The bars were 
sectioned longitudinally for soundness 
examination as shown in Fig.1. Thermal 
analyses were carried out during the freezing 
of the experimental alloys using  a Pt/Pt-10 
%Rh thermocouple. Time-temperature charts 
such as those in Figs 2-4, were obtained from 
an adjustable-range strip chart recorder. By 
setting the recorder scale for 1000-1500 ºC 
the entire freezing ranges of the alloys were 
determined. 
The bars were then sectioned transversely 
and mounted in Bakelite and mechanically 
polished to 1-micron meter using emery 
papers and diamond pastes. The specimens 
were first etched in 5 % nital solution for 1-3 
minutes and then in Oberhoffer’s reagent for 
5-10 seconds. At this stage the dendritic 
structures were revealed. Some of the 
samples were deep etched for examination in 
the scanning electron microscope to reveal 
the nature of different carbides morphologies. 

          
 

Figure 1: Longitudinal section of the casting. 

 
 
3  Results and Discussion 
 
   Thermal analyses were carried out on the 
experimental steels to assess liquidus, solidus  
 
and other high temperature reactions. The freezing 
reactions would be accompanied by evolution of 
latent heat. This will cause breaks in the time-
temperature curves, which can be seen in Fig. 2 
for M2. 

 

 
 
Figure 2: Cooling curve represent the solidification 

sequence for M2. 
 
The curve shows four interruptions and slope 
changes; A, B, C and D, almost indicating the 
following reactions: 
 
A) Liquid  delta ferrite, at 1428 ºC 
B) Liquid + ferrit  austenite, at almost 1370 -
1302 ºC 
C) Liquid + ferrite  austenite + carbides, at 
almost 
1302 ºC-1220 ºC  
D) Liquid  austenite + carbides, at 1220 ºC 
 
The same sequence of reactions occurs for M10 
steel but at lower temperatures as 1417 ºC, almost 
1360 -1285 ºC, almost 1285 -1185 ºC, and 1185 ºC 
respectively.  
The slope change marks the formation of small 
amounts of carbides, while the break is due to the 
crystallization of delta ferrite and much larger 
volume fraction of M6C (W4Fe2C) carbides. 
In steels containing niobium and titanium the 
solidification sequence described above has been 
changed. Research is continue to find out what has 
happened during this complex freezing sequence, 
in cooling curve presented in figure 5 for MD1 
steel, the marked slope change above liquidus 
temperature (1365 ºC) support the formation of 
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primary NbC or TiC within the melt even 
before the actual solidification starts. 
     

    
 
Figure 3: Cooling curve for MD1 steel. 

 
The accuracy of the technique employed was 
checked by determining cooling curves for a 
Fe-Nb alloy of eutectic composition. For this 
purpose a charge of ferro-niobium and pure 
iron was melted and solidified under the 
same conditions as those used in the thermal 
analysis of the experimental steels. A 
pronounced thermal arrest was recorded at a 
temperature which gave reasonably good 
agreement with the eutectic temperature as 
indicated by the Fe-Nb phase diagram. 
The formation of dendrites is the most basic 
characteristic of the solidification  process for 
the M2 and M10 alloy. The dendritic 
structure of these steels are illustrated in Figs. 
4 and 5. 
 

     
 

Figure 4: Scaning electron micrograph 
of (a) M10 and (b) M2. 

 
 

 
                                               
Solidification of MD1 and other steels containing 
niobium and titanium carbide starts with many 
small delta ferrite grains that are nucleated by the 
primary particles similar to that shown in Fig.5. 
 

 

           

Figure5: Scanning electron micrograph (a)  
MD1 (4 mm) , (b)MD2 (16 mm). 

       
These figures show the primary carbides particles 
surrounded by ferrite and or austenite rim, 
indicating the inoculating effect of NbC type 
primary carbides, and these approximately 
equiaxed pre-dendrites have no opportunity for 
dendritic growth, before this is arrested by 
peritectic reaction followed by impingement upon 
neighbouring grains more carbides are then 
formed. Resulting structures are similar to that 
shown in Figs. 5 (a) and (b). Although these 
figures clearly demonstrate the morphology of 
carbides as well as the inoculating effect of 
primary carbides, based on the atomic diffusion 
both in liquid and solid, the growth of NbC type 
carbides can also be seen , in thin samples similar 
to the powder particles [10], since there is not 
enough time for carbides to grow they freeze in the 
form of initial morphology (star shape) but for 
thick sections these star shape carbides grow to 
form compact idiomorphic morphology. In the 
solidification of MD3 contains titanium, the 
influence of titanium can be summarised as 
follows; similar to that for niobium, titanium is a 
grain refiner and strong carbide forming elements. 
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Table 1: Composition (wt %) of the                                   
experimental steels. 

 
                        
                  C            C r           M o         W             V            N b           T i          other 

M 10        0.92         4.13        8.11         ----          2.13          ----           ----          traces  
M 2          0.90         4.31        5.51         6.51        2.11          ----           ----          traces 
M D 1       1.47         4.16        5.67        6.75        2.26          4.36         ----          traces 
M D 2       1.45         4.06        8.10         ----         2.16          4.26         ----          traces 
M D 3       1.47         4.1          7.89         ----         2.06          4.30         0.33        traces 
A S 3        1.40         4.15         5.10        1.15        1.20          5.13         ----         traces 
A S 4        1.20         4.13         4.20        1.23        1.07          4.12         ----         traces 

 
 
The tendency of titanium to form 
titanium carbide or titanium carbonitride 
is so strong that even with a small 
titanium addition, titanium carbides have 
been formed within the melt and 
apparently provides a nucleating effect 
for the crystallization of the niobium 
carbides.  Titanium may combine with 
niobium to form complex (TiNb) C 
carbide or in the presence of active 
element such as aluminium make an 
aggregate of TiC/Al2O3 even before the 
solidification starts. 
Deoxidation of the melt with aluminium 
additions gives rise to the formation of 
aluminium oxide plus titanium carbide 
aggregates these aggregates are mostly 
appeared at the centre of the primary 
niobium carbides as shown in Fig.5. 
 
4  Conclusion 
- For the melt with the conventional M2 
and M10 grades high speed steel the 
order of reactions take place during the 
solidification sequence were as follows:  
 
        Liquid  delta ferrite, at 1428 ºC 
for M2 and 1417 ºC for M10 
        Liquid + ferrite  austenite at ~ 
1370 - 1302 ºC for M2 and 1360 - 1285 
ºC for M10   
        Liquid + ferrite  austenite 
+carbides at    ~1302 - 1220ºC for M2 
and 1285 - 1185 for M10 
        Liquid  austenite + carbides at 
1220 ºC for M2 and 1185 ºC for M10. 
 
- The marked slope change above 
liquidus temperature (1365 ºC) for MD1 
steel, suppor the formation of primary 

NbC or TiC within the melt even before the actual 
solidification starts. 
 
- Due to the higher affinity of Ti for carbide 
formation, TiC particles may form even before 
NbC formation and the primary niobium carbides 
may be nucleated heterogeneously on particles pre-
existing in the melt. Some of these have been 
directly observed and identified as an aggregate of 
titanium carbide with aluminium oxide. 
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Abstract

The reversible reactions likeA + B ® C in the many-component diffusive system affect the diffusive properties
of the constituents. The effective conjugation of irreversible processes of different dimensionality takes place due to the
stationarity in the system and can lead to essential increase of the resulting diffusive fluxes. The exact equations for the
spatial concentration profiles of the components are difficult to treat analytically. We solve approximately the equations
for the concentration profiles of the reaction-diffusion components in the spherical geometry in the application to the
problem of the enhanced oxygen transfer through a biological membrane and to the mathematically similar problem of
surface diffusion in a solid body. In the latter case the spherical geometry can be an adequate tool for describing the
surface of a real solid body which can be modeled as a fractal object formed of sequences of spherical surfaces with
different radii.
Keywords: Enhanced diffusion; Transport phenomena; Thermodynamics; Membranes; Reversible chemical reactions

1 Introduction

The phenomenon of ”facilitated through chemi-
cal reaction diffusion” is familiar to various domains
of science. Its essence consists in the diffusion en-
hancement through the intermittance of some chem-
ical reaction involving the diffusive components. A
straightfoirward example is the so called ”vacancy
enhanced diffusion” of doped impurity into a solid
body. Since long ago it was widely known that the
presence of crystal imperfections is able to facilitate
the impurity penetrating thus considerably enlarging
the effective diffusion coefficient. From the thermo-
dynamical point of view the facilitation comes from
the presence of several fluxes of the diffusant (as if it
were propagating through several different channels,
or rather consist of several species having different
diffusivity) and intervenience of thereversiblechem-
ical reaction between them. Thus, in a solid body
the impurity atioms are known to reside either in the
nodes of the crystalline lattice, (substitutional uimpu-
rity) or in the space between nodes (interstitial impu-
rity), the latter being fast diffusants and the former -
slow ones. The reversible interchange of these two
species tooks place and is facilitated by the presence
of vacansies and eigen interstitial atoms of the ma-
trix. An another example is taken from the biology
domain and it concerns the phenomenon of the fa-

cilitated oxygen transfer through cellular membranes
[1]. The principal reaction scheme consists in re-
versible ”tying” the ligande molecules by some slow
macromolecular carrier. The facilitated transport of
oxygen is possible via some fermentative kinetics
(which should not however affect the chemical prop-
erties ofO2) and especially through reversible reac-
tion with haemoglobine or myoglobine. In what fol-
lows we refer for concreteness to this example though
our consideration can be applied to the vast variety of
situations falling into the same reaction scheme.
The reaction process withHb and oxygen can be (al-
though very schematically) represented by the fol-
lowing expression

O2 + Hb  HbO2 (1)

which means the formation of an (unstable) complex
HbO2; the rates of forward and reverse reactions are
k1 andk−.
The system of balance equations for three con-
stituents can be written as follows:

D∆c = ρ + q

Dp∆cp = ρ (2)

Dp∆cc = −ρ

wherec, cp and cc stand for concentrations ofO2,
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Hb and complexHbO2 respectively;D andDp are
diffusion coefficients forO2 andHb (assuming that
both Hb and HbO-complex possess the same dif-
fusion coefficients since theHb molecule is much
larger in size than oxygen one and both pureHb and
the complexHbO2 must have similar diffusive prop-
erties). InsteadHb some other protein, e.g.Mb can
appear. The consuming termq (here set to0) should
be added, for example, if treating the problem of mus-
cular oxygen transport with myoglobine. The reac-
tion rateρ from elementary kinetics reads as follows

ρ = k1ccp − k−cc (3)

imposing minimal nonlinearity on the system.

2 Reaction-Diffusion System in Spherical Geom-
etry

We start with considering the problem (2)-(3)
within the spheroidal shell of internal and external
radii a and b. The consideration of this problem
within plain and cylindric geometry was performed
not long ago [1] and was intended to describe the
problem of oxygen saturation in the muscular tissue.
Our choise of the spherical form of the membranes,
besides purely mathematical interest, is motivated by
several reasons. Besides the interest in elucidating
the biological problem of facilitated oxygen transport
in the (spherically shaped) alveols we refer also to
the above mentioned diffusion problem in crystalline
bodies. Usually the mathematical models of impurity
diffusion use the plain geometry as a tool to repre-
sent the boundary of a solid body as the platform for
the diffusion in a bulk. But the surface of a crystal
is by no means plain, and its inhomogeneities can af-
fect the diffusion effects (intuitively it is clear from
the fact that merely the effective diffusive surface is
bigger than the mathematical surface of the body).
So, plain model for the boundary is an approxima-
tion which can be improved. Namely, it is possible
to model the surface as a highly irregular sequence
of spheres of different radii, perhaps, forming fractal
structure. Therefore the consideration of the spheri-
cal geometry (on a single sphere) is believed to yield
some improved approximation than just considering
the straight plane.
So in the following we speak on the biological prob-
lem of oxygen transport and consider the spherical
membrane. We assume the spherical symmetry so
only one coordinate, namelyr resides. As bound-

ary conditions for the problem it is natural to take
c = ca at r = a andc = cb at r = b and the zero
flux of other componentsdcp/dr = dcp/dr = 0.
But strictly speaking, the boundary conditions for all
three constituents in real membranescan notbe spec-
ified basing on a set of biological measurements [1].
As it can be demonstrated, the specification of one
or other type of boundaries does not affect cardinally
the shape of the solution across the whole width of the
membrane exept thin layers at the edges. In any case
at chosen way of handling the problem (see the next
chapter) the set of boundary conditions should be in-
cluded in the solution by some kind of self-matching
procedure.
Integrating the sum of two last equations in (2) yields

cp + cc = const ≡ K (4)

(the conservation of the protein content). If we intro-
duce the new function

Y ≡ cc/K (5)

which has a meaning of the ferment saturation func-
tion the system of equations is cast as:

D · 1
r2

∂

∂r
(r2 ∂c

∂r
) = ρ (6)

K ·Dp · 1
r2

∂

∂r
(r2 ∂Y

∂r
) = −ρ (7)

with

ρ = k1Kc− Y ·K(k1c + k−) (8)

Keeping in mind everything said about the bound-
ary conditions specifications we now try to handle the
problem setting

c|a = ca c|b = cb

Y|a = Ya Y|b = Yb
(9)

where cb and bothYa, Yb should be further deter-
mined basing upon restrictions imposed by the bio-
logical sense of the problem.
Using the boundary conditions add eqs (6-7) and inte-
grate twice thus obtaining an expression relatingc(r)
andY (r):

D (cb − c(r)) + Dp K (Yb − Y (r)) =
b− r

br
· ab

b− a
· [D(cb − ca) + Dp K (Yb − Ya)] (10)
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3 External Solutions and Facilitated Transport

ExpressingY from (10) and inserting it into (6)
and (8) following equation results:

D
1
r2

∂

∂r
(r2 ∂c

∂r
) = − k−

Dp
· [Dcb + YbKDp] +

c ·
{

k−D

Dp
− k1K[Yb − 1 +

D

DpK
cb]

}
− (11)

b− r

br

ab

b− a

{
k−
Dp

[D(ca − cb) + DpK(Ya − Yb)]−
k1 · c
Dp

[D(ca − cb) + DpK(Ya − Yb)]
}

+
k1D

Dp
c2

The valuesYb, Ya andcb, ca as said above should be
determined from self-matching conditions.
The equation (11) is extremely difficult (if not impos-
sible) to solve analytically. Instead of looking for its
exact solution we notice that (11) can be cast (after
scaling variables) as the equation in the form:

ε∆c = f(c, r),

and ε appears to be a small parameter (∼ D/k1).
This parameter is smaller if the reaction is more in-
tensive; for biological issues its value varies within
10−4 − 10−6 [1], which allows approximate pertur-
bative treatment of the problem. Since this param-
eter enters the equation near the term of the highest
derivative, the problem appears to be that of the sin-
gular perturbation theory. Dropping out theε term
one gets so-called ”external solution” to the problem.
In general this equation of smaller order can’t satisfy
the boundary conditions and need ”suturing” with
the internal (exact) solution around the boundaries.
The external solutions may suit for practical purposes
within the bulk of the body, and would yield the de-
sired solution of (11) provided that the constants (like
Yb, Ya, cb etc) are chosen properly, namely by means
of the self-matching procedure. In this case (11) turns
out to be an ordinary algebraic equation, whose coef-
ficients depend on the values ofYb, Ya, cb, ca. But in
fact these latter themselves are solutions to the equa-
tion at the boundaries. To ensure that this is the case
one must set following self-matching conditions:

Yb =
k1cb

k1cb + k−
, Ya =

k1ca

k1ca + k−
(12)

(These expressions could be easily obtained from (8)
settingρ = 0 at the boundaries).

The variation of the saturation function and the total
oxygen flux are:

Ya − Yb ≡ s =
k1k−(ca − cb)

(k1ca + k−)(k1cb + k−)
(13)

and

F (r) ≡ −D
∂c

∂r
−K ·Dp

∂Y

∂r
≡

≡ Fd + Ff =
1
r2

ab

b− a
· [D(ca − cb)+ (14)

Dp ·K · k1k−(ca − cb)
(k1ca + k−)(k1cb + k−)

]

which is the sum of two terms, first of which,Fd is
the ordinary diffusive flux, and the second one,Ff is
the additional flux caused by the reaction.
The self-matching conditions yield two relations be-
tween four valuesca, cb, Ya andYb (or equallys).
From the point of view of experimentalists these val-
ues are not treatable in the same fashion. Depending
on whether we consider the biological problem of fa-
cilitated oxygen flux or mathematically similar prob-
lem of impurity diffusion, the set of good-to-operate
values changes. For the oxygen transfer we can op-
erate only the valueca within wide range of mag-
nitudes, and measures, but this latter only for ex-
tremely bigca, where it is known to tend to a constant
s̄ (∼ 0.6 − 0.8) [1]. And thus in order to get fluxes
and concentrations within moderateca values one re-
curses to an interpolation which is expected to yield
semi-quantitative results. Let us expresscb from (13):

cb =
k−1ca(1− s)− k2

−
k1

s

k1cas + k−(1 + s)
. (15)

This expression is exact. Hovewer the fluxs is itself
a function ofca to be determined (only its valuēs at
ca →∞ is available), so let us go to the semiqualita-
tive interpolation:

cb ' k−ca(1− s̄)
k1cas̄ + k−(1 + s̄)

. (16)

The expression (16): a) satisfies the limiting condi-
tion cb → 0 at ca = 0; b) at bigca (k1ca À k−) is
consistent with (15). For intermediateca this is be-
lieved to be a plausible interpolation. So from (16)
the approximate expression for saturation function is
s ≡ Ya − Yb:
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s ' k1cas̄

(k1ca + k−)
·
[

k1ca + 2k−
k1ca + k−(1 + s̄)

]
(17)

From (16)-(17), substituting it into (14), we get the
expression for the complete flux through a mem-
brane. The flux at the external (r = b) layer equals

F = Fd + Ff '
' 4π

a

b

1
b− a

· cas̄ (k1ca + 2k−)× (18)
[

D

k1cas̄ + k−(1 + s̄)
+

+
DpKk1

(k1ca + k−)(k1ca + k−(1 + s̄))

]

and is schematically depicted on Fig.1 where the or-
dinary diffusion flux and facilitated one are shown as
functions ofca.

2 4 6 8 10
ca

5

10

15

20

25

F

d

f

Figure 1: Diffusion and reaction facilitated oxygen
flux as function ofca (arbitrary units).

It is interesting to note different character of two
fluxes from the latter formula and from Fig.1: at big
ca the diffusion flux grows linearly, but the flux com-
ponent due to selfconjugation with reaction tends to
a constant value. For both biological problem, and
for the problem of vacansion diffusion enhancement
this is clear intuitively: since the amount of carrier is
limited at big values ofca the substrate simply gets
saturated. As to the moderate or smallca the relation
of two fluxes is

Ff

Fd
=

DpKk1

Dk−
.

The value D À Dp (since D stands for ”fast
species”), but under conditionk1 À k− which is true
far from chemical equilibrium, and if it is the case,
the facilitated transport dominates over diffusion.

a b
r

0.15

0.2

0.3

0.5

0.7

1

1.5

2

c

c+cc

c

Figure 2: Space concentration of the free component
c(r) and total diffusion componentc(r) + cc(r) .

In the solid body physics the role of the reversible re-
action is undertaken by the process of reversible tran-
sitions of impurity atoms between interstitial and sub-
stitution positions. The process of this interchange
can be represented as the chemical reaction with va-
cancy:

I + V  S (19)

(I and S standing for interstitial and substitutional
impurities,V for vacancies). Thus vacansies can be
formally understood as ”impurity carriers” likeHb
complexes. Another mechanism is so called Watkins
mechanism which also involves the interchange of
fast and slow species, but by the intermittency of
eigen interstitial atoms of the matrix. It is known
(e.g., [2]) that such reversible reactions are crucial
for understanding the impurity redistribution in the
depth of a crystal. In order to handle analytically
the impurity profile, the authors of [2] used similar
assumptions of rapid chemical equilibrium establish-
ing compared to the ordinary diffusion. In conclusion
on Fig.2 we show the approximate solution for space
oxygen concentration in a spherical slab (between in-
nera and outerb boundary). Shown are both diffu-
sionc(r) component and the valuec+ cc, that is total
oxygen concentration.
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Abstract 
 

The review on authors’ works on the development of a model variant of an ideal associated solution 
dealing with complexes of various compound, size and shape is presented. The model was used for calculation for 
thermodynamic characteristics and the liquidus line location of systems with a stable compound in a solid phase of 
binary eutectic mixings. In all cases the model parameters were not adjusted but were estimated from melting 
temperatures of individual substances. The last works are devoted to research of influence of associates by arbitrary 
stoichiometry on equilibrium thermodynamic properties of liquid alloys. The application of the model for eutectic 
systems and systems having an unlimited miscibility in solid and liquid states near to a liquidus was considered. It is 
shown that, for small difference in the melting temperatures of components, different types of fusibility diagrams is 
possible: eutectic diagrams, cigar-shaped diagrams or diagrams with upper or lower azeotropic points. Peritectic 
transformations can appear when there is a large difference in the melting temperatures of the components. 
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1 Introduction 
 

There are many papers dedicated to the 
calculation of thermodynamic characteristics of 
binary alloys mixing in the frames of associated 
models [1-5]. Typically the model is applied to the 
systems having stable compound in solid state. 
Common theory of ideal associated solutions was 
developed for the associates with different 
compositions, sizes and shapes [1]. As the rule, 
the practical calculations are taking into account 
only those associates with minimum size and are 
ignoring the possibility of self-association. 
Though the theoretical analysis of the influence of 
self-association on thermodynamic functions of 
mixing behavior was carried out earlier [1, 6, 7], 
in practical calculations their influence is 
considered seldom [8, 9].  

We had suggested earlier [10, 11] the variant 
of the model of associated solutions allowing to 
take into account the presence of associates of 
different sizes and shapes in the liquid phase. The 
calculation of the associate's energy was reduced 
to pair interaction of the nearest neighbors. This 
consideration was limited also by taking into 

account only configurational contributions into the 
entropy. It was found out that for such associate of 
infinite size as crystal it is possible to derive the 
energy parameter of the model from melting 
temperature of stable compound. Moreover, we 
succeeded to extend the number of properties, 
which are typically calculated in associated 
models on the base of melting characteristics, 
including diagrams of melting [10-18]. It was 
shown also that the taking of self-association into 
consideration allows applying the given model to 
any system including the eutectic one. 

Successful use of self-associates for calculation 
of pure metals and simple eutectic properties 
allows to assume, that in multicomponent melts 
can exist also any stoichiometry associates. If such 
associates existence is supposed, than, it is 
obvious, that their influence first of all should 
have an effect in systems having unlimited 
solubility in solid and liquid states. However, for 
simple eutectic, as well as for systems with stable 
compounds in solid phase, the account of any 
stoichiometry associates, generally speaking, can 
have an effect on size of the calculated properties, 
as well as on qualitative picture of their behavior. 
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2 Theory  
 

Let's consider binary system AcB1-c, which 
components in a liquid phase form a solution with 
complete mutual dissolution. Let's present it as 
ideal solution of associates An (i), Bn (j) and AnBm 
(i, j, q), (n, m - number of the appropriate atoms in 
a complex, i, j and q - number of nearest 
neighbours pairs such as AA, BB and AB in a 
complex, accordingly). Accepting the energy of a 
complex as determined by the pair’s energy sum 
of nearest neighbours and limiting entropy only by 
configuration contributions, we obtain mole 
fractions of complexes related by following 
equations [19-20]: 
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Where 
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 - 

mole fractions of complexes An, i, B n, j, AnBm and 
of single atoms A1 and B1, accordingly, αA, αB 
and αAB – bond energy of nearest neighbours pairs 
AA, BB and AB taken with opposite sign, 
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,,
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equilibrium. 
Then the balance equations system for 

definition of single atoms concentration in 
solution has the following form: 
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The equations system solution (2) with the 

account of (1) allows finding mole fraction of 
single atoms in solution. Then it’s easy to 
calculate the thermodynamic characteristics of 
system and melting diagram (see, for example, [1-
3, 10-11, 18, 20-21]). 

For realization of calculations it’s  necessary to 
know energy parameters αA, αB and αAB, and also 
nearest neighbours pairs number of a various type 
in associates. The energy parameters αA, and αB 
can be estimated from pure components melting 
temperatures [14]. Then, as varied parameter 
remains only αAB. It is possible to calculate total 
number of pairs in associate in assumption, that 
the appropriate crystal local structure remains the 
in a liquid. For the preliminary analysis of 
opportunities of model it is possible to choose 
linear chain approximation for associate structure, 
as it was done in [14] for simple eutectic. Such 
simplification allows to carry out summation in 
(2) easily. Thus, as shows the analysis, which has 
been carried out in [17], the accuracy loss for the 
calculated properties does not exceed 10 %. 

 
3   Results 
 

Parameters αA, and αB were determined from 
melting temperatures of components, and 
parameter W = [αAB – 0.5(αA + αB)] was varied. 
As well as it was expected, the model allows to 
describe both positive, and negative deviations 
from ideality [19, 21]. Thus the negative 
deviations can be arbitrary large, and at the large 
positive W values behaviour of the mixture 
thermodynamic characteristics becomes same, as 
for systems with strong interaction of components. 
Other situation is observed at negative W values, 
i.e. when the formation of pairs such as AB is 
energetically unprofitable. The mixture enthalpy 
positive value growth takes place at small W 
values of is observed as long as the configuration 
entropy can compensate the energy loss. Mixture 
enthalpy begins to decrease at the further W 
values increase. Mixture entropy also passes 
through maximum, but at others, much smaller W 
values, while activity of components and mixture 
free energy change monotonously. Moreover, it 
has appeared, that the model allows to describe a 
situation, when mixture enthalpy is negative, and 
components activities deviations from the Raul 
law are the positive. It is an additional illustration 
of that circumstance, that the offered model, in 
spite of the fact that it contains only one varied 
parameter, such as interchange energy, is capable 
to explain much more various behaviour of 
properties, than other similar models. In 
difference, for example, from model of a regular 
solution, where the sign of all properties deviation 
from ideality is determined by energy parameter 
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sign, in the model, considered in present work, 
such unequivocal dependence is not present. The 
value of property is defined as result from the 
several contributions, say, of direct pair 
contribution to energy and indirect configuration 
contribution. Thus the result depends on energy 
parameter value, melt temperatures and 
component melting temperature. 

The case of the solution melting has been 
considered in [20]. As solid it is a regular solution 
with components having melting points at 700 and 
1000 K respectively. As liquid this system 
presents an ideal associated solution, consisting of 
associates of various dimensions with arbitrary 
stoichiometry. It has been supposed, that energy 
parameter wasn’t changing during melting, and so, 
there was only one model parameter to change. It 
has been shown in the model example that the 
type of an equilibrium diagram was depending on 
value and sign of the model parameter. There are 
4 possible types of equilibrium diagrams in this 
case, namely eutectic, “cigar”- type and azeotropic 
type diagrams with both upper and lower 
azeotropic points.  
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                  b 
 

Figure 1: Calculated (a) and experimental [22] (b) 
Cr-Mo phase diagram. 

In the case where the difference in the melting 
temperatures of components is rather high, the 
shape of phase diagram changes (for example, a 
strong increase in the “cigar” thickness is seen), 
and qualitatively new type of diagrams with 
peritectic equilibrium appears  [21]. In this case a 
diagram of eutectic type and diagram with the 
lower azeotropic point are absent. It is possible to 
show, that peritectic equilibrium can appear only 
when a rather large difference in the temperatures 
of components exists (TB/TA > 2.25). 

For demonstrating capabilities of the model the 
calculated phase diagram of Cr-Mo system with 
parameter W = -1300 J/mole is shown in a figure 
1. It has appeared rather similar to experimental 
one [22] in the region of a melting. The calculated 
values of an azeotropic point are caz = 0.236 and 
Taz = 2097 K, experimental values are caz = 0.125 
and Taz = 2093 K. 
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Abstract

Double-diffusive finger convection at high and low Rayleigh numbers has been investigated with the help of labora-
tory experiments and numerical simulations. It has been found that finger zone sandwiched between two mixed layers is
formed at high Rayleigh numbers only. Wide fingers are formed at low Rayleigh numbers which is consistent with the
theory. However, wide fingers are diffusion dominated rather than advection dominated. Finger systems at low Rayleigh
numbers, unlike high Rayleigh number systems, do not pass through quasi-equilibrium state but overturn completely dur-
ing the latter part of their evolution.

Keywords: Basics of diffusion; Heat and mass transfer; Salt fingers; Rayleigh number; Mixed layer

1 Introduction

In a fluid system containing two diffusing sub-
stances with different molecular diffusivities e.g. heat
and salt, instability can arise even if the overall strat-
ification of the system is stable. When warm salty
water overlies cool fresh water, the density is stably
stratified in temperature (T ) but unstably stratified in
salinity (S). If the stabilizing temperature gradient
(βT Tz) or difference (βT ∆T ) exceeds the destabiliz-
ing salt gradient (βSSz) or difference (βS∆S), the
convection takes the form of long, slender structures
called as ‘salt fingers’ (see Fig. 1b).

Laboratory experiments ( e.g. [1], [2], [3]) have
consistently shown that salt fingers do not grow in-
definitely but reach a finite amplitude sandwiched be-
tween two mixed layers from top and bottom. Salt
fingers plays a vital role in controlling heat and
salt fluxes in the ocean [4]. The common feature
between the observations in the laboratory and the
ocean is high Rayleigh number (RaT , defined latter).
Rayleigh numbers in laboratory are typically108

while those in ocean can go upto1010 [5].
Many theories have been put forward for the finite

amplitude finger convection e.g. collective instability
theory [6], richardson number constraint [7], thermo-
haline intrusions [8], negative density diffusion [9]

and flux ratio instability [10]. However, the scientific
consensus on the mechanism for arresting the growth
of salt fingers has not been reached [11].

 Cold and fresh

Warm and salty

ρ
2

1
ρ

(a)

Figure 1: (a) Cartoon of salt fingering instability.
Potential energy stored in the salinity field is

released by faster the diffusion of temperature. (b)
Thin fingers atRaT = 3.80× 1011 and

RaS = 1.80× 1011. Sugar solution is denoted by
lighter region and salt solution by darker region.
Note how horizontal convection swipes away the

ends of the fingers.

Interestingly, all these authors assumed thin and tall
finger configurations in their analysis. Width of fin-
gers varies asRa

−1/4
T [6] implying thin fingers at

highRaT . System behavior at lowRaT has not been
studied so far.

Table 3 show the ranges ofRaT covered in the
laboratory and the numerical experiments to study the
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Figure 2: Time sequence of photographs showing the evolution of concentration fields at lowRaT . Fingers
width are of the order of 1cm. 0.25% CMC used for enhancing the viscosity. Parameters of the fluid are

Pr = 350, RaT = 4.6× 107, RaS = 1.0× 107 andRρ = 4.61. The elapsed time of convection are (a) t =
15min (b) t = 22min and (c) t = 36min. Hot and sugary solution (top fluid) is denoted by lighter region and

cold and fresh CMC solution by darker region.

system behavior. We will report how fingers of dif-
ferent width vary at differentRaT . It is generally be-
lieved (e.g. [12], [13]) that density ratio (Rρ) which
defines the stability of the system, increases with time
as the finger system runs down, thus implying that the
system becomes more stable with time. We will show
through simulations under what condition this obser-
vation is true. Further, it also believed that thick fin-
gers, which forms at low Rayleigh numbers, are ad-
vection dominated and transports more heat and salt
fluxes across the layers.

The rest of the paper is organized as follows: In
section 2 we describe the experimental setup and fin-
ger structures. Numerical model is discussed in sec-
tion 3 followed by results in section 4. Finally we
conclude our findings in section 5.

2 Laboratory Experiments

We carried out a series of experiments to study
the effect of Rayleigh numbers on finger convection.
Experiments were performed in a transparent, 5mm
thick glass, and doubly insulated tank of inner dimen-
sions19cm× 19cm× 19cm. An air gap of 5mm was
provided with another tank enveloping the first one to
prevent the heat losses from the sides of the tank. We
conducted the experiments with heat-sugar system at
low Rayleigh number. Sodium carboxy-methyl cel-
lulose (CMC) was used for enhancing the fluid vis-
cosity. CMC solution was prepared by adding CMC
powder in distilled water. The advantage of using
CMC is that it enhances viscosity exponentially with
negligible effect on the density of the fluid. Viscosity
of the fluid was measured by falling ball viscome-
ter. Sodium fluorescent dye at a concentration of

1gm/lit was added to the sugary top solution which
allowed us to distinguish between the two fluids dur-
ing run down experiment. The evolution of the con-
vective structures was recorded using a 35mm high-
resolution camera. A 3mm thin sheet of light was
projected from one side of the tank by passing fo-
cused 250W slide projector light beam through a slit.

2.1 Finger structures at highRaT

Figure 1(b) show the finger structures in salt-
sugar system at high Rayleigh number. Thin and
slender fingers which evolve remain in the system for
many days. Heat-sugar or heat-salt systems at high
RaT show similar features. Intense convection in fin-
ger zone caused by the deposition of sugar anomaly
in the reservoir does not allow the fingers to grow
indefinitely. Fingers get sandwiched between the
mixed layers at the top and bottom boundaries. The
vertical T andS profiles under such finger configu-
ration measured by various researchers show mixed
layers and gradient zone. This typical observation
has been found by almost all researchers in labora-
tory and field experiments. Under what condition
such profiles will form has never been answered sat-
isfactorily.

2.2 Finger structures at lowRaT

Figure 2 shows the evolution of fingers at low
Rayleigh number. LowRaT was achieved by in-
creasing the fluid viscosity. Wide and tall fingers
evolve. There was no signature of large scale convec-
tion developing at the end of the finger zone which
was an important factor in limiting the finger lengths
at highRaT (see Fig. 1b). In many experiments con-
ducted at low Rayleigh numbers, it was observed that
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large-scale convection layers above and below the
fingering region get suppressed asRaT decreased.
This allows the fingers to penetrate deep into the
opposite reservoir and ultimately reach the system
boundaries (Fig. 2c). As the system runs down in
time, we observed complete overturning of the sys-
tem i.e. initial top fluid occupy the place of initial
bottom fluid and vice versa. There are many issues
related to high and lowRaT finger systems which
is difficult to observe or measure in laboratory ex-
periments. We will address some of the interesting
aspects of finger convection through numerical simu-
lation.

3 The numerical model

The conservation equations for two-dimensional
salt fingers were non-dimensionalised using the fol-
lowing scaling: the depth of the total layer heightH
is chosen as the characteristic length, velocity (u, w),
pressure (p), salinity (S) and temperature (T ) are
nondimesionalised respectively asu = u∗/(kT /H);
w = w∗/(kT /H); p = p∗/(k2

T ρ0/H2); T ∗ = (T −
TB)/∆T ; S∗ = (S − SB)/∆S; t∗ = t/(H2/kT );
respectively.TB is the temperature of bottom layer.
∆T & ∆S are respectively temperature and salinity
difference between top and bottom layers. The result-
ing equations in non-dimensional form are:

∂u

∂x
+

∂w

∂z
= 0, (1)

∂u

∂t
+u

∂u

∂x
+v

∂u

∂z
= −∂p

∂x
+Pr

(
∂2u

∂x2
+

∂2u

∂z2

)
(2)

∂w

∂t
+u

∂w

∂x
+w

∂w

∂z
= −∂p

∂z
+Pr

(
∂2w

∂x2
+

∂2w

∂z2

)
...

+RaT Pr T −RaSPr S (3)

∂T

∂t
+ u

∂T

∂x
+ w

∂T

∂z
=

(
∂2T

∂x2
+

∂2T

∂z2

)
(4)

∂S

∂t
+ u

∂S

∂x
+ w

∂S

∂z
=

Pr

Sc

(
∂2S

∂x2
+

∂2S

∂z2

)
(5)

The important dimensionless governing parame-
ters emerges from the above equations are thermal
Rayleigh numberRaT = gβT ∆TH3/νkS , Prandtl
numberPr = ν/kT and Schmidt numberSc =
ν/kS . Note that the definition ofRaT and RaS

is such that their ratio producesRρ i.e. Rρ =

RaT /RaS . Rρ called as density stability ratio, de-
fines the disequilibrium of the system. In a double-
diffusive convection the density is a function of both
temperature and salinity, i.e.ρ = ρ0(1 − βT ∆T +
βS∆S) where ρ0 denotes the density of the fluid
at room temperature. In the above equations, the
Boussinesq approximation has been applied andβT

andβS are defined asβT = − 1
ρ0

[
∂ρ
∂T

]
p,S

, βS =

− 1
ρ0

[
∂ρ
∂S

]
p,T

The equations were solved numerically

using finite difference formulation, SIMPLER algo-
rithm given by [14], along with Alternate Direc-
tion Implicit (ADI). The solutions were obtained by
marching in time.

Since neither heat nor mass is allowed to cross
the system boundaries, adiabatic and no mass flux
boundary conditions was applied. Slip condition for
the vertical velocity was imposed on the side walls.
Initial condition for T andS was given a step pro-
file similar to two layer laboratory experiments i.e.
[T, S] = [0, 0] for z ∈ [0, 0.5] and[T, S] = [1, 1] for
z ∈ (0.5, 1].

4 Results from numerical simulation

Figure 3 demonstrate the evolution of fingers at
high and low Rayleigh numbers. The notable fea-
tures are (i) thin and slender fingers are evolved at
high RaT compared to tall and wide fingers at low
RaT and (ii) mixed layers are formed above and be-
low the fingering zone are highRaT , thus limiting the
finger lengths. No such features are observed at low
RaT (Fig. 3b). This is similar to what was observed
in laboratory experiments (see Fig. 1b & 2).

Figure 4 compares the horizontally averaged
mean profiles ofT and S (or < S >H ) at high
Rayleigh number corresponding to the salinity field
shown in Fig. 3(a). Because of the mixed layers for-
mation at highRaT , mean value of̄S → 0.5 in the
region ofY = [0, 0.2] & Y = [0.8, 1] while rest of
the region is isohaline. This is a king of typical profile
which is most often observed in laboratory measure-
ments. MeanT profile is reminiscent of a stable sys-
tem in which the stabilizing anomaly diffuse laterally
so that less of it is advected vertically by fingers.

Simulation at low Rayleigh numbers reveals in-
teresting observations. Figure 5 shows the meanT
andS profiles atRaT = 7 × 104. Salinity field is
advection dominated while temperature field is dif-
fusion dominated. Strong thermal diffusion lead to
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Table 1: Ranges ofRaT used in the laboratory experiments and simulation. Values ofPr, Sc andτ used are
respectively 7, 700 and 100 in all the cases, corresponding to heat-salt system.

RaT (lab)→ 3.8× 1011 ... to→ ... ... 1× 105

RaT (sim)→ 3.3× 109 7× 107 7× 106 7× 105 7× 104 7× 103

the establishment of linear temperature profile while
meanS profile is clearly a manifestation of advec-
tion dominated system in which the salt is carried
along with the fingers with little diffusion at the finger
boundaries.

Figure 3: Evolution of concentration fields at high
and low Rayleigh numbers (a)RaT = 3.3× 109,

time t = 38m and (b)RaT = 7× 106, t = 57m 30s.
Note the formation of large-scale convection layers

above and below the fingering regions in (a).

Strong thermal diffusion at low Rayleigh num-
bers as observed above alter many local parameters
of the system e.g. buoyancy ratio (Rρ), one of the
important parameter which controls the stability of
the system. Figure 6 demonstrate the variation of lo-
cal Rρ with time at low and highRaT . When there
is no convection (or instability) at the interface, dif-
fusion dominates. During the diffusion period, local
value ofRρ drops below the initial value.Rρ defined
as: Rρ = βT ∆T/βS∆S. Because of the significant
thermal diffusion,∆T across the layers decreases at
a faster rate compared to∆S (see mean profiles in
Fig. 5) and hence,Rρ decreases locally.

How far will Rρ drop below the initial value
mainly depends upon the time during which the ther-
mal diffusion dominates in the system. At highRaT ,
dominance of thermal diffusion lasts for less than a
minute only (see Fig. 6a) while at lowRaT it stretch
upto more than 4.5 hours (Fig. 6b).

0 0.2 0.4 0.6 0.8 1
0
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0.2
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<T>
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<S>
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Figure 4: Vertical profiles of mean temperature and
salinity at high Rayleigh number,RaT = 3.3× 109

corresponding to salinity field shown in Fig. 3a.

Figure 5: MeanT̄ andS̄ profiles at low Rayleigh
number,RaT = 7× 104, Rρ = 6 and time
t = 5h33min. Shown in the inset are the

correspondingT andS fields. Strong diffusion
effect is clearly visible inT field making the mean̄T

profile nearly vertical.

The consequence of this is that hardly 3% decrease
in the initial value ofRρ was observed at highRaT
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Figure 6: Local density stability ratio (Rρ) as a function of time at high and low Rayleigh numbers (see
legend). InitialRρ = 6. Note the time scales for both the cases during which the diffusion dominates at the

interface. Diffusion results in the decrease ofRρ below the initial value.

while it is around 70% at lowRaT . This clearly in-
dicate that finger systems at low Rayleigh numbers
are diffusion dominated, contrary to the popular be-
lief that wide fingers (i.e. at lowRaT ) are advection
dominated which transports heat and salt across the
layers at the same rate.

Value ofRρ starts increasing after certain period
of time, the time after which advection of salinity at
the interface has began to overcome the effect of ther-
mal diffusion. In short, it is the initial diffusion of
temperature that allows the stored potential energy
in the salinity field to be released and the convec-
tion takes the form of salt fingers. What happens to
the finger structures when the initial diffusion time is
long as in Fig. 6(b)? The ramification of diffusion
dominated finger system at lowRaT is demonstrated
in the Fig. 7. It is evident that system has overturned
(Fig. 7b).

4.1 Why does the finger system overturn at low
Rayleigh number?

Salt finger convection rely on the faster diffusion
of temperature which enables the unstably stratified
salinity to release its potential energy. How potential
energy will be released mainly depends upon two fac-
tors (i) finger width orRaT and (ii) initial diffusion
period. Thin fingers evolve at highRaT and wide
fingers at lowRaT for any value ofRρ. Further, we
recall that fingers at lowRaT fall near stable zone
[15] which means that the onset of convection will be
delayed and the system will be dominated by thermal
diffusion (e.g. see Fig. 6b). Significant thermal diffu-

sion for a longer period will make the whole system
nearly isothermal and thus making the system sus-
ceptible to overturning. Further, at lowRaT , wide
fingers carry bulk of the salt anomaly with them (see
Fig. 7a) making themselves more gravitationally un-
stable the consequence of which would lead the sys-
tem to the final finger configuration as depicted in
Fig. 7(b) i.e. complete overturning.

On the other hand, at highRaT , initial diffusion
period is very small (Fig. 6a) and this is sufficient to
trigger the instability. Thin fingers soon short-circuits
the thermal anomaly between the upgoing and down-
going fingers resulting in the reorganization of sta-
ble thermal stratification (see Fig. 4). This regulates
the releases the salt anomaly and the system passes
through quasi-equilibrium state.Rρ increases with
time making the system more stable. No overturning
of the system happens at highRaT , neither in labo-
ratory experiments nor in numerical simulation.

5 Conclusions

Double-diffusive salt finger convection at high
and low Rayleigh numbers was studied with the help
of laboratory experiments and numerical simulations.
Our results show that (i) fingers sandwiched between
mixed layers from above and below forms at high
Rayleigh numbers only (ii) finger systems at lowRaT

or wide fingers are diffusion dominated contrary to
the notion that wide fingers are advection dominated
which transports both heat and salt anomalies at a
faster rates and (iii) all lowRaT systems are vulner-
able to overturning.
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Figure 7: Evolution in time of salt fingers showing salinity fields at lowRaT = 7× 104 and initialRρ = 1.5.
The elapsed time of convection is (a) t = 1h 30m and (b) 2h 15m. Note that wide fingers evove in (a) and the

system completely overturns during the latter part of the evolution in (b).
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Abstract

The time dependent compressible and incompressible Navier-Stokes equations written in velocity-vorticity formula-
tion are solved by the Boundary Element Method. The method isused to solve buoyancy driven flow in an 1:4 differentially
heated enclosure under large temperature gradients. The ideal gas law is used and viscosity is given by the Sutherland
law. Unsteady phenomena that occur at high Rayleigh number value (Ra > 106) are extensively studied and presented in
the paper.
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1 Introduction

The discussion is focused to the study of a buoy-
ancy driven air flow circumstances within a differen-
tially heated enclosures subjected to extremely high
temperature gradients [5]. The prevailing approaches
to consider the natural convection in closed cavities
are based on presuming the fluid is incompressible
and viscous [3], [2]. Such an easy rheological model
for the fluid flow is suitable for modelling of slow
flows, or the flows with small pressure and temper-
ature gradients or no chemical reaction, and there-
fore the velocity does not depend on the mass density.
Pressure in the incompressible fluid flow model is not
a thermodynamic state variable, but simply a force in
the linear momentum balance equation.

The unsteadiness of natural convection flow are con-
sidered in an enclosure of aspect ratioA = H/W =
4, with heightH and widthW . It has been reported
by [6] that for the Rayleigh number values less than
Ra = 105 the steady state flow behavior is assumed
and simulated, while for the Rayleigh number values
greater thanRa = 105 the transition to unsteadiness
is studied with numerical simulation. In the case of
constant material properties, the transition takes place
through a Hoph bifurcation with a critical Rayleigh
number values of3.2 · 105 < Rac < 3.4 · 105, for
a calculation performed on a128 × 256 finite vol-
ume mesh [4]. Chaotic transient flow regimes occur

for a long time until the periodic or steady-state flow
regime sets in.
The velocity-vorticity formulation for the incom-
pressible Navier-Stokes equations preserves distinct
advantages over primitive velocity-pressure formu-
lations. In the velocity-vorticity formulation of the
time dependent dynamical set of equations the flow
computation is partitioned into kinematic, kinetic
and pressure computation aspects. The kinematics
is given with the Poisson velocity vector equation,
while the kinetics is represented with the vorticity
transport equation. The evaluation of pressure field
function is governed with Poisson scalar pressure
equation. The accurate prediction of boundary vor-
ticity values is given by the integral equation which
conserve the vorticity field function globally [1], [7].

2 Conservation equations

2.1 Incompressible fluid model

The analytical description of the motion of a con-
tinuous viscous incompressible media is based on the
conservation of mass, momentum and energy with as-
sociated rheological models and equations of state.
The present development is focused on the lami-
nar flow of incompressible isotropic fluid in a two-
dimensional solution regionΩ bounded by boundary
Γ. The field functions of interest are velocity vec-

691



Int. Conf. DSL-2005, Portugal

tor field~v (~r, t), scalar temperature fieldT (~r, t) and
the vector vorticity field~ω (~r, t), so that the mass,
momentum and energy equations are given in non-
dimensional form by

∇2~v + ~∇× ~ω = 0, (1)
∂ω

∂t
+ (~v · ~∇)ω = Pr∇2ω + PrRa~∇× T

~g

|~g|
, (2)

∂T

∂t
+ (~v · ~∇)T = ∇2T, (3)

wherePr is the Prandtl number, i.e. the ratio between
viscosity and diffusivity of the fluid. In our calcula-
tions the Prandtl number value was set toPr = 0.71.
The Rayleigh numberRa is proportional to the ther-
mal volume expansion coefficient, characterizing the
Boussinesque approximation of the buoyancy force.
The time derivatives were approximated with a sec-
ond order three point formula∂u

∂t
≈ 3

2∆t
un+1 −

4
2∆t

un + 1
2∆t

un−1, whereu are temperature and vor-
ticity at the next time step (n + 1), present time step
(n) and previous time step (n − 1).

2.2 Compressible fluid model

Differential description of the kinematic aspect of
viscous compressible fluid motion can be expressed
by the continuity equation written for the local ex-
pansion rateD

D = ~∇ · ~v = −
1

ρ

(
∂ρ

∂t
+ (~v · ~∇)ρ

)
(4)

The kinematics deals with the relationship between
the velocity filed at any given instant of time, the vor-
ticity and mass density fields at the same time instant.
By applying the curl operator to the vorticity defini-
tion one obtains the following elliptic Poisson equa-
tion for the velocity vector

∇2~v + ~∇× ~ω − ~∇D = 0 (5)

The kinetic aspect of the fluid motion is governed by
the vorticity transport equation describing the redis-
tribution of the vorticity in the fluid domain:

D~ω

Dt
= νo∇

2~ω+(~ω·~∇)~v−~ωD+
1

ρo

~∇×ρ~g+
1

ρo

~∇×~fm,

(6)
where ~fm is the pseudo body force term. The heat
transport equation is

DT

Dt
= α0∇

2T +
Sm

c0

, (7)

whereSm is the pseudo heat source term. See [8] for
the detailed derivation of the above equations.
For a compressible fluid motion the Rayleigh number
is defined as

Ra = Pr
g ρ2

o(Th − Tc) W 3

Toη2
o

, (8)

where Pr is the characteristic non-dimensional
Prandtl number, e.g.Pr = 0.71 for air, W is the
width of the cavity,Th andTc are the hot and the cold
wall temperatures respectively,To is a reference tem-
perature defined asTo = (Th − Tc)/2, po is a refer-
ence pressure andρo(To, po) is a corresponding refer-
ence mass density. In our case we chooseTo = 600K
andpo = 101325Pa. The temperature difference can
be represented by a non-dimensional parameterε, de-
fined as

ε =
Th − Tc

2To
. (9)

The heat transfer through the wall is represented by a
local and an average Nusselt number,Nu(y) andN̄u
respectively, defined as

Nu(y) =
α(y)W

ko
=

W

ko(Th − Tc)
k(T )

∂T

∂x
|w,

(10)

N̄u =
1

L

∫ L

0

Nu(y) dy, (11)

wherek(T ) is temperature dependent heat conduc-
tivity and ko = k(To). In the performed test cases
the Pr number value is assumed to remain constant
(0.71), the temperature dependence of the viscosity
is given by the Sutherland’s model

η(T )

η∗
=

(
T

T ∗

) 3

2 T ∗ + S

T + S
, (12)

and the heat conductivity is expressed as

k(T ) =
η(T )cp

Pr
(13)

with T ∗ = 273K, S = 110.5K, η∗ = 1.68 ·
10−5kg/m/s, cp = κR/(κ − 1), κ = 1.4 and
R = 287.0 J/kgK. The influence of tempera-
ture oncp is neglected. The parameters defining the
problem areη(η∗, S, T ∗), R, κ, k, To, po, ε, W and~g.
The independent dimensionless parameters appear-
ing in the problem areε, κ, Pr, Ra, s/T ∗, To/T ∗ and
ρo = po/RTo. The problem is completely defined by
the Ra number value, the value ofε, a reference state
po andTo and initial conditions, e.g.T (x, y) = To,
p(x, y) = po and~v(x, y) = 0.
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3 Numerical solution using the Boundary Ele-
ment Method

The unique property and advantage of the bound-
ary element method originates from the application of
the Green fundamental solutions as particular weight-
ing functions. Since the fundamental solutions only
consider the linear transport phenomenon, an appro-
priate selection of a linear differential operator is of
main importance in establishing a stable and accurate
singular integral representation corresponding to the
original differential conservation equation.
The non-linear character of the equations requires an
iterative procedure for solving the coupled kinemat-
ics equation 1, vorticity transport equation 2 and the
energy transport equation 3.

3.1 Solution algorithm

The solution algorithm can be described as follows:

1. Choose initial vorticity (ω0) and velocity (~v0)
field, set initial time levelτ = 0, set initial
nonlinear iteration leveli = 0.

2. Time loop,τ := τ + 1.

3. Nonlinear iteration loop,i := i + 1.

4. Flow kinematics:

(a) Solve equations (1) for boundary vortici-
ties using internal vorticities from previ-
ous nonlinear iteration step using BEM.

(b) Use explicit BEM calculation for domain
velocities.

5. Flow kinetics; energy equation:

(a) Solve energy equation (3) for domain
and boundary temperatures according to
known boundary conditions.

6. Flow kinetics; vorticity transport:

(a) Solve vorticity transport equation (2) for
domain vorticities, using the new veloc-
ity field and use boundary vorticities from
kinematics as boundary conditions.

(b) Use under-relaxation0 < φ ≤ 1 for
computing new domain vorticity values
ωi+1 := φωi+1 + (1 − φ)ωi.

7. Check convergence:

(a) Compute error = ||ωi+1 −
ωi||2/||ωi+1||2 and compute new under-
relaxationφ.

(b) If error is greater then predefinedε go to
step 3.

8. Finishing time loop:

(a) Store time step valuesωτ = ωi+1, ~vτ =
~vi+1.

(b) If time stepτ is less than maximum num-
ber of time stepsNT go to step 2.

9. End of computation.

3.2 Solution of the kinematics equations by BEM

Incompressible fluid modelThe singular boundary
integral representation for the velocity vector can be
formulated by using the Green theorems for scalar
functions, or weighting residuals technique, render-
ing the following vector integral formulation

c(ξ)~v(ξ) +

∫

Γ

~v
∂u?

∂n
dΓ =

∫

Γ

∂~v

∂n
u?dΓ +

+

∫

Ω

~∇× ~ωu?dΩ, (14)

with u? the elliptic Laplace fundamental solution.
Numerical solution to this equation does not neces-
sarily assure mass conservation, as discussed in [7].
In order to ensure mass conservation, the equation
must be reformulated, seěSkergetet al. [7], to give
the final integral representation for the plane case as

c(ξ)vi(ξ) +

∫

Γ

vi
∂u?

∂n
dΓ =

∫

Γ

vj
∂u?

∂t
dΓ −

−eij

∫

Ω

ω
∂u?

∂xj
dΩ. (15)

Discretisation of this equation by means of boundary
elements and internal cells is described in [7].

Compressible fluid model. The following form of
the integral representation for the kinematics (5) is
obtained by making use of the boundary element
method [8]:
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c (ξ)~v (ξ, tF ) +

∫

Γ

~vQ?dΓ =

∫

Γ

∂~v

∂n
U?dΓ −

−

∫

Γ

~ω × ~nU?dΓ +

∫

Ω

~ω × ~Q?dΩ −

−

∫

Γ

D~nU?dΓ +

∫

Ω

D ~Q?dΩ +

∫

Ω

~vF−1u
?
F−1dΩ, (16)

After the solution of the boundary velocities was ob-
tained by BEM, we can calculate the domain veloci-
ties by means of explicit matrix vector products.

3.3 Solution of the kinetics equations by BEM

Incompressible fluid model Deriving integral rep-
resentations of the vorticity transport equation (2)
and heat transport equation (3), one has to consider
the parabolic diffusion-convection character of the
transport equation. The final integral statements are
(Škerget et al. [7]):

c(ξ)ω(ξ, tF ) + ν

∫

Γ

∫ tF

tF−1

ω
∂u?

∂n
dtdΓ =

ν

∫

Γ

∫ tF

tF−1

∂ω

∂n
u?dtdΓ −

∫

Γ

∫ tF

tF−1

ωvnu?dtdΓ

+

∫

Ω

∫ tF

tF−1

ωvj
∂u?

∂xj
dtdΩ +

eij

∫

Γ

∫ tF

tF−1

nigjFBu? dtdΓ

−eij

∫

Ω

∫ tF

tF−1

gjFB
∂u?

∂xi
dtdΩ +

∫

Ω

ωF−1u
?
F−1dΩ (17)

for the vorticity transport equation (2) and

c(ξ)T (ξ, tF ) + a

∫

Γ

∫ tF

tF−1

T
∂u?

∂n
dt dΓ =

a

∫

Γ

∫ tF

tF−1

∂T

∂n
u? dt dΓ −

∫

Γ

∫ tF

tF−1

Tvnu?dtdΓ

+

∫

Ω

∫ tF

tF−1

Tvj
∂u?

∂xj
dtdΩ +

∫

Ω

TF−1u
?
F−1dΩ, (18)

for the heat transport equation (3). In equations (17)
and (18) theu? is the parabolic diffusion fundamental
solution and∆t = tF − tF−1 the corresponding time
increment.
Compressible fluid model. The vorticity transport

equation (6) is rewritten in the integral form:

c (ξ) ω (ξ, tF ) +

∫

Γ

ωQ?dΓ =

=
1

ηo

∫

Γ

(
ηo

∂ω

∂n
− ρovnω + ρgt + fm

t

)
U?dΓ +

+
1

ηo

∫

Ω

(ρovjω + ρeijgi + eijf
m
i )Q?

jdΩ +

+

∫

Ω

ωF−1u
?
F−1dΩ, (19)

wherevn, gt and fm
t are the normal velocity, and

the tangential gravity and nonlinear material source
components, respectively, e.g.vn = ~v · ~n, gt =
~g · ~t = −eijginj andfm

t = ~fm · ~t = −eijf
m
i nj .

The boundary integrals describe the total vorticity
flux on the boundary, due to molecular diffusion, con-
vection, and vorticity generation by a tangential force
and source terms. The first domain integral gives the
influence of force and natural convection, and nonlin-
ear material behavior, while the last domain integral
is due to initial vorticity distribution effect on the de-
velopment of the vorticity field in subsequent time
interval.
The integral form of the heat transport equation (7)
is:

c (ξ)T (ξ, tF ) +

∫

Γ

TQ?dΓ =

=
1

ko

∫

Γ

(
k
∂T

∂n
− cvnT

)
U?dΓ −

−
1

ko

∫

Ω

(
k̃

∂T

∂xj
− cvjT

)
Q?

jdΩ +

+
1

ko

∫

Ω

(
Tvj

∂c

∂xj
+ cTD − c̃

∂T

∂t

)
U?dΩ +

+
1

ko

∫

Ω

(Φ + S) U?dΩ +

∫

Ω

TF−1u
?
F−1dΩ. (20)

The boundary integrals describe the total heat flux on
the boundary, due to molecular diffusion and con-
vection. The first domain integral gives the influ-
ence of the convection and the nonlinear diffusion
flux, the second domain integral includes the non-
linear material effects, the third domain integral de-
scribes the Rayleigh dissipation and heat source term
effects, while the last one is due to the initial tem-
perature distribution effect on the development of the
temperature field in subsequent time interval.
Further details of the Boundary Element Method ap-
plied to the vorticity - velocity formulation of Navier
- Stokes equations can be found in [7] and [8].
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4 Unsteady natural convection in an enclosed
cavity

4.1 Incompressible fluid model

The numerical example investigated in this paper
is the onset of unstable unsteady flow regime at high
Rayleigh number values. The cavity width to height
ratio is 1 : 4. The left side of the cavity is heated
and kept constant atTh = 1/2, while the right side
is cooled atTc = 1/2. The bottom and top walls are
adiabatic. The cavity was meshed with a structured
mesh of 20x40 nine node Lagrange cells. The total
number of nodes is 3321. The boundary conditions
and the mesh are presented in Figure 1.

-

6

x

y

0

H

W

∂T/∂n = 0

∂T/∂n = 0

Th Tc

?

~g

(To, ρo)

Figure 1: Presentation of the boundary conditions
and of the 20x40 mesh.

The time step used in the calculation was∆t =
10−4s. First we have investigated the phenomena
at Rayleigh number valueRa = 106. After a quite
long transition period, the flow becomes steady at this
Rayleigh number. The temperature isolines, vorticity
isolines and velocity vectors for steady state are pre-
sented in Figure 2.

Figure 2: Temperature isolines (-0.45..0.45),
vorticity isolines (-5000..5000) and velocity vectors

in the steady solution atRa = 106.

We can see that the boundary layer thickness is al-
ready very small. To characterize the transition pe-
riod, we are showing the time dependance of the Nus-
selt number in Figure 3. We can observe that the Nus-
selt number value at steady state is 6.86. Table 1 sum-
marizes Nusselt number values for Rayleigh number
values formRa = 103 to Ra = 107 Figure 4 shows
temperature vs. time graph for node 701 (see coordi-
nates in Table 2).

Table 1: Average Nusselt number̄Nu values for
different Rayleigh number values for incompressible

fluid model.
Ra 103 104 105 106 107

Nu 1.112 2.112 3.873 6.86 12.323 ± 0.038
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Figure 3: Time dependance of the NusseltNu
number value forRa = 106.
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Figure 4: Temperature variations forRa = 106.

True unsteady phenomena were observed at Rayleigh
number valueRa = 107. After a transition period
vortices are forming in the boundary layer and are
transported up along the hot wall and down along
the cold wall. Figure 5 shows temperature isolines at
t = 0.0700, 0.0705, 0.0710. Node the vortices form-
ing at upper right and lover right and upper left corner
of the cavity.

Figure 5: Temperature isolines (-0.45..0.45) at
Ra = 107 andt = 0.0700, 0.0705, 0.0710.

Figure 6 shows vorticity isolines att =
0.0700, 0.0705, 0.0710, while Figure 7 shows veloc-
ity vectors at the same time instant. The time instants
were chosen in such manner to show the formation
and convective transport of small vortices forming at
lover right and upper left corner of the cavity.

Figure 6: Vorticityωz isolines (-5000..5000) at
Ra = 107 andt = 0.0700, 0.0705, 0.0710.
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Figure 7: Velocity vectors atRa = 107 and
t = 0.0700, 0.0705, 0.0710.

In order to show the unsteady behavior of the flow
we chose three nodes in the cavity (see coordinates
in Table 2), where we present the time dependance of
the temperature in Figure 8. The time dependance of
the Nusselt number value forRa = 107 is presented
in Figure 9. We can readily observe oscillations in
temperature as well in the Nusselt number value.
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T
em
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ra
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re

0.01 0.02 0.03 0.04 0.05 0.06 0.07
0.1

0.2

0.3

0.4

0.5

node 306
node 464
node 701

Figure 8: Temperature oscillations forRa = 107.

Table 2: Node coordinates.
node x y

node 306 0.01135 3.59638
node 464 0.03595 3.59638
node 701 0.08011 3.59638

time [s]

N
u

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
12

12.2

12.4

12.6

12.8

13

Figure 9: Time dependance of the NusseltNu
number value forRa = 107.

4.2 Compressible fluid model

The computations of compressible natural convection
in a 1:4 enclosure were performed forRa = 103,
Ra = 104, Ra = 105, with temperature difference
parameterε = 0.6, a result of imposedTh = 960K
andTc = 240K. The boundary conditions and mesh
are presented in Figure 1.
Due to an increased nonlinearity of the compress-
ible fluid flow model as opposed to the incompress-
ible model, we were unable to make calculations for
Rayleigh number value higher than105, and hence
were unable to detect unstable chaotic behavior with
the compressible fluid model. We believe that the rea-
son for divergence of the model for higher Rayleigh
number values is the low computational mesh den-
sity. In future, these simulations will be repeated on a
finer mesh, resulting with no doubt in a chaotic flow
regime.
Flow reached steady state at all Rayleigh number val-
ues simulatedRa = 103, Ra = 104, Ra = 105.
The average Nusselt number values for compressible
fluid model are presented in Table 3. Figures 10 and
11 show steady state temperature and velocity fields
respectively.

Table 3: Average Nusselt number̄Nu values for
different Rayleigh number values for compressible

fluid model.
Ra 103 104 105

Nu 1.140 2.103 3.880
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Figure 10: Temperature isolines, compressible flow:
steady state results forRa = 103, 104, 105, left to

right.

Figure 11: Velocity field, compressible flow: steady
state results forRa = 103, 104, 105, left to right.

5 Conclusions

We have shown that the flow in a differentially
heated1 : 4 enclosure becomes unsteady at high
Rayleigh number values (Ra ≥ 107). Vortices are
formed in the boundary layer and transported by con-
vection up along the hot wall and down along the
cold wall. The observed behavior is not oscillatory
but chaotic, which can be observed from the time
dependance of the Nusselt number value. Other re-
searchers [6], [4] reported the onset of chaotic regime

at a lower Rayleigh number valueRa ≈ 105 working
with higher density meshes.
Due to low mesh density we were not able to simu-
late compressible fluid flow at Rayleigh number value
larger thanRa ≥ 105. Although proof of chaotic
compressible fluid behavior in and1 : 4 encloser will
require additional computations on finer meshes, we
are sure of its existence.
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Abstract 
 

This paper comments the possible effect of the phase transition in grain boundary with formation of 2D 
grain boundary (segregation) phase on the effective coefficient of grain boundary diffusion. 
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1  Introduction 
 

The solute in a solid solution with restricted 
solubility can “choose” between three 
possibilities: to stay inside a solution (in a grain), 
to move to a grain boundary (GB) and segregate 
in it, or, a solubility in grain to be reached, to form 
the nearest (by composition) bulk phase in grain 
(chemical compound, other solid solution, pure 
component). GB segregation strongly influences 
on GB diffusion and diffusion related phenomena 
Ref. [1]. 

Recently Ref. [2] it was supposed that in the 
case of preferential attractive interaction between 
solute atoms, above critical value of solute 
concentration in grain, the phase transition in GB 
from one solid solution to the other, nearly 
saturated solution, occurs. This transition is 
accompanied by the gap in adsorption isotherm, 
the change of the slope (dγ/μ2) in the GB tension 
(γ) isotherm (μ2 is a solute chemical potencial) and 
the formation of the new 2D grain boundary 
(segregation) phase (GBP). 

Many approaches relevant to the nature of 
GBP were considered. The main idea Ref. [3] was 
that the nucleuses of this phase have atomic 
configuration, electronic structure and chemical 
bonds Ref. [4-11] which are very similar to the 
phase in grain. 

This paper comments the possible effect of 
such phase transition on GB diffusivity. 

 
 
 
 

2 Grain boundary adsorption isotherm 
 
McLean’s isotherm Ref. [12] is used 

commonly for grain boundary adsorption 
(segregation) description in ideal solutions, both 
in grain and in GB. It takes form 

bXX
bX

X
X

b

b

+−
=

10     (1) 

where Xb and X are atomic fractions of solute 
in GB and in grain, 0

bX  is a saturation value of 
Xb, or atomic fraction of available sites in GB, and 
b is enrichment coefficient which has a physical 
meaning of a solute segregation equilibrium 
constant. For a dilute solutions: 

bX
bX

X
X

b

b

+
=

10      (2) 

Obviously 0
bX  ≤ 1. 

Xb(X) dependence in accordance with (2) is 
shown in Fig.1. It is clearly seen that at b >> 1, Xb 
reaches the saturation value 0

bX  long before X 
attains the solubility X0.  

Let us now take into account that B atoms in 
GB interact with A atoms. In zeroth-order 
quasichemical approximation (or regular solution 
model) this interaction may be characterized by a 
constant heat of mixion (E), which includes 
binding energy between pairs of nearest neighbor 
atoms, according to Fowler-Guggenheim isotherm 
Ref. [13] 
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)exp(1
)exp(
γθ

γθθ
bX

bX
+

=    (3) 

were γ = E / RT, T is temperature and R is a 
gas constant. In Eq. (3) it was supposed that a heat 
of adsorption is proportional to the coverage θ. 

 
Figure 1: Dependence of solute GB atomic 

fraction (Xb) on atomic fraction in grain (X) for 
different b. X0 is a solubility in grain; 0

bX  is a 
saturation value of Xb. 

 
Now we would try to join two assumptions: 

the first one – about the interaction between the 
adsorbate and adsorbent atoms (Fowler) and 
second – about the limited number of available for 
adsorption sites in GB ( 0

bX  ≤ 1; McLean). The 
new hybrid isotherm for regular solution in GB 
and dilute ideal solution in grain is as follows 

)exp(1
)exp(

0
0 γθ

γθ
θ
θ

bX
bX

X
X

b

b

+
==    (4) 

where 0θ  is a coverage, corresponding to a 
saturation. 

 
Figure 2: Xb(X) dependence according to 

adsorption isotherm Eq. (4). 

 
It is well known that at γ > 2, i.e. in the case 

of preferential attractive interaction between 
solute atoms, one can see a gap in the X(Xb) 
dependence which is shown schematically in Fig. 
2. Position of the extrema in X(Xb) curve depends 
only on γ 

)/211(2/1)/()/( 2,1
0

2,10 γθθ −±== bb XX  (5) 
Unlike, the value of the extrema depends both 

on b and γ: 

)1(
)exp(

1,2

1,21,2*
2,1 θ

γθθ
−

−
=

b
X   (6) 

As an example, Eq. (6) gives at γ = 5 and b = 
10, *

1X = 0.007, *
2X = 0.01, Xb1 / 0

bX  = 0.72 and 

Xb2 / 0
bX  = 0.28; at γ = 6 and b = 100, *

1X = 

0.0003, *
2X = 0.0007,  Xb1 / 0

bX  = 0.79 and Xb2 

/ 0
bX  = 0.21. 
Let us call your attention to the fact that a gap 

in the X(Xb) dependence occurs at a very small 
values of X. Hence usually we deal with a second, 
ascending branch of a curve in Fig. 2, following a 
gap. 

As solute content in alloy increases, the 
nucleuses of GB phase form. At the same time 
solute concentration in GB X2 = *

2X  = const and 
solute concentration in GB solution Xb reaches its 
saturation value ( *

bX ) and remains constant. The 
composition of GB phase is also constant and 
close to the composition of the phase in grain Xp 
but its value increases to the certain extent. Hence, 
during this transformation three phases coexist 
with constant compositions: solid solution in grain 
( *

2X ), solid solution in GB ( *
bX ; possibly *

bX  is 

closed to 0
bX ; the fraction of GB area, occupied 

by solid solution, decreases during transformation) 
and GB phase (XGBP; possibly XGBP is closed to Xp, 
the fraction (α) of GB area, occupied by GB 
phase, increases tending to the limit α0). 

It could be written that 

)1( 0
*

0
0 αα −+= bpb XXX   (7) 

It appears that α0 ≤ 1, thus 0
bX ≤ Xp. 

Analysis of our own experimental data 
obtained by the use of Auger spectroscopy for Cu-
Sb Ref. [14, 15] and Sn-Bi Ref. [17] systems, and 
data of Ref. [18] for Fe-P system showed that the 
ratio of 0

bX  to Xp changes in the range from 0.5 to 
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approximately 1. Let us remind that the phases in 
grain are in these systems Cu3Sb, Fe3P and pure 
Bi. 

 
3 Qualitative estimations 

 
Based on the reasons given above, we can 

consider GB as a two phase region partly occupied 
by GBP (α0) and partly by saturated solution. 
Model of diffusion in such two phase system was 
proposed by Hart Ref. [19]. According to Hart, the 
effective diffusion coefficient (Deff) may be 
entered as 

*
00 )1( bpeff DDD αα −+=   (8) 

In Eq. (8) α0 has the same meaning as in Eq. 
(7), Dp and *

bD  are diffusion coefficients in GBP, 
which is similar to phase in grain, and in GB 
saturated solution. Of course, we do not know 
exact values neither for Dp, nor for *

bD . But from 
Eq.(8) it can be said that the sign of ΔD = Deff – Db 
depends on the value of Dp. ΔD > 0 if Dp > Db and 
the reverse. Therewith we assumed that Db does 
not depend on the coverage. Hence, Db = *

bD  at 
every concentration in grain. 

Unfortunately, direct GB diffusion data for 
above mentioned systems are absent. But started 
from common diffusion regularities we can say 
with reasonable confidence that Cu GB diffusion 
in Bi is faster while in Cu3Sb – slower than Cu GB 
selfdiffusion. The last case is more often. 
Respectively, in frame of discussed model, GB 
segregation, as a rule, moderates GB diffusion. 

 
4 Connection between two segregation 
coefficients 

 
It is clearly seen from Fig. 2 that the gap in the 

)(XX b  dependence occurs at a very small values 
of X . Hence we deal with a second, ascending 
branch of the curve in Fig. 2. This branch follows 
the gap. It can easily be shown that this branch of 
adsorption isotherm is obeyed to McLean’s 
equation (2) and can be used, if it is obtained on 
the base of spectrometric data, for determination 
of 0

bX , the saturation value of bX . Appropriate 
procedure is described in details in Ref. [14, 15]. 

It was underlined in Ref. [20] that GB 
segregation is usually characterized by one of the 
following coefficients: either b, which is used in 
McLean’s and other isotherms of equilibrium 
adsorption, or s, which can be determined as a 

ratio of GB and bulk solute concentration in 
immediate vicinity of GB. The last one can be 
obtained in diffusion experiments carried out in 
so-called B and C regimes Ref. [21]. 

In a limit of dilute solution in grain ( X << 1) 
Eq. (2) gives 

bXXX bb ≈0      (9) 
and 

0
b

b bX
X
X

=       (10) 

On the other hand, from a definition of s it 
follows that  

)( XXLims b=  at  0→x  (11) 
where x is a coordinate directed by the normal to 
GB plane, and x = 0 corresponds to this plane, i.e. 
the fracture surface after GB fracture was done.  

From Equations (10) and (11) we can receive a 
connection between b and s: 

sbX b =0  or  0
bX

sb =     (12) 

As it was noted above, using quasi – stationary 
solution of Fisher model the triple product 

ibi DsP δ=  can be determined in B – regime 
(index i  relates to the i – th solute) and double 
product ibDδ  - in C – regime (at lower 
temperatures). At last 

i
ib

i s
D
P

=
δ

       (13) 

The set of such experiments was fulfilled by 
Chr. Herzig and his coauthors (see, for example, 
Ref. [8, 22] ). 

Unfortunately, both adsorption coefficients 
were measured only for one system, namely Ag – 
Cu. With sufficiently high reliability we can state 
that for all systems investigated b ≥ s. As is 
evident from our data, 0

bX  changes in the range 
0.5 – 1.0 in a good agreement with the conlusion : 
b ≥ s. 

 
5  Conclusion 

 
Two phase GB model is considered. It follows 

from this model that acceleration or moderation  
of GB diffusion due to GB segregation can be 
observed. It depends on the coefficient of the 
solvent diffusion in the phase IN GRAIN which 
precipitates when solubility limit is reached. 
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Abstract 
 
 The incorporation of nitrogen or carbon in steel is widely applied to provide major improvements in materials 
performance with respect to fatigue, wear, tribology and atmospheric corrosion. These improvements rely on a modification 
of the surface adjacent region of the material, by the (internal) precipitation of alloying element nitrides/carbides or by the 
development of a continuous layer of iron-based (carbo-) nitrides. The evolution of the microstructure during 
thermochemical treatments is not only determined by solid state diffusion, but in many cases also by the kinetics of the 
surface reactions and the interplay with mechanical stress. 
 
In the present article a few examples, covering research on the interaction of carbon and/or nitrogen with iron-based metals, 
are included to illustrate the various aspects of gas-metal interactions.  
 
Keywords: Layer growth kinetics; Diffusion modeling; Nitriding; Nitrocarburizing; Expanded austenite 
 
 
1 Introduction 
 
 Gaseous thermochemical surface treatments as 
nitriding and nitrocarburizing belong to the most 
versatile surface engineering processes of steels and 
allow improvement of the performance of 
components with respect to fatigue, wear and 
atmospheric corrosion. In principle during treatment 
the case developing can be subdivided in a surface 
layer consisting of compounds as nitrides and 
carbonitrides and a diffusion zone underneath, 
consisting of alloying element (carbo)nitrides or a 
supersaturated interstitial solution of nitrogen in a 
metallic matrix. In the present article the various 
aspects of the kinetics of microstructure evolution 
during gas-solid interactions during thermochemical 
treatment are dealt with. These aspects involve the 
implication of the competition between surface 
reaction kinetics and solid state diffusion and on 
nucleation of a compound at a surface and 
compound layer growth, the competition between 
carbon and nitrogen uptake during nitrocarburizing 
and the modelling aspects of the growth of 

expanded austenite during nitriding of austenitic 
stainless steel. 
 
1.1 Gas-solid interactions [1] 
The gas solid interactions to be discussed are 
essentially simple and concern nitriding in NH3/H2 
and nitrocarburizing in NH3/CO2/H2. In all cases 
atmospheric pressure applies. Dissociation reactions 
at the surface provide the atomic species adsorbed 
at the surface, which subsequently may be 
incorporated into the solid state or leave the surface 
again. For nitriding in NH3/H2, adsorbed nitrogen 
atoms can diffuse into the solid phase φ: 

 22
3

3 H NNH ad +⎯→⎯
⎯⎯←

  (Ia) 

 
[ ]φN Nad

⎯→⎯
⎯⎯←  (Ib) 

or, upon development of molecular nitrogen, leave 
the surface: 

  2 NNN adad
⎯→⎯
⎯⎯←+  (Ic) 
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For nitrocarburizing a competition between a 
carburizing and a nitriding reaction occurs. Because 
of the presence of hydrogen, carburizing according 
to the following scheme is kinetically preferred: 

 OH COHCO 222 ++ ⎯→⎯
⎯⎯←

   (IIa) 

  
OHCHCO ad 22  ++ ⎯→⎯

⎯⎯←
     (IIb) 

  
[ ]φCad  C ⎯→⎯

⎯⎯←  (IIc) 

2 Nucleation of iron nitride at an iron surface 
during nitriding [2] 

 
 On gaseous nitriding of iron the first phase 
developing at the surface is γ’-Fe4N1-x, which 
nucleates upon exceeding the maximum solubility 
of nitrogen in iron in the region adjacent to the 
surface. The incubation time for the nucleation of γ’ 
nitride depends on the competition between the flux 
of nitrogen atoms arriving at the surface and the 
fluxes of nitrogen atoms leaving the surface. The 
flux of arriving nitrogen atoms is controlled by 
ammonia dissociation (reaction (Ia); the fluxes of 
nitrogen atoms leaving the surface are due to the 
development and desorption of N2 (reaction (Ic) and 
diffusion of nitrogen atoms into the solid state 
(reaction (Ib)). For an iron plate of infinite length 
and width with finite thickness (L) and a uniform, 
initial nitrogen distribution (C0), the fluxes of 
nitrogen atoms associated with the dissociation 
reaction of ammonia at the surface, Jdiss, the 
desorption of molecular nitrogen from the surface, 
Jdes, and solid state diffusion into the substrate, Jdiff, 
are given by (cf. Refs. [2] and [3]): 

( )Seqdiss CCkJ −⋅=  (1) 

SS

SS
des CK

CK
kJ

⋅+
⋅

⋅−=
1

2

2  (2) 

0
0

 
=

= ∂
∂

−==
z

N
Nzdiff z

C
DJJ α  (3) 

where k is the reaction rate constant for ammonia 
dissociation, Ceq is the nitrogen concentration in α-
iron for equilibrium with the gas phase, CS is the 
actual concentration of nitrogen in the solid state 
adjacent to the surface, k2 is a rate constant of the 
formation of molecular nitrogen, KS is the 
equilibrium constant of segregation of nitrogen 
atoms at the iron surface and z=0 indicates the 
position of the surface. In order to obtain the 

nitrogen depth distribution as a function of nitriding 

time Fick’s 2nd law ( 2

2

z
C

D
t

C N
N

N

∂
∂

=
∂

∂ α  ) has to be 

solved for the set of boundary conditions given by 
Eqs.(1-3). At the time where the surface 
concentration CS exceeds the solubility limit for 
nitrogen in α-Fe a driving force for the nucleation 
of γ’-Fe4N1-x is established. This nitriding time is 
taken as the incubation time for iron nitride 
nucleation. In Fig. 1a the incubation time, thus 
calculated is given as a function of the nitriding 
potential1, KN, for nitriding temperatures ranging 
from 743 K to 863 K (details of the calculations and 
the data used are given in Refs. [2] and [3]). 
Evidently, the incubation time decreases with 
increasing nitriding potential. It follows from Fig. 
1a that the formation of N2 only affects the 
calculated incubation time for nitriding potentials 
just beyond the critical nitriding potential where 
ferrite can be stable. The effect of N2 formation is a 
prolongation of the incubation period by maximally 
10% (at 863 K) and decreases dramatically with 
decreasing temperature. The experimental 
investigation of the development of iron nitrides at a 
ferrite surface was carried out with light microscopy 
of polished the as-nitrided surface. Identification of 
the nitride phases was done with X-ray diffraction 
analysis.  

101

102

103

104

105

t in
c (

s)

1.00.80.60.40.2
KN (bar-½)

a eb dc
  incubation time
  effect of N2-formation

e

d

c

b

a

 a: 863 K b: 833 K
 c: 803 K d: 773 K e: 743 K 

Figure 1: 
a. Calculated incubation time for establishing a 

driving force for the nucleation of γ’-Fe4N1-x on 
pure iron. The dashed curves represent the 
additional incubation time due to N2 
development at the surface.  

                                                 
1 Nitriding potential is proportional to the nitrogen 
activity in the solid state for equilibrium with the gas 

phase: 2/3
2

3

H

NH
N p

p
K =  
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Figure 1: 
b. Light microscopy of polished surfaces H2-

reduced and nitrided. Nitriding was 
performed at 833 K at nitriding potential 
KN=0.38 bar-1/2 (=1.2 10-3 Pa-½) for 20 
minutes. 

 

100

2

4
6

101

2

4
6

102

2

4
6

103

t In
k 

 (m
in

)

0.400.350.300.250.20
KN  (bar-½)

with N2 desorption
   [8], [7] no γ'-Fe4N1-x 

   [8], [7] with γ'-Fe4N1-x  

Figure 1  
c. Comparison of experimental and calculated 

incubation times at 833 K. 
 
The development of nitrides on grain surfaces rather 
than at grain boundaries (cf. Fig. 1b) was taken as a 
criterion for successful nucleation, because the 
calculations do not take the occurrence of grain 
boundaries into account. The experimental 
incubation times for γ’-Fe4N1-x nucleation are 
generally shorter than the times calculated for 
attaining the maximum lattice solubility of nitrogen 
in ferrite, i.e. establishing a driving force for nitride 
nucleation (Fig.1c). These systematic differences 
are attributed to differences in the surface 
conditions (composition and topography) of the 
samples used in the present experiments and those 
used in the experiments from which the rates of the 
surface reactions were assessed [2]. 

 
3 Nitride layer growth under combined surface 

reaction and diffusion control [4] 
 
 On nitriding the growth kinetics of the 
compound layer during nitriding is usually assumed 
to be controlled by solid-state diffusion of nitrogen 
through the phases constituting the compound layer; 
the diffusion of Fe atoms can be neglected [5]. The 
growth of γ’-Fe4N1-x monolayers or the ε-Fe2N1-z /γ’-
Fe4N1-x double layers on ferrite can be evaluated 
from considering the fluxes entering and leaving the 
sublayers (for mathematical descriptions see Ref. 
[5]). The assumptions usually made to arrive at a 
mathematical description of the growth kinetics 
involve local equilibrium at the solid/solid 
interfaces as well as at the surface. It can be 
assumed that the composition in each of the 
sublayers changes linearly with depth, provided that 
the composition-dependent diffusion coefficients 

ϕ
ND  are replaced by the composition-weighted 

(effective) diffusion coefficient, ϕ
ND , for each of 

the sublayers [5]: 

 ( ) ϕ
φφ

ϕ

ϕ

,
*

ln
ln

max
,

min
,

N
N

N
y

y
NN dy

Cd
ad

DD
N

N

⋅⋅= ∫      (4)   

with    ( ) ( ) ϕ
ϕ

ϕ
NNN MyRTD ,

* 1−=  

where ( )*ϕ
ND is the tracer diffusion coefficient of 

nitrogen in phase ϕ, min
,ϕNy  and max

,ϕNy are the 
minimum and maximum occupancies of the 
interstitial sublattice in phase ϕ and ϕ

NM  is the 
mobility of nitrogen atoms in phase ϕ. The 
thermodynamic factor dln aN/dln CN in Eq. (4), 
where aN is the activity of nitrogen and CN the 
concentration of nitrogen, follows directly from the 
thermodynamics of the phases involved (cf. Refs. 
[5]-[7] and references therein). For ε/γ’ double 
layers the assumption of local equilibrium at the 
gas/solid interface is clearly in conflict with 
experimental findings (cf. Fig. 2 [2,7]); local 
equilibrium at solid/solid interfaces appears to be in 
good agreement with experimental results. 
Generally, the nitrogen content in the ε phase close 
to the surface is significantly lower than the content 
corresponding to local equilibrium with an imposed 
nitrogen activity. This lower nitrogen content is 
attributed to the competition between the relatively 
slow kinetics of ammonia dissociation, the 
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desorption of molecular nitrogen gas from the 
surface and solid-state diffusion into ε nitride (cf. 
the discussion in the previous chapter).  
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Figure 2: Comparison of experimental and modelled 
nitrogen profiles for the case of a dynamic state 
at the surface [4,7]. 

 
A model assuming local equilibrium at the 
solid/solid interfaces in the compound layer and a 
dynamic situation at the gas/solid interface is 
presented in Fig. 3. Analogous to the case of 
nucleation, the dynamic situation at the surface is 
described by Eqs. (1)-(3). The equations describing 
double layer growth under the condition of no local 
equilibrium at the surface were published elsewhere 
[8].  
The evolution of the layer thicknesses of ε-phase 
and γ’-nitride were described mathematically by the 
model in Fig. 3 under the above conditions, 

adopting k, k2, KS for ε-phase and ( )*'γ
ND  and ε

NM  
as fit parameters. Layer growth kinetics at 773 K at 
a relatively high nitriding potential is shown in Fig. 
4. The dashed lines represent the simulated layer 
growth kinetics if the model from Ref. [10] is 
adopted, which presumes local equilibrium at all 
interfaces, including the surface, and only one fit 
parameter ( ε

ND  or ε
NM ). The model in Fig. 3 

provides a better description of the evolution of the 
layer thickness than the model presuming local 
equilibrium at the surface (Fig. 4) and, perhaps 

more convincingly, the evolution of the nitrogen 
depth profile (Fig. 2). 
 

 
Figure 3: Model for double layer growth. Local 

equilibrium prevails at all solid/solid phase 
boundaries. For a time increment dt the 
sublayers increase in thickness by dξ and dζ, 
whilst the surface concentration increases by 
ΔCS. Linear concentration profiles are assumed 
in the sublayers.  
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Figure 4: Results of modelling double layer growth 
for the cases of local equilibrium (dashed lines) 
and a dynamic state (solid lines) at the surface.  

 
The major discrepancy between the modeled and 
experimental data in Fig. 4 concerns the thickness 
of the γ’-layer for relatively short nitriding times. 
Further improvement of describing the evolution of 
this part would involve incorporation of the 
nucleation of the γ’-layer at the surface, which was 
left out of the present model in order keep the 
number of fitting parameters as low as possible. 
Furthermore, it was found that, upon exceeding the 
maximum solubility of nitrogen in ferrite, the γ’-

ε-Fe2N1-z γ’-Fe4N1-x 

CS 

Cγ’/α 
Cγ’/ε 
Cε/γ’

Cα/γ’

ΔCS

Δξ Δζ 

α-Fe

ξ ζ x

C 
t 
t+Δt 
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layer does not form instantaneously as a layer, but 
by nucleation and subsequent coalescence (cf. Ref. 
[2,5] and references therein). As a consequence 
nitrogen incorporation can occur through both 
ferrite and the γ’-nuclei, resulting in a thicker γ’ 
layer than would be obtainable for diffusion through 
a γ’ layer only (as reflected by the experimental data 
in Fig.4).  Another issue that deserves future 
attention is the occurrence of compositionally 
induced compressive stress profiles in the two 
nitride layers (cf. Ref. [8] and references therein).  
This topic will be dealt with in chapter 7.  
 
5 Microstructural evolution of the compound 

layer during nitrocarburizing [10] 
 
 On gaseous nitrocarburizing the nucleation of 
the phases constituting the compound layer depends 
on the competition of the surface reactions (I) and 
(II). The carburizing reaction proceeds much faster 
than the nitriding reaction. Hence, the carbon 
solubility in the substrate is exceeded earlier than 
the nitrogen solubility and carbide or a carbonitride 
would be expected to nucleate. The nucleation of γ’ 
iron nitride is suppressed, because of the low 
solubility of carbon in this phase. On 
nitrocarburizing pure iron the first phase appearing 
at the surface was observed to be cementite (θ-
Fe3C) for various combinations of nitriding and 
carburizing activities [10]. A first appearance of the 
carbonitride phase ε-Fe2(N,C)1-z  in the compound 
layer was observed to be promoted by a high 
nitriding potential and to be retarded by a high 
carburizing activity, but was never observed to 
nucleate as the first phase.  
In the sequel the microstructural evolution of the 
compound layer is discussed for the following 
combination of nitrogen and carbon activities: 
aN=753; aC=1.37. The morphological and 
compositional evolution of the compound layer on 
iron during nitrocarburizing under these conditions 
is presented in Fig. 5. After the initial development 
of cementite, the ε-phase becomes dominant in the 
compound layer on prolonged treatment. The 
content of cementite decreases and, eventually, 
becomes zero. Concurrently, the amount of γ' phase 
increases (see Fig. 5), particularly in the part of the 
compound layer adjacent to the substrate. The 
evolution of the composition depth profiles shows 
that the nitrogen content at the surface increases 
with time, while the carbon content at the surface 
decreases complementarily (Fig. 6). This relatively 

slow increase of the nitrogen content is consistent 
with the observation of a continuously increasing 
nitrogen content in ε-phase on nitriding (cf. the 
previous chapter), due to the relatively slow kinetics 
of ammonia dissociation at (and nitrogen desorption 
from) the iron surface, which allowed an initially 
strong absorption of carbon. Needless to say that 
modeling of the microstructure evolution of the 
compound layer during nitrocarburizing is currently 
not possible, since it involves nucleation and 
dissolution of phases as well as composition 
changes. Most parameters necessary for such 
modeling are (as yet) quantitatively undetermined.  
 

Figure 5: Light microscopy of polished surfaces H2-
reduced and nitrided. Nitriding was performed at 
833 K at nitriding potential KN=0.38 bar-1/2 (=1.2 
10-3 Pa-½) for 15 minutes. 

 
A very first attempt to model the growth kinetics of 
the compound layer during nitrocarburizing for a 
simple phase constitution of the compound layer 
and local equilibrium at the surface and solid/solid 
interfaces was presented in Ref. 11. 
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Figure 6: EPMA nitrogen and carbon depth profiles 
determined on cross sections of the samples in 
Fig.5 for 60, 120 and 240 minutes. 
 

 
6 Dissolution of nitrogen in austenitic (f.c.c.) 

stainless steel [12] 
 
 A very recent development in the 
thermochemical treatment of iron-based materials is 
nitriding of stainless steel, with the purpose of 
improving the surface’s wear performance without 
impairing the excellent corrosion properties. This 
can only be achieved when the hardening process 
does not hinder Cr atoms from forming the self 
repairing Cr-based oxide layer that provides 
corrosion resistance. Since Cr has a relatively strong 
affinity for forming nitrides, the temperature should 
be low to prevent Cr atoms from diffusing to 
nucleation sites for Cr-nitrides (surface, grain 
boundaries, dislocations). Accordingly, a metastable 
equilibrium between nitrogen in the gas phase and 
nitrogen in the solid state can be achieved, so-called 
expanded austenite (or S-phase), where nitrogen is 
interstitially dissolved in the strongly oversaturated 
f.c.c. lattice. The nitrogen occupancy of the 
interstitial f.c.c. lattice can be as high as yN=0.61, 

which is higher than the nitrogen contents hitherto 
reported to be achievable for iron nitrides under 
gaseous nitriding conditions. In micrographs 
expanded austenite is typically recognized as a 
featureless surface layer (cf. Fig. 7) with a high 
hardness.  
 

 
Figure 7: Layer of expanded austenite obtained by 

nitriding stainless steel (AISI 316) at 718 K for 
22 hours in 60 % NH3/40 % H2 [12]. 

 
The nitrogen contents dissolvable in (stress-free) 
expanded austenite are colossal and can be 
controlled by adjusting the nitrogen activity in the 
gas phase (Fig. 8a). Experimentally the data in Fig. 
8a were obtained thermogravimetrically by nitriding 
of thin coupons (5-7.5 μm) in pure NH3 and 
thereafter equilibrating the coupons in a NH3/H2 
mixture with known nitrogen activity aN; the lowest 
aN was obtained in pure H2. 
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Figure 8a: Nitrogen occupancy, yN, of the interstitial 

f.c.c. lattice of expanded austenite as a function 
of the imposed nitrogen activity, aN, in the  
NH3/H2 gas mixture.  
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The lattice expansion associated with interstitial 
dissolution of nitrogen in the austenite lattice (Fig. 
8b) implies the occurrence of large stresses and 
steep stress gradients over a growing layer of 
expanded austenite. Compressive stresses of the 
order of several GPa’s and stress gradients of the 
order of a 1015 Pa.m-1 are no exception [12]. 
Consequently, the assessment of nitrogen diffusion 
coefficients from layer-growth kinetics experiments 
can only lead to stress-affected diffusion 
coefficients without general validity. Another 
complication in the determination of diffusion 
coefficients of nitrogen from the evolution of the 
nitrogen concentration profile is the occurrence 
trapped nitrogen in expanded austenite. As shown in 
Fig. 8a the nitrogen occupancy of the interstitial 
lattice obtained for aN=0 leaves about a nitrogen 
content conforming to yN=0.17 in the sample, which 
corresponds to the chromium content. This strongly 
suggests that a nitrogen content corresponding to 
Cr:N=1:1 is strongly bound in the sample. To be 
able to distinguish between the diffusion of strongly 
bound and less strongly bound nitrogen atoms the 
following method was applied for the determination 
of the concentration dependent diffusion coefficient 
of nitrogen in expanded austenite.  
As mentioned above thin coupons were nitrided in a 
thermobalance for continuous monitoring of the 
change of the sample weight and thus the nitrogen 
content. After equilibrating in pure NH3 the samples 
were equilibrated at a slightly lower aN, by adjusting 
the composition of the NH3/H2 gas mixture. 
Consequently, the sample weight decreases by 
denitriding until a new stationary state (metastable 
equilibrium) between gas and sample is attained. 
The kinetics of weight decrease were described 
mathematically with the equation for desorption 

from a plate, taking the diffusivity as a constant 
fitting parameter. By repeating this procedure for a 
range of aN values, a range of effective values for 
the diffusion coefficients in the composition ranges 
for the actual denitriding steps is obtained. The 
influence of stress (gradients) on these values is 
considered small. 

The effective diffusivities thus obtained are 
depicted in Fig. 9. Evidently, the diffusion 
coefficient of nitrogen in expanded austenite is 
concentration dependent and has a maximum value 
for nitrogen occupancies of about yN=0.45. 
Qualitatively, these results can be reasoned as 
follows. The expansion of the austenite lattice by 
dissolution of nitrogen is likely to facilitate the 
transfer of a nitrogen atom from an octahedral 
interstitial site of the f.c.c. lattice to a tetrahedral 
site, which can be considered the activated state for 
interstitial diffusion in f.c.c. lattices. Thus, the 
activation energy for diffusion of nitrogen is 
reduced. With increasing nitrogen content the 
occupancy of the interstitial lattice increases, which 
reduces the probability that a nitrogen atom in the 
activated state can jump to an unoccupied 
octahedral site. Consequently, the diffusion 
coefficient is reduced. Evidently, for nitrogen 
contents exceeding yN=0.45 the latter reduced 
probability for diffusion outweighs the reduced 
activation energy. 
 
6.1 Calculation of nitrogen profiles in nitrided 

austenite 
On the basis of the composition-dependent 
diffusivity of nitrogen in expanded austenite it is 
possible to estimate the evolution of the nitrogen 
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Figure 9: Effective diffusion coefficients of nitrogen 
in expanded austenite (both AISI 304 and 316) 
versus nitrogen occupancy of the interstitial f.c.c. 
lattice. 
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concentration profile as a function of the nitriding 
parameters temperature, gas composition and time. 
In the modeling of nitrogen diffusion in expanded 
austenite it is assumed that nitrogen up to yN=0.17 is 
immobile and does not contribute to long range 
diffusion (cf. Fig. 8a). A similar assumption was 
recently done for modeling the diffusion of nitrogen 
in ferritic Fe-Cr alloys [13,14], where distinction 
was made between so-called mobile and immobile 
excess nitrogen atoms [14]: all nitrogen atoms, 
including excess nitrogen, dissolved in the 
expanded ferrite lattice was considered mobile and 
contributed (solely) to the development of the 
nitrogen concentration profile, whilst (excess) 
nitrogen atoms residing in CrN and at the interface 
between CrN platelets and ferrite were considered 
immobile. In the present case of nitrogen in 
expanded austenite all nitrogen atoms are in solid 
solution, but evidently the chemical environments 
are different.  
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Figure 10: Calculated nitrogen-depth profiles in 

stainless steel AISI 316 after nitriding at 718 K 
for 24 hours at a nitriding potential KN=1.39 bar-

1/2 (above) and 595 bar-1/2 (below). Various 
values of the solubility product K”CrN” were 
chosen. 

 

The first results of our calculations, with a model 
similar to that in Ref. [13,14], but with a 
concentration dependent nitrogen diffusion 
coefficient (Fig. 9) and immobile nitrogen 
considered as nitrogen trapped by Cr atoms (not as 
nitrides!) in the expanded austenite lattice  are given 
in Fig. 10. The solubility product, K”CrN”=yCr.yN, of 
chromium and nitrogen in the austenitic lattice, i.e. 
the combination of chromium and nitrogen contents 
below which no trapping occurs, is not known for 
the present temperature. Therefore various values 
were considered in our calculations. The solubility 
product, K”CrN” effectively governs the trapping 
behavior of nitrogen. For a K”CrN” value of nil, 
infinitely strong trapping of nitrogen at the trap sites 
occurs. Conversely, an infinitely high value of 
K”CrN” implies that trapping does not occur at all.  
The calculated profiles show a striking qualitative 
resemblance with those presented in the literature 
and are in qualitative agreement with the 
observation of a thin diffusion zone in front of the 
expanded austenite layer (cf. Fig.7). Further 
refinement of the model appears necessary, because 
the effects of compositionally-induced stresses as 
well as the effect of the kinetics of the surface 
reaction(s) were omitted in the present modeling. 
Furthermore, the diffusivity of nitrogen for 
compositions conforming to yN<0.17 is not known 
and was estimated by an extrapolation of 
diffusivities determined at higher nitrogen contents 
(Fig. 9). 
 
6.2 Residual stress in expanded austenite layers 
Stress-depth distributions over expanded austenite 
layers were determined with X-ray diffraction 
analysis and successive removal of very thin sub-
layers. It was recognized that the simultaneous 
occurrence of a stress-depth profile and a 
composition profile demands unraveling of the 
influences of stress (lattice strain) and composition 
on the lattice spacing and can lead to the occurrence 
of ghost stresses after data evaluation [15]. For the 
present case of residual stress in expanded austenite 
the ghost stresses can easily exceed 1 GPa [16]. 
Depth profiles of the strain free lattice spacing in 
expanded austenite (which is directly proportional 
to the interstitial atom content) and residual stress 
are given in Fig. 11 for two expanded austenite 
layers obtained by nitriding or carburizing. 
Compressive stresses were obtained in all 
investigated samples (see Ref. [12]). Typically, the 
compressive stresses in γN and γC layers are of the 
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order of several GPa’s, up to 7-8 GPa compression 
in γN layers. The very high compressive stresses are  
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Figure 11: Residual stress (a.) and strain-free lattice 
spacing (b.) profiles for γN and γC layers 
obtained under the nitriding and carburizing 
conditions as given in the legend. Stress and 
lattice spacing were obtained by X-ray 
diffraction. 

 
caused by the compositionally induced expansion of 
the austenite lattice (cf. Fig. 8b). However the 
residual stress values expected from pure elastic 
accommodation of the expanded austenite lattice, as 
reflected by the strain-free lattice parameter (Fig. 
11b), are twice as high. This discrepancy can be 
explained from an anticipated change of the elastic 
constants with interstitial atom content (which was 
not taken into account) and the occurrence of plastic 
deformation in the layers during growth. Evidently, 
the part of the lattice expansion that is 
accommodated elastically in the γN layer shown in 
Fig. 11 changes close to the surface, because the 
(elastic) stress value decreases towards the surface, 
whilst the lattice expansion due to the nitrogen 
content has its maximum value at the surface. This 

is explained from pushing individual grains out of 
the surface and possibly local crack formation. 
 
 
7 Interaction of stress and kinetics of 

microstructure evolution 
 

Qualitatively, the occurrence of 
compositionally induced stresses in the growing 
layers has the following implications for the layer 
growth kinetics: 
- a situation of local equilibrium at the surface is 

no longer given by absorption isotherms as 
determined for homogeneous stress free 
samples (cf. [5,6] and Fig. 8a), but should also 
take elastic strain energy into account [17]. For 
the present case of compressive stresses at the 
surface, this leads to lower nitrogen contents 
than reflected by the current (stress free) 
thermodynamic data.  

- a compressive stress has a pressure effect on the 
diffusion coefficient [18]. In principle, this 
implies that the effective diffusivities/ 
mobilities obtained as fit parameters in Section 
4 (Fig. 4) are affected by this pressure effect 
and have no general validity.  

- a stress gradient, such that the maximum 
compressive stress occurs at the surface, 
provides an extra driving force for nitrogen 
atoms to diffuse to larger depth. This also 
implies that effective diffusivities/ mobilities 
obtained from fitting layer thickness data are 
affected by the compositionally induced 
stresses.  

For the present cases of nitrogen and carbon 
diffusion in Fe-based interstitial systems the effects 
of compositionally induced stress appear to be of 
considerable importance, most specifically for the 
case of expanded austenite where exorbitantly high 
compressive stresses of 7-8 GPa were found (Fig. 
11 and Ref. [12]). For the present interstitial 
systems the strategy to be followed for quantifying 
the effect of stress on diffusion and vice versa is 
combining experiments on thin foils, for 
determining the stress unaffected diffusion 
coefficients as a function of composition. 
Thereafter, the kinetics of the incorporation of 
nitrogen (or carbon) into bulk samples, as studied 
by weight gain (in situ), layer growth kinetics and 
evolution of the composition profile can be 
compared with the predictions on the basis of the 
stress unaffected thermodynamics and diffusion 
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parameters as well as with a model that incorporates 
the stress and the kinetics of surface reaction(s).  
 
 
8  Conclusion 
 
The kinetics of gas-metal interactions in Fe-based 
interstitial systems is not exclusively controlled by 
solid state diffusion of the interstitial elements as 
might be expected at first consideration. It was 
demonstrated for the case of nitriding of iron that 
the kinetics of surface reactions can have a strong 
influence too. In the case of nitrocarburizing a 
competition between nitriding and carburizing is 
initially (kinetically) won by carburizing, but on 
prolonged time the nitriding reaction dominates 
thermodynamically. The case of the growth of 
expanded austenite in austenitic stainless steel was 
addressed. In all evaluations up to now the role of 
compositionally-induced residual stresses on the 
description of the thermodynamics and the diffusion 
coefficients was omitted. Nevertheless, 
compositionally induced stress values of several 
GPa’s can result for interstitial systems, as shown 
for nitrogen and carbon in expanded austenite  
Future research should focus on the role of stress on 
diffusion. 
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Abstract 
 

A general numerical model developed to simulate the time-dependent changes of moisture content, temperature and 
pore pressures is proposed for a porous material. The model is based on a coupled heat and mass transfer mathematical 
formulation. The model’s validation is conducted using experimental data for concrete. The gravimetric technique is 
used to obtain the experimental data on moisture content in cylinders made up of fully saturated concrete exposed to 
drying. Further to demonstrate the applicability of the model, it is also studied the moisture migration, temperature 
development and thermal stresses in a concrete element exposed to fire. The obtained results indicate that during fire, 
several degradation phenomena are taking place at the same time. Thermal stresses developed by the temperature 
differential, especially when temperature-dependent material properties are taken into the account, along with the 
increase of pore pressures, may contribute to structural failure.  

 
Keywords: Concrete; Drying; Fire; Numerical modeling; Gravimetric technique 

 

 
1 Introduction 
 
 Concrete is selected as the porous material of 
reference for the present study. Concrete has a wide 
range of applications, and concrete structures may 
be exposed to a variety of environmental conditions 
in their service life, which can influence the 
moisture content distribution in the material. 
Moisture affects the mechanical properties of 
concrete and its durability; in drying, one of the 
most common causes for moisture migration in 
concrete structures, the pore water is forced to move 
towards the surface of drying, which yields space 
and time dependent moisture content. Fire exposure 
is as an extreme case of drying, which has a strong 
effect not only upon the moisture but also upon 
temperature, pore pressure and thermal stress 
distribution in the concrete element. 
 Several mechanical properties, such as the 
modulus of elasticity, and the tensile and 
compressive strength, which are determinant to 
structural safety, are influenced by the moisture 
content in concrete due to the interaction of the solid 
matrix and the water in the pores [1]. Another 
phenomenon closely related to moisture content 
changes is drying shrinkage, which is associated 

with the removal of more tightly bound pore water, 
and tends to occur after a certain period of drying 
time, when moisture content decreases below the 
threshold level [2, 3]; moisture is also critical in 
determining corrosion of reinforced concrete [4]. 
The onset and the rate of several other deterioration 
processes associated with freezing/thawing and high 
temperature exposure [5] are also associated with 
moisture content levels in concrete. 
 Accurate determination of the saturation levels 
in concrete is a prime requirement for the improved 
assessment of concrete vulnerability to deterioration 
processes. This information can establish adequate 
preventative strategies in the design stage and to 
enable development of appropriate maintenance and 
repair actions which would take place during the 
service life of a structure. Therefore, a simulation 
model capable of predicting moisture content 
changes in concrete during various exposure types 
would be an invaluable asset for material behavior 
assessment. 
 Two distinct periods can be observed during 
drying of a saturated porous medium [6]. The 
majority of water is transported out of the material 
during the first period at a constant rate. During the 
second period, saturation levels are much lower, and 
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drying rate is decreasing with time. The complete 
information on the drying process can be obtained 
only when spatial moisture content distribution and 
its change with time are known. 
 This paper presents a numerical model for 
simulation of mass transfer in initially saturated 
concrete during drying and validation of this model 
by comparing its predictions to experimentally 
obtained values. Furthermore, the model use is 
extended to the case of initially saturated concrete 
subjected to fire. 
 Concrete consists of two porous components, the 
aggregate and the cement matrix, in which the 
aggregates are embedded. Both components and 
their interaction influence significantly the structure, 
physical characteristics and behavior of this 
composite material [7]. 
 A wide distribution of pore size is therefore 
encountered in concrete. A large proportion of 
mesopores in hydrated cement paste with pore size 
ranging from 10 to 250 Å results in a specific area 
of the order of magnitude of 10 m2/g [8], and a 
permeability with typical values ranging from 10-16 
to 10-15 m2 for normal weight concrete [9]. Due to 
the large specific internal area, a large proportion of 
liquid water is in the adsorbed state. A physically 
realistic mathematical formulation for mass and heat 
transfer in concrete should therefore be able to 
describe free water flow, adsorbed (bound) water 
movement, and water vapor and air diffusion. In 
addition, effects of water phase change should be 
accounted for. Perre and Degiovanni [10] extended 
Whitaker's formulation [11] for drying by including 
bound water movement. This formulation meets the 
requirements specified above, and the numerical 
model presented in this study is based on a similar 
concept [12, 13]. 
 
2 Mathematical formulation of heat and mass 
flow in porous media 
 

The fundamentals of the mathematical 
formulation developed to describe heat and mass 
transfer in concrete are described in [12], therefore 
only the distinguishing features are given here. 
The volumetric fractions (ε ) for the liquid (l), 
bound (b), gaseous (g) and solid (s) phase are 
linked by the volumetric constraint: 
 

l g b sε ε ε ε+ + + = 1 (1) 

The solid phase is assumed constant in the mass 
transfer calculation. 

Conservation of mass for the liquid and bound 
water and water vapor requires 
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where vl  indicates the averaged velocity vector, 

and ρ l   the density of the liquid phase. ρ1 1
g v  is 

the mass flux of the water vapor, and ρ bvb  the 

mass flux of the bound phase. ρ1
g  is the intrinsic 

average of the partial water vapor density over the 
gaseous phase. 

The continuity equation for water vapor is 
written as 
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where ml   is the evaporation rate of the liquid, 
and mb  the evaporation rate of the bound phase. 
Darcy's law is used to describe the velocities of 
both liquid and gas phase, and with low relative 
values of the water vapor partial pressure as 
compared to those for the total gaseous pressure, 
the assumption that the mixture behaves as an 
ideal gas is adopted. 

The thermal energy equation that includes the 
term describing the phase change and convective 
heat transfer is formulated as 
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where Δhvap  is the specific heat of evaporation, hs 

the differential heat of sorption, λ eff  the effective 

thermal conductivity, and ρcp  represents the 
averaged product of the density by the specific 
heat. 

The exchange coefficients of heat and mass 
transfer, α and β, are taken as constant, and the 
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total heat flux on the drying surface can be written 
as 
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where nboun  is the unit vector normal to the 
boundary surface, and T∞ the ambient 
temperature. A similar convective type of 
boundary condition is used for the mass flux, 
namely: 
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ρ1∞  is the partial water vapor density of the 
ambient. 

The total gaseous pressure at the drying surface 
is taken as equal to the atmospheric pressure. In 
the beginning of the process, temperature and gas 
phase pressure are assumed to be uniform 
throughout the specimen, and initial saturation 
distribution satisfies the condition of hydrostatic 
equilibrium. 
 
2.1  Discretization of governing equations 

The control volume formulation with 2nd order 
and 1st order approximations for space and time, 
respectively, is employed to discretize the 
governing differential equations; a fully implicit 
scheme is employed for the integration in time 
[12]. The coefficients appearing in the governing 
equations are strongly dependent upon the 
variables to be computed, therefore, an iterative 
procedure is required within each time step. The 
set of linearized equations is solved in each sweep 
of the iterative procedure by using the alternating 
direction block iterative method, and the 
tridiagonal matrix algorithm is used as a 
segregated solver for each equation [12]. Results 
of the code are generated in terms of spatial 
distribution of temperature, saturation and total 
pressures of the gaseous phase at a pre-specified 
time. 
 
3 Case study 1: drying 
 
3.1  Experimental procedure 
  Most methods for measuring moisture content 
in porous media are only applicable to low levels of 

moisture; the gravimetric method is one of the few 
that can be employed at high moisture content 
levels, and was used in the present experimental 
study. 
 Measurements of moisture content were 
performed on normal weight concrete cylinders 
with length varying from 100 to 200 mm. Water to 
cement ratio (w/c) of concrete employed was 0.4 
and 0.6, respectively. Volumetric proportion of the 
coarse aggregate is 0.34, and volumetric fractions of 
the fine aggregate are 0.31 and 0.36 for w/c of 0.4 
and 0.6, respectively. Natural crushed aggregate 
with the maximum size of 12.5 mm is used as the 
coarse aggregate, and natural sand as the fine 
aggregate. Normal Portland cement DSA A-5 type 5 
was used. 
 Concrete was cast into plastic moulds with 
diameter of 100 mm and lengths 100, 150 and 200 
mm. The cylinders were then covered with plastic 
sheet for 12 hours to prevent the evaporation of 
water from unhardened concrete. After 12 hours, 
they were placed in the moist curing room with 
relative humidity no less than 95%. Moist curing 
time varied from zero to 28 days, and when the 
predetermined moist curing period has elapsed, the 
cylinders were exposed to drying on the top surface 
at constant temperature of 22±1°C and relative 
humidity of 50±5%. The “zero days” refers to moist 
cured concrete, which was exposed to drying 
immediately after removing the plastic sheet. 
Cylinders were placed vertically with the drying 
surface on the top. During drying, as well as during 
moist curing, the moulds were not removed. The 
side and bottom surfaces of the cylinder can 
therefore be considered sealed against moisture 
flow. This configuration forces the moisture flow to 
be unidirectional along the longitudinal axis of the 
cylinder. Cylinders were dried out for 0, 1, 3, 7, 28 
and 90 days. 

Local contents of moisture were measured by 
splitting the cylinder into discs with thickness of 25 
mm. After splitting the cylinder, each disc was 
weighed, dried out at 95°C in the oven for 3 days, 
and re-weighed. Subsequent weighing, after 3 days 
of oven drying, showed no more than 0.1% of 
change of dry weight. The difference between the 
wet and the dry weight was taken as the amount of 
moisture in a disc, and was considered to represent 
the local moisture content of the cylinder. Moisture 
content distribution along the longitudinal axis of 
the cylinder, x, can be established for each 
predetermined drying time. As depicted in Figure 1, 
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the x-axis is arbitrarily oriented from the insulated 
end (x=0) towards the drying surface (x=L). 
 Moisture content is expressed in mass of water 
per unit volume of concrete, w: 
 
w = (Wwet – Wdry) / Vwet   (7) 
 
where Wwet and Wdry are the wet and dry weight, 
respectively, and Vwet is the wet volume.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1: Schematic presentation of the cylinder 
tested. 

 
 
3.2  Experimental and numerical simulation results 
 
3.2.1 Material parameters and constitutive 
relations 
 The dependence of capillary pressure upon 
saturation was formulated based on the Leverett 
approach, as described in [14]. Relative 
permeabilities of the gas and liquid phase are taken 
from [14], with a modification in the high saturation 
domain, suitable for concrete, as suggested in [15], 
which, for this region, proposed a small non-zero 
value of relative gas permeability. 
  The relationship between partial water vapor 
pressure and saturation, the so-called sorption 
isotherm, is taken as proposed in [11]. The effective 
diffusion coefficient of water vapor in the porous 
medium is assumed to be proportional to the 
coefficient of pure molecular diffusion, Dfree, and to 

the relative gas permeability. Therefore, it can be 
expressed as 
 
 Deff

1 = fatt kg Dfree  (8) 
 
The attenuation factor, fatt, accounts for the 
resistance to the diffusion due to the pore structure, 
and is taken as10-5 in the present work.. 
 The bound water diffusion coefficient is a 
function of the activation energy of bound water 
[16] and can be expressed as a function of 
saturation and temperature. 
 The functions for the sorption isotherm and for 
the bound water diffusion coefficient are selected in 
such a way that they depend on one single 
parameter, irreducible saturation. The two 
constitutive relations do not contribute significantly 
to moisture movement in the initial stage of drying, 
which is the primary focus in this paper; therefore, it 
is justifiable to describe them with functions 
depending only on one parameter.  
 Measured values of concrete intrinsic 
permeability differ depending on the selection of the 
permeating fluid (gas or liquid) in average by a 
factor of 10 due to gas slippage [17]. Values 
selected in present work for normal weight concrete 
are based on measurements of Dhir at al [19], who 
used water as a permeating fluid. They are collected 
in Table 1. It can be seen that permeability 
decreases with increasing moist curing time and 
decreasing water to cement ratio. 
 Values of porosity employed in the numerical 
simulation of drying are determined as weighed 
averages of concrete constituents' porosities. 
Porosity of cement paste depends strongly upon 
moist curing time and water to cement ratio, and is 
taken as proposed in [18]. Porosity of normal 
weight aggregate is taken as 3% [9]. 
 Irreducible saturation is the level of saturation 
above which free liquid exists, and therefore 
presents a boundary between free liquid flow and 
predominating water vapor / bound water flow. It 
depends upon the proportion of large capillary pores 
in which free liquid water can be present, and 
therefore increases with increasing moist curing 
time and decreasing water to cement ratio. Values 
for irreducible saturation employed in this study are 
estimated from current experimental data. 
 The mass transfer coefficient, β, is used to 
describe the rate of moisture exchange between the 
porous medium and the environment adjacent to the 
drying surface. It depends upon pore structure and 
ambient conditions, such as ambient temperature, 

x 

d = 100 mm 

L=100 mm 

mould 

concrete cylinder 
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relative humidity and wind velocity [19]. Mass 
transfer coefficient is estimated with the help of 
boundary conditions (5) and (6).  
 Initial water contents are obtained from 
experimental data. Selected values of material 
parameters defining porous structure, i.e. of 
permeability, porosity, irreducible moisture content, 
initial moisture content are also given in Table 1. 
 
 
 
Table 1: Values of specific permeability, porosity, 
mass transfer coefficient, irreducible saturation and 

initial saturation employed in the numerical 
analysis. 

 _______________________________________________________________________________________ 
w/c moist curing 

time  K   εs  β  Wo  Wirr _______________________________________________________________________________________ 
  (days)  (10-17 m2) (-) (10-5 m/s)  (kg/m3) _______________________________________________________________________________________ 
0.4  0   3.2   0.79 84  175 143 
  1   1.6   0.82 20  175 143 
  3   0.4   0.82 20  175 143 
  7   0.24  0.85 9  145 135 
  28   0.11  0.85 4  145 135 _______________________________________________________________________________________ 
0.6  0   22.0  0.79 102 180 135 

1   11.0  0.80 80  180 135 
3   3.0   0.81 72  150 130 
7   1.4   0.83 26  150 130 
28   1.0   0.85 26  150 130 _______________________________________________________________________________________ 

 
 
3.2.2 Results and discussion 

The numerical computations were performed for 
all types of concrete with respect to water to cement 
ratio and moist curing time for cylinder length of 
0.10 m. Typical results for 1 day moist cured 
concrete with w/c of 0.4 are presented in Figure 2. 
Good agreement between the experimental and 
numerical data is observed for all cases analyzed. In 
general, it can be observed that in the beginning of 
drying, moisture content distribution keeps its initial 
shape with time, while the overall values decrease. 
Rapid changes of moisture content and therefore 
large drying rates are observed in the first days of 
drying. Such behavior indicates there is free liquid 
water present in the pores. Capillary flow is the 
predominant mechanism of mass transport during 
this period. The shape of moisture content profile 
starts changing at approximately 7 days, when 
increased moisture content gradients appear in the 
vicinity of the drying surface. The corresponding 

drying rates significantly decrease, indicating that 
capillary flow of free liquid water is no longer 
present in the porous medium, and water moves due 
to the concentration gradient. 
 Temperature gradients are negligibly small 
throughout the drying process. A small decrease in 
temperature is observed throughout the cylinder as a 
result of the energy required for the evaporation of 
the liquid water in the initial stage of drying. When 
all liquid water is removed from the pores, the 
temperatures start increasing towards the ambient 
value. 
 

(a) 

(b) 
Figure 2: (a) experimental and (b) numerical 

moisture content distribution in the cylinder with 
length 0.10 m with 1 day moist cured concrete with 
water to cement ratio (w/c) of 0.4 for 0, 1, 3, 7, 28 

and 90 days of drying. 
 
 
4 Case study 2: fire exposure 
 
Fire is one of the most devastating causes for the 
structural failure, as the occurring elevated 
temperatures may impose high thermal loads to the 
structural elements. Concrete structures exposed to 
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fire deserve special attention as concrete is weak in 
tension, and the stresses which develop as a result of 
the non-uniform temperature distribution may cause 
serious material failure [20]. There is also 
experimental evidence of explosive spalling of 
concrete subjected to fire ([21, 22]) confirming the 
danger of fire.  

The numerical model described in the previous 
section was extended to describe the behavior of 
concrete exposed to elevated temperatures due to 
fire. The existing numerical tool [23] was enhanced 
by a calculation procedure for the thermal stresses 
within a concrete wall, as proposed by Lenczner 
[24]. 

Combustion in a closed compartment, as it 
occurs during a fire in a building, involves highly 
complex mechanisms. As a first approximation, 
the heat transfer from the fire to the adjacent 
structure can be expressed by a time-dependent 
fire temperature. Several time-dependent relations 
to describe this temperature have been proposed in 
the literature (e.g. [25]). In the present work, 
numerical predictions are obtained for a fire 
temperature model obtained by using an overall 
energy balance equation for the fire compartment 
[26], the so-called short duration high intensity 
fire (SDHI) temperature model. In this model the 
temperature is described by a curve that exhibits 
an early peak followed by a decaying period. 

Elevated temperatures occurring in a concrete 
structure during fire affect moisture migration 
within the porous material. Heat supplied from the 
fire is being partly absorbed by the evaporation of 
the liquid water, and when the evaporation rate is 
higher than that of the vapor migration, high pore 
pressures may develop.  

 
4.1  Calculation of thermal stresses 
To calculate the thermal stresses in the concrete 
wall, the cross-section is divided into n layers as 
shown in Figure 3. It is assumed that the vertical 
movement of each layer is prevented.  

The layer i has a thickness Δxi , and its stress is 
determined as 

 
σ α1

0
, , ( )i T i i i iE T T= − −  (9) 

 
where αT i,  is the thermal expansion coefficient, 

Ei  modulus of elasticity, and Ti and 
Ti

0 current and initial temperature of layer i, 
respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Schematic depiction of the wall exposed 

to fire. 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
Figure 4: Dependence of modulus of elasticity (a) 

and thermal expansion coefficient (b) upon 
temperature [27]. 
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Vertical movement is prevented, therefore the 
force acting on the entire cross-section is 
 
F A Ai i= − ′ = ′Σ σ σ 2  (10) 

 

where ′Ai  is the reduced area of the layer i, 
′ =A b xi i iΔ ξ , and ′A  the total area of the cross-

section,  ′ = ′A AiΣ  . Externally applied stress 
σ2 = ′F A/  is acting on each layer, and 
ξ i represents the reduction factor that accounts 
for the changes of modulus of elasticity due to the 
temperature changes, 

 

 ξi i refE T E= ( ) / . (11) 

 

Eref denotes the reference modulus of elasticity 

at 20°C. The moment of inertia of the entire 
reduced cross-section is 

 

I A y x bi
i

i i i= ′ +∑ ( / )2 2 12Δ ξ  (12) 

 
where yi is the distance from the layer i to the 
centre of gravity,  
 
y x xi CG i= −   . (13) 
 
The distance to the centre of gravity, xCG, is 
determined with  
 
x A x ACG i i= ′ ′( ) /Σ   (14) 
 
where  x i  is the distance to the layer i. 

The additional bending moment, M, defined 
with  

 

M y Ai
i

i i= + ′∑( ),σ σ1 2  (15) 

yields the stress condition   
 

σ 3,i
iM y

I
=  (16) 

 

The total stress due to the non-uniform 
temperature distribution in the layer i can be 
defined as   
 
σ σ σ σi i i= + +1 2 3, ,  (17) 
 
4.2  Results and discussion 

To demonstrate the capability of the numerical 
model, the analysis was performed for a 0.2 m thick 
wall made of concrete exposed to SDHI fire as 
depicted in Figure 3. The initial ambient 
temperature and relative humidity are taken as 
20°C and 30%, respectively, on both sides of the 
wall. Ambient conditions adjacent to the wall not 
exposed to fire are assumed constant, and at the 
fire-exposed side, the ambient temperature 
increases according to the selected fire exposure 
curve.  
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                                         (b) 
Figure 5: (a) temperature and (b) thermal stress 
distribution in the cross-section of the wall after 
25 and 45 minutes of SDHI fire exposure, 
respectively; stresses are calculated for constant 
(Ec) and temperature-dependent (E(T)) modulus 
of elasticity. 
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The mass transfer coefficient is taken as 0.01 
m/s, and the heat transfer coefficient and emissivity 
on both sides of the wall have the value of 20 
W/(mK) and 0.5, respectively. The initial saturation 
and temperature in the wall are 90% and 25°C. The 
details on the selection of the constitutive relations, 
mass transfer coefficient, permeability, porosity 
and irreducible saturation levels are given in [23]. 
The dependence of the modulus of elasticity, E(T), 
and thermal expansion coefficient, αT , upon 
temperature, is shown in Figure 4 (a) and (b) as 
reported in [27]. 

Figure 5 presents the temperature and 
corresponding thermal stress distribution in the wall 
exposed to SDHI fire for exposure times of 25 and 
45 minutes. The analysis considers both the 
constant and the temperature-dependent modulus of 
elasticity. The SDHI fire temperature [26] Tfire, 
Figure 6 (a), exhibits a peak value after 
approximately 20 minutes of fire exposure. 
Maximum temperatures in the cross-section of the 
wall are obtained approximately after 25 minutes of 
fire exposure. Figure 5 (b) clearly shows the 
importance of taking into account the reduction of 
the modulus of elasticity at high temperatures. 

At peak temperatures, a thin layer of the wall 
next to the exposed surface is in tension due to the 
reduced modulus of elasticity; however, when a 
constant modulus of elasticity was assumed in the 
calculation of stresses, the above mentioned layer 
was under compression. The central part of the wall 
is in tension while both sides of the wall are in 
compression due the large increase of the 
temperature combined with the assumption of 
elastic strains in the thermal stresses calculation. 
The assumption of a constant modulus of elasticity 
yields higher stresses in both tensile and 
compressive region at equal exposure times. 

Temperature and thermal stress development 
with time is presented in Figure 6. Several typical 
sections of the wall are analyzed. It can be seen that 
for the time domain under consideration, the 
temperatures at the unexposed side of the wall 
(x=0.0075m) and at mid-plane (x=0.0975m) 
increase slowly. Close to the fire-exposed surface 
(x=0.1925m), significant temperature increase can 
be observed with peak temperature value of 867 K 
achieved after 25 minutes of exposure. A 
temperature-dependent modulus of elasticity has a 
pronounced influence upon the development of 
both stresses and deflection with time. Thermal 
stresses are larger when constant modulus of 

elasticity is taken into the account throughout the 
time domain analyzed.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 

(b) 

 
(c) 

 
 

Figure 6: Effect of temperature on the modulus of 
elasticity: (a) temperature development in 
characteristic points (x=.0475, .0975, .1475, .1975 
m) and time development of SDHI fire 
temperature [5], (b) thermal stress development in 
time for 2 characteristic points, x=.075 and .0975 
m, (c) total deflection of the wall. 
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Deflection calculated with constant modulus of 
elasticity as presented in Figure 6 (c) starts 
decreasing once temperatures and temperature 
gradients within the wall start decreasing, which is 
not the case when temperature-dependent E is 
taken into account. 

To fully evaluate the structural integrity of the 
element, thermal stresses obtained with the 
formulation described above have to be considered 
concurrently with the pore pressures of the 
saturated medium, which, in this case, is concrete. 
Numerical predictions of spatial pore pressure 
distribution and its change with time have been 
comprehensively discussed in [23]. Pore vapor 
pressures induced by the elevated temperatures 
can be as high as 9 bar, if concrete is saturated 
[28]; therefore, they can not be neglected. 
 
5 Concluding remarks 
 
The numerical model developed uses a 
generalized formulation for moisture migration in 
a porous media, and it is presented within the 
context of drying of initially saturated concrete. 
The predictions are reported for two case studies: 
ambient drying at constant environmental 
temperature and relative humidity, and accelerated 
drying due to fire.  

For the first case, the numerical results are 
compared against experimental gravimetric data 
with good agreement. For the second case, 
simulations are conducted for a concrete wall with 
different thicknesses subjected to short duration 
high intensity (SDHI) type of fire. These extreme 
conditions demonstrate the robustness of the 
numerical model and algorithm, and its capability 
of providing time-dependent data for heat and 
mass transfer in concrete combined with 
corresponding thermal stresses. The results show 
that the occurring thermal stresses in the wall are 
significant, and they may affect seriously its 
structural integrity, i.e. the predicted values may 
be larger than typical concrete compressive or 
tensile strength, respectively. For these particular 
conditions the simplification of a linear stress-
strain relationship may be suitable, since it leads 
to stress distributions far more conservative than 
those obtained with the temperature-dependent 
Young’s modulus. Altogether, the formulation 
presented seems to be a reliable and useful 
numerical tool to analyze a wide range of 
engineering situations dealing with moisture 
migration in porous media. 
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1Centre for Mechanical Technology and Automation, University of Aveiro,
Campus Universit́ario de Santiago, 3810-193 Aveiro, Portugal
2Department of Mechanical Engineering, University of Aveiro,
Campus Universit́ario de Santiago, 3810-193 Aveiro, Portugal

*Corresponding author. Fax: +351 234 370 953; Email: mstasiek@mec.ua.pt

Abstract

A numerical approach for the segregation of atomic oxygen at metal/oxide-interfaces is presented. A general segrega-
tion kinetics is considered and the coupled system of partial differential equations is solved due to a one-dimensional finite
difference scheme. Based on model oxide distributions, the influence of kinetics and the oxide distribution is numerically
investigated. The results for non-equidistant distributions are compared with the solution for equidistant arrangements.
The numerical approach allows for the consideration of general boundary conditions, specimen sizes and time-dependent
material and process parameters.

Keywords: Segregation; Metal-oxide interfaces; Mathematical modelling; Numerical modelling; Finite difference method

1 Introduction

Metal-ceramic phase boundaries are of great im-
portance for many applications in materials sci-
ence technology [1, 2], e.g. to thin solid films,
coatings, electronic packaging, supported catalysts,
and fibre-reinforced metal-matrix composites. In
many dispersion-hardened materials, metal-oxide in-
terfaces are involved in strengthening mechanisms.
They are also included in microminiature electronic
devices, e.g. MOSFETs.
The presence of solute atoms at internal metal-oxide
interfaces influences the physical properties of the in-
terfaces and this, in turn, may affect the bulk prop-
erties [3]. Therefore, it is an important task to ac-
curately predict and measure the level of equilib-
rium solute-atom segregation at internal interfaces.
In the presented work, the segregation of oxygen at
Ag/MgO interfaces is numerically simulated whereas
a general segregation kinetics which incorporates ad-
sorption and desorption of oxygen is considered. The
numerical approach results in a coupled system of
partial differential equations. This general approach
allows for the consideration of general boundary
conditions, specimen sizes and time-dependent (e.g.
temperature dependent) material and process param-
eters. A schematic sketch of the problem is shown in

Fig. 1.
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Figure 1: Schematic description of the problem.

2 General kinetics of segregation

The kinetics of oxygen segregation at
metal/oxide-interfaces can be described based on
Fick’s second law of diffusion for the oxygen mole
fractionψO as

∂ψO

∂t
= div (DO gradψO) + a · γO , (1)

whereDO denotes the diffusion coefficient of oxygen
in the alloy and div and grad are the divergence and
gradient operator, respectively. The material depend-
ing factora = Mtot/(NA ·ρtot ·Vtot) in Eq. (1) ensures
unit consistency for the general source expressionγO

[4, 5] which involves adsorption (index a) and des-
orption (index d) at timet as:
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γO = (1−Θ)α · ψO · νaexp

(
− E0

a

R̄T

)
exp

(
− aΘ

R̄T

)

−Θβ · νd exp

(
− E0

d

R̄T

)
exp

(
bΘ
R̄T

)
=

∂Θ
∂t

, (2)

where the oxygen surface coverageΘ is the frac-
tion between the actual amount of segregated oxygen
atoms at the metal/oxide interface and the maximum
possible amount(0 ≤ Θ ≤ 1). Constantsα andβ de-
note the kinetic order andν the frequency of the ad-
and desorption process [5]. It is important for the nu-
merical approach to underline that the general source
expression given in Eq. (2) depends not only onΘ but
also on the oxygen mole fractionψO.

3 Numerical approach

3.1 Equidistant Grid Distribution
The numerical approach is based on the one-

dimensional model shown in Fig. 2 which reduces
the dimensionality of the problem in order to min-
imise the computing time for such problems. In the
presented model, the content of MgO precipitates is
equally distributed to the grid points of the equidis-
tant finite difference discretisation. However, the
conversion from a three- or two-dimensional struc-
ture to a one-dimensional problem requires some pro-
cedures in order to incorporate the information of
the spatial distribution of the precipitates in the re-
duced model. A numerical procedure to convert two-
dimensional microstructures into representative one-
dimensional distributions is described e.g. in [6].

M g OO . . . A g

g r i d  p o i n t
s o u r c e /
s i n kB C

a i r s p e c i m e n

B C

Figure 2: 1D modeling approach (Ag/MgO).

The solution of the coupled problem is found as fol-
lows: The update of the oxygen mole fractionψO

is based on the following Crank-Nicolson scheme (n
denotes the grid point,0 ≤ n ≤ N , andk the time
step,k ≥ 0)

ψk+1
O,n = ψk

O,n +
∆t

∆x2

1
2
·
[
Dk+1ψk+1

O,n+1 + Dkψk
O,n+1

− 2
(
Dk+1ψk+1

O,n + Dkψk
O,n

)

+Dk+1ψk+1
O,n−1 + Dkψk

O,n−1

]
+ ∆taγk

O,n , (3)

which results finally in a system of equations with a
tridiagonal coefficients matrix. The solution can be
easily obtained based on the classical Thomas algo-
rithm, [7]. Then, Eq. (2) represents for knownψ an
ordinary differential equation with respect toΘ. The
update of the surface coverageΘ requires an indi-
rect scheme (internal iteration loop variable:j) which
incorporates linearisation of the right-hand side of
Eq. (2) in order to ensure convergence of the solu-
tion:

Θk+1
n(j+1) −Θk

n = ∆t
[
γO

(
ψk+1

O,n , Θk+1
n(j)

)
+

∂

∂Θ
γO

(
ψk+1

O,n , Θk+1
n(j)

)
·
(
Θk+1

n(j+1) −Θk+1
n(j)

)]
. (4)

Iteration of the scheme given in Eq. (4) is stopped as
soon as the difference of two iteration loops is smaller
than a certain toleranceε, i.e. Θk+1

n(j+1)−Θk+1
n(j) < ε =

0.01.

3.2 Non-Equidistant Grid Distribution.
The update of the oxygen mole fraction is ob-

tained as [8]:

ψk+1
O,n = ψk

O,n + ∆t
Dk+1

2

(
ln+1ψ

k+1
n+1 − lnψk+1

n

+ln−1ψ
k+1
n−1

)
+ ∆t

Dk

2

(
ln+1ψ

k
n+1 − lnψk

n+

ln−1ψ
k
n−1

)
, (5)

where the coefficientsln are defined as

ln+1 =
1

2hn

(
1
hn

+
1

hn−1

)
, (6)

ln−1 =
1

2hn−1

(
1
hn

+
1

hn−1

)
, (7)

ln =
1
2

(
1
hn

+
1

hn−1

)2

, (8)

andhn−1 = xn − xn−1 andhn = xn+1 − xn (cf.
Fig. 3).
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Figure 3: Approach for non-equidistant grid
distribution.
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4 Results

4.1 Effect of kinetics

In the following, the results for different kinetics,
i.e. ad- and desorption, pure adsorption and pure
desorption (which corresponds to the case of pure
diffusion without reaction) are presented. Figures 4
and 5 show the variation of the oxygen mole frac-
tion ψO and coverageΘO with time t for a 30µm
thick specimen, an initial oxygen mole fraction of
ψO(x, t = 0) = 0 and an initial oxygen coverage
of ΘO(x, t = 0) = 0. The magnesium mole fraction
ψMg was equal to 0.03 and an oxygen diffusion co-
efficient of DO = 2.72 · 10−2 exp(−46055/(RT ))
mm2/s was incorporated in the model simulation.
Other parameters were assigned as follows:α = β =
1, νa = νd = 2 · 107 s−1, E0

a = 10 · 103 J/(mol·K),
E0

d = 85 · 103 J/(mol· K), T = 733 K,a = 103 J/mol,
b = 104 J/mol,N = 200.
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Figure 4: Variation of oxygen mole fraction with
time.
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The sum of the surface coverage is shown in Fig. 6.

4.2 Effect of precipitate distribution
Here, the results for a homogenous and a non-

homogeneous model oxide distribution (cf. Fig. 7)
are presented. The grid was in the regions with high
source gradients refined. Figures 8 and 9 show the
variation of the oxygen mole fractionψO and cover-
ageΘO with time t for a 30µm thick specimen, an
initial oxygen mole fraction ofψO(x, t = 0) = 0
and an initial oxygen coverage ofΘO(x, t = 0) =
0.2. The magnesium mole fractionψMg was equal
to 0.03 and an oxygen diffusion coefficient ofDO =
2.72 ·10−2 exp(−46055/(RT )) mm2/s was incorpo-
rated in the model simulation. Other parameters were
assigned as follows:α = β = 1, νa = νd = 2 · 107

s−1, E0
a = E0

d = 10 · 103 J/(mol·K), T = 733 K,
a = b = 103 J/mol.
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The sum of the surface coverage is shown in Fig. 10.
It can the seen that the initial value of200 · 0.2 = 40
significantly drops down at the beginning of the the
simulation and converges then towards a maximum
value of∼ 0.99 under the chosen model parameters.

5 Conclusions

A stable code based on a one-dimensional finite
difference scheme has been developed for the de-

scription of the oxygen segregation at metal-oxide
interfaces. The approach allows for the considera-
tion of different boundary conditions, specimen sizes,
time-depending material and process parameters and
non-homogeneous oxide distributions. It is envisaged
to extend the code in our future research work to con-
sider concentration dependant properties (e.g. diffu-
sion coefficient) and to expand the dimensionality of
the code to 2D distributions.
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Abstract 
 
Based on the ab-initio calculations for FeAl B2 phase with and without the vacancies we studied the influence of 
alloying by Ni, Cr and V on the energy of vacancy formation. We predict that the presence of these alloying 
elements in the vicinity of the vacancy on the Fe site increases the energy of the vacancy formation. We discuss the 
changes of the electron charge redistribution in the vicinity of the vacancy in FeAl alloyed with these transition 
metals and link the preference of their site occupation with the peculiarities of the electron density redistribution. In 
addition, we report on the results of calculations of different types of anti-site defects in FeAl, and show that the 
formation of the anti-site on the Al site is the energetically preferable configuration for this defect. Obtained results 
are in agreement with the experimental data. 
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1 Introduction 
 

Several experimental together with the 
theoretical studies, in particular based on ab initio 
methods, concentrate their efforts on 
understanding the influence of point defects, such 
as vacancies and ternary additives, on the 
mechanical and on the electrical properties of the 
intermetallic compounds. It was shown that FeAl 
have a high concentration of point defects, one of 
the most prominent are thermal vacancies. 
Therefore many researches, since the pioneer 
works started in 1970's [1, 2, 3], were pointed to 
understand the influence of the vacancies 
formation on the properties of this intermetallic 
compound. For example, study of equilibrium 
point defects in FeAl and NiAl, [4] based on 
Local-Density Functional (LDF) equations within 
mixed-basis pseudopotential method, predicted 
strong tendency for vacancy clustering in FeAl 
and explained the different mechanical behaviour 
of FeAl and NiAl by shedding some light on the 
dissimilarity of the defects which formed in these 
intermetallics. Vacancies cause hardening [5, 6] 
and increase in their concentration depends on the 
temperature and on the aluminium concentration 
[4, 7]. Alloying of iron aluminides by Ni slows 

down the removal of thermal vacancies [8] In 
contrast, boron increases the rate of vacancy 
elimination [9]. The study of the site preference of 
ternary alloying additions, by ab initio 
calculations with a Local Density Functional 
(LDF), [10] shows that in FeAl Cr and Ti occupy 
the Al sublattice  whereas Ni has a distinct 
preference for the Fe sublattice. Also using the 
TEM-based technique ALCHEMI (Atom Location 
by Channelling Enhanced Microanalysis) it was 
shown that in Fe-45at.%Al-5at.%Cu the Cu atoms 
occupy the Fe sublattice but Cr atoms mostly 
occupies the Al sublattice in Fe-45at.%Al-
5at.%Cu and in Fe-40at.%Al-5at.%Cu [11]. 
Beyond other things, it was found that the strain-
induced ferromagnetism in B2-structured FeAl is 
a function of composition and of deformation 
degree [12]. Other major structural defects in B2 
type iron aluminides are anti-structure atoms 
which form on both sublattices [13-16] Since 
intermetallic compounds, and FeAl B2 phase in 
particular, are candidate high-temperature 
structural materials, diffusion in them and factors 
that affect diffusion mechanism have been 
actively investigated [17-19]. One of the 
conditions for the atom diffusion is a vacancy 
formation on nearest or second nearest neighbour 
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site. Therefore diffusivity depends on the vacancy 
concentration [18]. 

Alloying elements affect the energy of the 
vacancy formation and therefore they influence 
the diffusion mechanics [20]. In the present paper 
we report the results of our study of the influence 
of Ni, Cr, and V on the energy of vacancy 
formation on both Fe and Al sites in FeAl.  
 
2 Computational method  
 

We perform ab initio calculations with density-
functional-theory (DFT) in the generalized-
gradient approximation (GGA) for the exchange-
correlation functional [21]. It was found that k-
mesh about 800 points in the first Brillouin zone 
makes the total energy independent on the number 
of k-points. The Augmented Plane Wave + local 
orbitals (APW+lo) basis for all valence orbitals 
was used. The basis-set size, RmtKmax = 6.5 was 
used, while a chosen radius of muffin-tin spheres, 
Rmt both for Fe and Al atoms, was taken equal to 
2.2 a.u. The energy cut-off, separating core and 
valence states, was chosen equal to -7.0 Ry and 
the maximal wave vector G was taken equal to 14 
(in units 2π/a, where a is the lattice parameter). 
The WIEN2k package [22] was applied. All 
calculations were done in relativistic 
approximation for FeAl with and without defects.  

Using the 54-atoms supercell as follows from 
our calculations changes the energy of vacancy 
formation in ~10% as compared with the results 
for 16-atoms supercell increasing drastically the 
computation time. This is why in our study, we 
use a 16-atoms supercell that includes one point 
defect of any kind (vacancy, anti-structure atom or 
ternary element). 
 
3 Results 
 
 In the studies for simple metals it was shown 
that the vacancy formation is followed by 
significant shift of the atoms in the vicinity of the 
vacancies. In the case of intermetallic compounds 
not only metallic bonds (as in the case of a simple 
metals), but also 30%-40% of covalent bonds are 
present which are known to be much stronger than 
a metallic bonds. In our investigation we used 
2x2x2 supercell, therefore we could check the 
displacements around the vacancy only of its first 
nearest neighbors. We found, that the local 
relaxation around the vacancy is an inward shift of 
the first neighbors of the vacancy. This value is 

0.4% of equilibrium lattice parameter of the 
extended FeAl B2 phase with the vacancy. When 
this local relaxation is taken in account, the energy 
of vacancy formation is negligibly decreases in 
about 0.43%. This value is much smaller then 
values which had been reported for a simple 
metals. The reason for the small value of local 
relaxation in our case as compared with simple 
metals follows from the presence of highly 
localized covalent bonds in FeAl. The highly 
localized electronic charge makes the lattice of the 
intermetallic compound very rigid, only slightly 
sensitive with respect to formation of the hollow 
site. The elastic field around the vacancy in FeAl 
is rather short ranged. The elastic field has 
negligible effect on second neighbors of the 
vacancy on Fe site. Therefore we have omitted the 
local relaxations in our further calculations. 

The quality of our calculations is shown in 
Table 1. The enthalpy of formation, ΔH, and the 
lattice parameter, a, are in good agreement with 
the calorimetric measurements [23, 24]. 
 
Table 1: The comparison of the calculated results 

for the enthalpy of formation, for the lattice 
parameter and for the energies of the vacancies 

formation, Ev(A), on the A-atom site. 
 ΔH 

(eV/atom) 
a(Å) Ev(Fe) 

(eV) 
Ev(Al) 
(eV) 

This work -0.324 2.88 0.869 3.537 

Exp.[23] -0.33 --- --- --- 
Exp. [24] -0.28 2.86 --- --- 
FLAPW 
[25] 

--- --- 0.82 4.00 

Exp.[26] --- --- 0.85 --- 
Exp.[27] --- --- 0.934 --- 

 
The energies of the vacancy formation in 
stoichiometric FeAl B2 phase on the Fe and on the 
Al site, Ev(Fe)and Ev(Al) respectively, are in good 
agreement with the calculated values by Full-
Potential Linearized Augmented Waves (FLAPW) 
method with spin polarization [25] and with 
experimental measurements [26, 27]. 
 
3.1 The preference of site occupation of the 

alloying elements 
 

We found that the preference occupation site of 
Ni in FeAl with and without the vacancies is Fe 
site. The analysis was based on a comparison of 
the mixing energies following the scheme 
presented in our previous work [20]. There was 
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also reported that Cr and V occupy the Al site in 
the ideal FeAl B2 phase. In the case with vacancy 
on the Fe site in FeAl V occupies the Al site and 
Cr occupies the nearest Fe site to the vacancy. 
 
3.2 Energy of vacancy formation 
 

The vacancies in FeAl B2 phase are formed 
mainly on the Fe sublattice [20] therefore it is of 
interest to check the influence of the alloying 
transition metal (TM) on the preference site for 
the vacancy formation. The calculated results are 
summarized in Table 2.  

 
Table 2: The energy of the vacancy formation, 

Ev(A), at the A-atom site in FeAl without and with 
alloying elements in eV. 

FeAl alloyed with : Ev(Fe) Ev(Al) 
Without alloying element 0.869 3.537 
Cr on the Fe site 0.910 4.510 
Cr on the Al site 2.166 3.887 
V on the Fe site 0.902 3.354 
V on the Al site 1.261 3.963 
Ni on the Fe site 1.928 4.848 
Ni on the Al site 0.993 3.333 

 
One can see that the energy of the vacancy 
formation on the Al site remains approximately 
four times higher than this on the Fe site also after 
alloying. Therefore the vacancies are formed 
mainly at Fe sites also when TM alloying 
elements present in their vicinity. In addition, 
alloying by Cr on the Al site and by the Ni on the 
Fe site doubles the energy of the vacancy 
formation on the Fe site. Alloying by V increases 
the energy of vacancy formation in 1.5 times.  
 
3.3 Energy of anti-sites formation 
 
Another structural defects that were studied, are 
anti-site defects on both sublattices. For FeAl we 
found relatively low anti-site formation energy at 
stoichiometry. Our calculated results are given in 
Table 3 and compared with other relativistic [25] 
and with non-relativistic ab-initio calculations [4, 
28]. Our results of anti-site energy formation 
slightly differ from the previous ab-initio 
calculations. The previous results for the anti-site 
formation energies at the Fe and Al sublattices 
almost the same, while our calculations show 
much more significant difference in the formation 
energies of anti-sites at the Fe site and at the Al 
site. Our results are confirmed experimentally by 

Mössbauer spectroscopy experiments [29] and 
[30] that show that FeAl B2 phase contains 
predominately anti-sites at the Al sublattice and 
vacancies at the Fe sublattice. Only negligible 
amount of defects such as anti-sites at the Fe 
sublattice and the vacancies on the Al sublattice 
were detected in these experiments. 
 

Table 3: Anti-site formation energies (in eV) of 
FeAl at stoichiometry, Eanti(A), at A-atom sites. 
Method Eanti(Fe) Eanti(Al) 
This work 1.054 0.699 
FLAPW [25] 0.68 0.65 
FLAPW [4] 1.03 0.95 
Pseudopotentials [28] 0.99 0.99 

 
It is interesting to note, that FeAl has 

relatively low anti-site formation energy at the Fe 
site, but very high vacancy formation at the Al 
sites. Therefore it is easier to add an Al atom than 
to remove an Al atom. Actually, the anti-site 
defects at the Fe sites become the dominant defect 
type for Al-rich FeAl. But for the Fe-rich FeAl the 
dominant defects are vacancies at the Fe sites and 
anti-sites at the Al sites. 
 
3.4 Equilibrium lattice parameter 
 

The total energies in the APW + lo calculations 
have been also minimized for the defect supercell 
systems. The corresponding equilibrium lattice 
constants are given in Table 5.3 and compared 
with the results of the previous TB-LMTO (Tight-
Binding Linear Muffin-Tin Orbital) calculations.  
 

Table 4: Equilibrium lattice constant (Ǻ) for the 
FeAl supercell with defects. 

 This 
work 

TB-LMTO 
[31] 

vacancy on Fe 
sublattice 

5.715 5.719 

vacancy on Al 
sublattice 

5.715 5.716 

Fe anti-structure 
atom 

5.760 5.701 

Al anti-structure 
atom 

5.800 5.741 

 
3.5 Charge distribution 
 

To understand the preference of the alloying 
elements to occupy particular site in FeAl B2 with 
and without vacancies, the charge redistribution in 
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the real space were studied. We compared the 
differential charge distribution (the difference 
between the electron distribution in the 
intermetallic compound and that of the constituent 
atoms) in FeAl, as shown on the Figs. 1 and 2. 

For the case without the vacancy (Fig. 1) we 
compared the charge transfer in the vicinity of the 
alloying elements on the Fe site (Fig.1 (a-c)) and 
the same when the alloying elements occupy the 
Al site (Fig.1 (d-f)). Isodensity curves in Figs. 1 
and 2 are drawn with increments of 0.001 e/Ǻ3. 

When Cr or V occupies the Al site, Fig. 1 (d) 
and (f) respectively, the electron density between 
these ternary elements and their first nearest 
neighbours, the Fe atoms, is relatively high. In the 
case of Cr the value is 16 and in the case of V is 
14(in units 0.001 e/Ǻ3 here and in further 
discussion). On the contrary when Cr or V 
occupies the Fe site the electron density is 
relatively low between ternary elements and their 
nearest neighbours, Al atoms. The corresponding 
values are 4 between Cr and Al, and 3 between V 
and Al atoms. Thus strong directional bonds are 
formed between these ternary elements and Fe 
atoms an therefore these ternary elements prefer to 
occupy the Al site in agreement with a result of 
the mixing energy [20]. When Ni occupies the Al 
site the value of the electron density in the vicinity 
of the ternary element is only 6. It means that no 
strong directional bonds are formed between Ni 
and its nearest neighbours, Fe atoms. When Ni 
occupies the Fe site the electron density in the 
vicinity of Ni is almost homogeneously distributed 
and relatively low, the differential charge 
distribution changes from 2 to 3. Therefore in this 
case the uniform distribution of the charge makes 
the compound more stable.  

Similar comparison of the charge transfer has 
been done for the case with the vacancy on the Fe 
site in FeAl with alloying elements, Fig. 2. When 
the alloying elements occupy the Fe site, the 
second nearest neighbour of the vacancy (Fig. 2 
(a-c)) the "vacancy pocket" is nearly symmetric. 
This symmetry is distorted when the alloying 
elements occupy the Al site, nearest vacancy 
neighbour (Fig. 2 (d-f)). In the cases of alloying 
by Cr and Ni (Fig. 2 (a, b)) the distortion is more 
pronounced than in the case of alloying by V (Fig. 
2 (c)). When Cr or V atoms occupy the Al sites 
the high electron density was detected between 
these alloying elements and Fe atoms (Fig. 2 (d) 
and (f), respectively), the differential charge 
density is 16. This high charge density was not  

 
 

Figure 1: Differential charge distribution for 
electrons in spin-up state for the FeAl B2 phase 
alloyed by (a) Cr, (b) Ni and (c) V on the Fe site 
and alloyed by (d) Cr, (e) Ni and (f) V on the Al 

site in the (110) plane. 
 

detected in the case with Ni as alloying element 
(Fig. 2 (e)). In this case the highest value of 
differential charge density between these atoms is 
7. Similar to the case without the vacancy, when 
Ni occupies the Fe site, the electron density in its 
vicinity is relatively low. It is possible to explain 
the site preference of these alloying elements in 
FeAl with vacancies basing on the competition 
between the strong directional bond formation and 
the symmetry in charge distribution. When Cr or 
Ni occupies the Al site the symmetry distortion is 
very high and therefore these alloying elements 
prefer to occupy second nearest neighbor of the 
vacancy, the Fe atom. When V occupies the Al 
site the strong directional bonds are formed 
between TM. This effect compensates the 
distortion of differential charge density in the 
vicinity of the vacancy; therefore V prefers to 
occupy the Al site. 

Whatever the alloying elements occupy the Fe 
sublattice or Al sublattice the differential charge 
density in the center of the "vacancy pocket" in 
the cases with Ni and Cr is (-4) and in the case 
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Al 

Al 
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with V is (-3). In the vicinity of the Al atoms this 
value drops to (-6) in the cases with Cr and V and 
to (-7) in the case with Ni. Therefore we found 
here a charge transfer from Al atoms to TM 
atoms. 
 

 
 

Figure 2: Differential charge distribution for 
electrons in spin-up state for the FeAl B2 phase 

with the vacancy on the Fe site (the second nearest 
neighbor of the vacancy) alloyed by (a) Cr, (b) Ni 
and (c) V on the Fe site and alloyed by (d) Cr, (e) 

Ni and (f) V on the Al site in the (110) plane. 
 
4 Summary 
 
 The energy of the vacancy formation increases 
when the alloying elements occupy the site in the 
vicinity of the vacancy on the Fe site. In addition, 
alloying of FeAl by Cr, Ni or V does not decrease 
the energies of the vacancy formation on the Al 
site. Therefore due to the high energies of vacancy 
formation in alloyed FeAl the vacancies are 
formed mainly on the Fe site.  
 The analysis of preference occupation site of 
Ni, V and Cr in FeAl was done on the basis of the 
study of electron density distribution. According 
to our results, Ni occupies the Fe sites both in 
ideal FeAl and in FeAl with the vacancy on the Fe 
site. Transition metals with lower than Fe atomic 
numbers, V and Cr occupy the Al sublattice in 
ideal FeAl in agreement with our previous work 

[20] where the analysis was performed on the 
basis of energy considerations.  
 We showed that Cr prefers to occupy the 
closest Fe site in FeAl with the vacancy on the Fe 
site. We link this amphoteric property of Cr with 
the peculiarities of the electron density 
distribution.  
 The calculated energies of the anti-site 
formation on the both sublattices are relatively 
low. The energy formation of the anti-site on the 
Al site is lower than that of the anti-site on the Fe 
site showing the preference of this configuration 
of defect in agreement with experiment. 
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Abstract 
 
The experimental results of an investigation of the steady-state motion of individual grain boundaries 
(GBs) of natural deformation twin and individual twin GBs in bicrystals and tricrystals with triple 
junction (TJ) are obtained. For experimental observation of GB mobility from the dependence on GB 
inclination the Zn specimens with individual GBs and TJs were produced. The mobility of natural 
deformation twin GBs and twin GBs in bicrystals and tricrystals are compared in connection with the GB 
inclination.  

 
Keywords: Grain Boundary; Triple Junction; Twin; Grain boundary Inclination; Coherent twin; 
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1 Introduction 
 
It is known that the presence of special grain 
boundaries (GBs) in a material is desirable since 
the material as a whole would perform better in 
service [1]. GBs with markedly different 
properties than those of average GBs are known as 
‘special’. For many years the coincidence site 
lattice (CSL) model, which describes GBs in 
terms of the misorientation between neighboring 
grains, has been a cornerstone of GB research [2]. 
It was originally thought that any CSL GB with a 
low Σ value (where Σ is the reciprocal density of 
coinciding sites) had special properties. However 
Wolf indicated that a low-Σ CSL was a necessary 
but not sufficient criterion for specialness [3]. For 
instance the so-called “coherent twin” in fcc 
lattice is a Σ3 GB in {111} planes of both grains 
always possesses special properties whereas the 
so-called “incoherent twin” which is a Σ3 GB 
lying in a {211} plane may be characterized by 
“less special” behavior. 

GBs can be classified using CSL which defines 
the periodicity, i.e. the degree of ‘fit’ between the 
two lattices which constitute GB. CSLs provide 
information on particular misorientation between 
two neighboring grains. Misorientation defines 
only three of the five degrees of freedom needed 

to describe GB structure. The other two degrees of 
freedom are obtained from GB plane orientation.  

t1          t2 

t3          t4 
 
Figure 1: The line of intersection of the two 
deformation twins in zinc (99.995 at.%) is 
perpendicular to the plane of sample. (t4 > t3 > t2 > 
t1 are annealing times). 
 
 The importance of knowing GB plane indexes 
in addition to the misorentation are emphasizes by 
several researches [4-6]. We observed twin GBs in 
Zn with the same “matrix/twin” correlation and 
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different space orientation demonstrating 
dissimilar rate of motion (Fig. 1). 

The boundary plane geometry can be studied 
with the aid of bicrystals and tricrystals where all 
five degrees of freedom are predetermined. The 
use of fabricated bicrystals and tricrystals allows 
producing GB with specific plane configuration. 
Techniques for preparing bicrystals and tricystals 
are described in [7]. The main reason for using 
bicrystals and tricrystals is a possibility to 
measure mobility associated with precisely known 
GB geometries. In general, GB mobility depends 
both on GB misorientation and inclination. GB 
mobility is strongly depends on misorientation [8, 
9]. An experimental study the mobility 
dependence on inclination of GB and TJ with 
fixed misorientation allows us to understand the 
inclination effect.  
 
2 Experimental 
 
2.1  Twin grain boundaries 

Two kinds of twins exist in materials, namely 
mechanical (deformation) twins and grown 
(annealing) twins. The annealing twins are the 
main structural defects of polycrystals with low 
and medium stacking fault energy. The 
deformation twins are the main structural defects 
of deformed polycrystals. Deformation and grown 
twins have the same correlation “matrix/twin”. We 
can describe the grown twin GB in terms of axis 
and angle as GB generated by lattice rotation 86°  
about axis [ 0211 ]. Twin GB is special [ 0211 ] 
tilt GB with Σ = 15. 
 
 

Fig.2: The scheme of 
specimen with twin. 

Fig. 3: Micrograph of a 
twin in zinc (99.995 at.%). 

 
2.2    Deformation twin grain boundaries 

Single crystals were grown by modified 
Bridgman technique using high purity (99.995 
at.%) zinc. By means of an applied stress 
deformation twins were introduced into the single 
crystals and we have bicrystal in form of half-loop 

with two coherent and one incoherent GBs (Fig. 2 
and Fig. 3). Coherent GB plane of deformation 
twin is )2110( . Incoherent GB plane as a rule 
consists of plane lattice facets with low indexes 
[10]. The using of deformation twins allows one 
to obtain relatively large driving forces, which is 
sufficient to force incoherent GB to move.  
 
2.3 Grown twin grain boundaries 

Twin GBs in Zn can be presented as the 
]0211[  tilt GBs with lattice rotation angle 86° 

(See section 2.1). The samples of the bicrystals of 
Zn (99.999at%) with a twin GB were grown by a 
modified Bridgman technique in a high purity 
argon atmosphere in a graphite crucible. Two 
reversed capillary techniques (Figs. 4 to 7), were 
used to investigate grown twin GB migration: 
under control variable driving force (“corner” 
method, Figs. 4 and 5) and under constant driving 
force (“half-loop” method, Figs. 6 and 7) [8, 11]. 
In first case the plane of grown twin GBs is under 
the angle α to basic plane (1000). The major 
advantages of first technique are the relative ease 
of manufacturing and preparation of specimen and 
the possibility to change the driving force by 
varying angle  α to (1000) plane (Fig. 4). This 
technique allows one to obtain relatively large 
driving forces under small α. However we can get 
inclination dependence on GB mobility for low 
angle interval 0÷20º. 
  

Fig. 4: The scheme for 
“corner method”. 

Fig. 5: Individual video 
frame of GB migration. 

  

Fig. 6: The scheme for 
“half loop method”. 

Fig. 7: Individual video 
frame of GB migration. 

 
The major advantage of a technique with constant 
driving force is the possibility to change the 
inclination of grain boundary with the constant 

1000μm 

1000μm 
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angle of misorientation. (Fig. 6). In this case the 
inclination angle changed between 0÷90º.  
 
2.4 Grown twin grain boundaries with triple 

junction 
The samples of the tricrystals of Zn (99.999 

at. %) with TJs were grown by a modified 
Bridgman technique from single crystalline seeds 
in high purity argon atmosphere in a graphite  
 
 

Figure 8: The geometry of tricrystalline specimen 
with TJ. 

 
Figure 9: The shape of two moving GBs and TJ. 

crucible. In Fig. 9 the shape of moving GB 
system with TJ is shown. The sample contents two 
curved high angle tilt GBs, ]0211[  84° and 

]0211[ 87°, and a straight 3° tilt GB (not visible in 
the pictures, it ranges from the tip of the junction 
parallel to the straight part of the high angle GBs 
to the low right corner of the pictures). 
 
3 Results and discussion 
 

To study in-situ the migration of twin GBs and 
system of twin GBs with TJ at elevated 
temperatures a modified optical microscope with 
polarised light and a hot stage was used. An 
additional polarisation filter applied in the 
reflected beam allows distinguishing the different 
orientations of the grains by the different intensity 
of the reflected light. By rotating the sample with 
respect to the incident beam the contrast was 
enhanced. The experiments were carried out in the 
temperature range 473 to 683 K. It is possible to 

determine the mobility of system from time 
dependence of GB or TJ displacement and a shape 
of moving GB or TJ at any moment. We consider 
the steady-state motion of GBs and TJs in the 
system of grown twin GBs. GBs and TJs in our 
configurations are straight and perpendicular to 
the plane of the diagram. Away from TJ all three 
GBs have to be planar and their planes are parallel 
to one another and perpendicular the plane of the 
diagram. This makes the problem quasi-two-
dimensional. 

The driving force was provided by reduction of 
the free energy of the boundaries and reads (per 
unit area): 

 
a

p σ2
=  ,                                                  (1) 

where σ is the surface tension of GB and a is the 
width of the shrinking grain. The mobility of GB 
is given by the ratio of velocity v and driving force 
p: 

 
σ2
av

p
vm ==                                             (2) 

In our experiments we used the reduced mobility 
A [12]: 

 ⎟
⎠
⎞

⎜
⎝
⎛=≡

kT
H-expA=m

2
vaA 0σ                  (3) 

where H is the activation enthalpy and Ao is the 
preexponential factor. The reduced mobility 
depends on activation enthalpy H and 
preexponential factor Ao. We suppose the 
inclination effects on H and Ao is different. We 
decided to divide the influence the inclination on 
H and Ao and to investigate the influence the 
inclination on parameter Ao. Fig. 10 shows the 
typical Arrhenius plot of the twin GB mobility. At 
low temperatures the motion is thermally activated 
process, at high temperatures the motion is 
athermal. The effect of the athermal grain 
boundary motion was observed in our early works 
in Zn only, the nature of the athermal motion was 
not clear [13, 14]. The influence of anisotropy is 
the one of the main reasons of athermal motion of 
grain boundaries in zinc [15]. 

Obviously it is best to study the inclination 
dependence of a boundary where the athermal 
motion is most marked. It has been found that 
effect is only observed in special GBs in Zn. We 
investigated the inclination dependence on the 
 

100μm 
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GB IIIGB II GB I 
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Figure 10: The temperature dependence of twin 
GB mobility in zinc bicrystal. 

 
motion of natural deformation and grown twin 
GBs because twin GB is special. Moreover, we 
observe that twin GBs with the same 
“matrix/twin” correlation and different space 
orientation demonstrate dissimilar rate of motion 
(Fig. 1). 
 
3.1    Deformation twin grain boundaries motion 

Shrinkage of twin proceeds by incoherent twin 
GB motion along coherent twin GBs during 
annealing under high temperature. Large 
velocities of GB motion are obtained in motion 
under high driving force. Deformation twin GBs 
exhibit low mobility, it is necessary to create high 
driving force, i.e. very small dimension of half- 
loop (Fig. 2.) Athermal GB migration was 
experimentally observed for deformation twin 
GBs (Fig. 11). The temperature dependence of the 
mobility is characteristic for breakaway of 
migrating GB from its adsorbed impurities [16-
19]. Essential new features are that before and 
after detachment from the impurity atmosphere 
the GB mobility is temperature independent. The 
motion of individual incoherent twin GB was 
investigated in the temperature interval between 
473 and 681 K. 
 
3.2   Grown twin grain boundaries motion 
 Fig.10. shows the temperature dependencies 
of the mobility of ]0211[  tilt GBs, angle 
misorientation 86°±0.5°. Atermal GB migration 
was experimentally observed for grown twin GBs 
(Fig. 10). The temperature dependence of the 
mobility is characteristic for breakaway of 
migrating boundary from its adsorbed impurities 
[16-19]. An essential new feature is that GB 
mobility is temperature independent after 
detachment from the impurity atmosphere. The 

motion of individual grown twin GB was 
investigated in the temperature interval between 
548 K and 681 K. A characteristic feature of the 
observed dependence is a drastic change of the 
GB mobility in a narrow temperature range. 
Below the breakaway region GB mobility 
demonstrates a usual Arrhenius-type temperature 
dependence Figs.10 and 11. 

3.3  Grown twin grain boundaries motion with 
triple junction 
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Figure 11: Temperature dependence of twin GB 
mobility and twin GB mobility with triple junction. 
■  Grown twin GB 

 Triple junction with grown twin GBs( ]0211[  
tilt GBs ϕ1=82°, ϕ1=80°,ϕ1=2°) 

▲  Triple junction with grown GBs ( ]0211[  tilt 
GBs ϕ1=84°, ϕ1=87°,ϕ1=3°) 

● Deformation twin GB 
 
Fig. 11 shows the temperature dependencies of the 
TJ mobility. We observe the athermal TJ motion. 
It is known that the motion of GB systems with 
TJs in Zn can be controlled by slowly moving TJs 
and by GBs. The influence of TJs depends on 
temperature. It is particularly strong at 
temperatures below 0.85Tm in Zn (Tm is a melting 
temperature). In the temperature interval above 
0.85Tm the motion of a connected GB system is 
less affected by TJ, and, therefore, effectively 
controlled by GB mobility [20, 21]. Contrary to 
the motion of an individual GB, there is new 
aspect of the problem where inclination influence 
can manifest itself, namely GB faceting in TJ, 
because the whole angle at triple point is 2π. The 
theories of inclination influence on GB motion 
also can be applied with certain corrections to TJ 
motion.  
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3.4  The influence of inclination on twin grain 
boundaries motion and twin GBs motion 
with triple junction 

 
 
Figure 12: The scheme of bicrystals with grown  
twin GBs with different orientations of GB plane. 
 
 

Figure 13: Dependence of twin GB mobility in 
bicrystals vs. inclination angle θ at 673 K. Open 
ring corresponds to the mobility of twin GB in a 
bicrystal measured by “corner method”. Open 
square corresponds to the mobility of twin GB in a 
tricrystal measured from GBTJ experiments. 
Triangle corresponds to the mobility of 
deformation twin GB. Filled rings correspond to 
the mobility of twin GB in bicrystals with 
different inclination θ measured by a “half-loop”. 
 
It was found that kinetic parameters of GB depend 
strongly on GB inclination. There were observed 
three kinds of twin GB motion: 1. Activated 
motion in a wide range of temperatures.  
2. Activation-less motion. 3. Activated motion at 
low temperatures combined with activation-less 
motion at high temperatures. It has been 
established that the transition from activated to 
activation-less motion has a jump-wise character. 
The shape of a boundary will be a smooth curve as 
long as the boundary surface tension varies 
continuously. If, however, it changes 
discontinuously with GB inclination faceting of 

the moving grain boundary would occur [10, 18]. 
The scheme of bicrystals with grown  twin GB 
with different orientations of GB plane and 
dependence of the twin GB mobility in bicrystals 
vs. inclination angle θ at 673 K are presented on 
Figs. 12 and 13. The angle of inclination θ was 
found as the angle between basic plane (1000) in 
one grain and the plane of GB. Fig. 13 shows 
experimentally determined curve of the GB 
mobility of tilt ]0211[ GBs with misorienatation 
angle 86º on athermal intercept as a function of 
inclination θ ( 0, 4, 14, 19, 22, 30, 45, 60 and 90º). 
The angle of inclination θ was imparted in the 
process of fabricated GB. As we can see, the GB 
mobility varies non-monotonically with θ and 
amplitude is quite large  

The values of natural deformation twin GB 
mobility and TJ mobility coincide with this curve. 
 
4 Conclusions 
 
Twin GB motion has been observed. 
1. The mobility of grown twin GB vs. inclination 
angle θ, measured by “half-loop method”, the 
mobility varies non - monotonically with θ and 
amplitude is quite large ≅103 . The distinction may 
be attributed to structure variation of twin GB in 
dependence of the twin mode inclination. The 
experimental results show the strong effect of the 
inclination on kinetic properties of GBs and TJs in 
zinc.  
2. It has been found that the mobility of GBs of 
deformation twin is 3 orders of magnitude less 
than the mobility of grown twin GBs (Fig. 11). It 
is a prove of the inclination influence. 
3. GBs of deformation twin manifest athermal 
motion before and after detachment from impurity 
cloud. It is supposed that it is the result of low 
adsorption capacity of the different surfaces of 
twin misorientation. The temperature of 
detachment of deformation twin GB is 573 K. 
4. It is known that the TJ mobility is controlled by 
GBs at high temperature, and TJ does not drag the 
motion of GBs system with TJ. It is suggested that 
the adsorption capacity of TJ line is low at 
temperatures more than 0.85Tm. Therefore, it is 
supposed that the detachment of GBs from 
impurity cloud during GBs motion with TJ is 
observed. The additional prove is the same 643 K 
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of detachment for grown twin GB and for grown 
twin GBs connected by TJ.  
5. It has been found that the mobility of grown 
twin GBs connected by TJ is lower by 2 orders of 
magnitude than the mobility of single fabricated 
twin GBs before and after detachment (Fig. 11). It 
is the influence the TJ. 
6. The fabricated twin GBs connected by TJ 
manifest athermal motion after detachment from 
impurity cloud. It is supposed that this is the result 
of low adsorption capacity of the fabricated twin 
GB surface in system.  
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Abstract 
 

In this work we examine the rate limiting process for the formation of hydrate from aqueous solution of CO2, 
and the rate limiting process when CO2 hydrate dissociates towards pure water. A phase field theory is applied to 
model the growth and dissociation of the gas hydrate in a system consisting of an aqueous CO2 phase, and an initial 
hydrate nucleus at constant pressure and temperature at 150 bar and 274.15 K. The diffusion of CO2 in the aqueous 
phase is shown to be the governing parameter for the growth and dissociation rates. We investigate concentration 
profiles at the interface and shows that diffusion through Fick’s law in the liquid can account for the behaviour of 
the system. We argue that the released heat has little or no effect on the kinetics of growth and dissociation for the 
systems in this study although we can not exclude the potential effect of released heat on the nucleation stage. 
Finally we also discuss the effects of anisotropic crystal growth on crystal morphology and kinetic rates of growth. 
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1 Introduction  
 

Gas hydrates are crystalline structures in which 
water forms cavities that enclathrates small non-
polar molecules, so called guest molecules, like 
for instance CO2 or CH4. Macroscopically the 
structure looks similar to ice or snow but unlike 
ice these hydrates are also stable at temperatures 
above zero °C. The enclathrated molecules 
stabilize the hydrate through their volume and 
interactions with the water molecules that 
constitutes the cavity walls. Hydrate can form and 
grow from aqueous solution of guest molecules if 
pressure, temperature and concentrations of these 
molecules are favourable. Historically the 
importance of hydrates has been dominated by the 
industrial problems related to hydrocarbon hydrate 
formation in equipment and pipelines during 
processing and transport. During more recent 
years the interest in hydrates has expanded in 
other directions. The total amount of energy 
related to hydrocarbons trapped in hydrate may be 
more than twice the amount of all known 
resources of coal and natural hydrocarbon sources. 
Historically some of the hydrate reservoirs have 
experienced catastrophic dissociations. One 
example is the Storegga slide. The largest slide in 
this area was created 7000 years ago and induced 
a tsunami that drowned Scotland. The second 
largest gas field outside Norway is located in the 

Storegga region and installation of equipment in 
sediments containing hydrate as well as drilling 
though hydrate sediments is another important 
issue related to hydrate stability. The stability and 
kinetics of hydrate depends, as indicated, on 
temperature and pressure as well as concentrations 
of all components involved the phase transition.  
In the present study the main focus is on growth of 
CO2 hydrate from an aqueous solution and 
dissociation of CO2 hydrate when exposed to pure 
water. This type of system is practically important 
for storage of CO2 in cold aquifers. There are 
several regions around hydrocarbon fields with 
low seafloor temperatures and corresponding 
zones in the reservoir beneath that are inside 
hydrate stability. Potential leakage of CO2 from 
reservoirs in these regions may be reduced by the 
formation of hydrate film on the interface between 
rising CO2 plumes and groundwater. The kinetics 
and mechanisms of hydrate formation as well as 
hydrate dissociation towards pure water is 
essential in order to understand the potential 
leakage rates through the hydrate. Knowledge on 
the rate limiting mechanisms for the kinetics will 
make it possible to establish simplified 
correlations that can be implemented in reservoir 
modelling tools. 
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2 Phase field theory  
 

A phase field theory has previously been 
applied to describe the formation of CO2 hydrate 
in aqueous solutions [1]. Here a similar version is 
applied to model the growth and dissociation of 
CO2 hydrate. The solidification of hydrate is 
described in terms of the scalar phase field φ and 
the local solute concentration c. The field φ is a 
structural order parameter assuming the values φ 
= 0 in the solid and φ = 1 in the liquid. 
Intermediate values correspond to the interface 
between the two phases. Only a short review of 
the model will be given here. Full details of the 
derivation and numerical methods can be found 
elsewhere [1-4]. The starting point is a free energy 
functional: 

 

(1)  ( )23 21 ,
2

F dr T f cε φ φ⎡ ⎤= ∇ +⎢ ⎥⎣ ⎦∫ , 

 
 with ε a constant, T is the temperature and the 
integration is over the system volume. The phase 
field literature contains some ambiguities when it 
comes to the use of the terms concentration and 
mole fraction. In this paper we use c for 
concentration with units moles per volume, the 
mole fraction of CO2 is termed x and is 
dimensionless. Assuming equal molar volume for 
the two components the following relation: c = 
x/νm can be applied, where νm is the average molar 
volume. The range of the thermal fluctuations is in 
the order of the interfacial thickness and, 
accordingly, ε may be fixed from knowledge of 
this thickness. The gradient term is a correction to 
the local free energy density f(φ,c). To ensure 
minimization of the free energy and conservation 
of mass, the governing equations can be written as 
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δφ
δφ

=�  
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where Mc and Mφ are the mobilities associated 

with coarse-grained equation of motion, which in 
turn are related to their microscopic counterparts. 
To reproduce bulk fluid diffusion Mc = Dx(1-
x)/RT, where D = Ds+(Dl-Ds)p(φ) is the diffusion 
coefficient with D = 1.0⋅10-9 m2/s the diffusion 

coefficient in the liquid [5] and Ds = 1.1⋅10-12 m2/s 
for the solid [6]. The local free energy density is 
assumed to have the form 

 
[ ] ( ) ( )( , ) ( ) 1 ( ) ( )S Lf c wTg p f c p f cφ φ φ φ= + − +

(4) 
 
where the “double well” and “interpolation” 

functions have the forms g(φ) = 1/4φ2(1-φ)2 and 
p(φ) = φ3(10-15φ+6φ2), that emerge from the 
thermodynamically consistent formulation of the 
theory [4]. The parameter w is proportional to the 
interfacial free energy and can be deduced from 
experimental measurements [7] or predicted from 
molecular simulations of representative model 
systems [8]. Work along these lines is in progress 
[9] for the liquid water/hydrate interface. At 
present moment the applied value is  
29.1 mJ/m2 [7]. 

 
2.1  Fluid thermodynamics 

The free energy density is calculated as  
 
(5)  

2
(1 )m s CO wf x g x gν = ⋅ + − . 

 
Here gCO2 and gw are the partial molar free 

energies of CO2 and water respectively. For the 
CO2 we have 

 
(6)  ( ) ( )2 2 2

lnCO CO COg g T RT xγ∞= + . 
 
Here g∞

CO2(T) is the partial molar free energy 
at infinite dilution, it is found from molecular 
dynamics simulations, and for 274.15 K it is 
g∞

CO2= -19.67 kJ/mole. R is the universal gas 
constant and γCO2 is the activity coefficient of CO2 
in an aqueous solution in the asymmetric 
convention (γCO2 is unity in the limit as x goes to 
zero) deduced from CO2 solubility experiments 
and fitted to a logarithmic expansion in 
temperature [1]. For water we have 

 
(7)  ( ) ( )ln (1 )pure

w w wg g T RT x γ= + −  
 
Here gpure

w(T) is the partial molar free energy 
of pure water, Ref. [10] gives a value at 274.15 K 
of gpure

w= -49.31 kJ/mole. The activity coefficient 
of water has been obtained through the Gibbs-
Duhem relation.  
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2.3  Hydrate thermodynamics 
The thermodynamics of the hydrate is based on 

the model by Kvamme and Tanaka [10] and van 
der Waals and Platteeuw [11]. The free energy is 
as for the liquid calculated as 

 
(8)  

2
(1 )H H

m S CO wf x g x gν = ⋅ + − . 
 
The expressions for the partial molar free 

energies for water and CO2 in hydrate are 
 

(9)  
2

ln
1

H inc
COg g RT θ

θ
⎛ ⎞= Δ + ⎜ ⎟−⎝ ⎠

 

 
(10) ( )0, ln 1H H

w w Lg g RTν θ= + − . 
 
The filling fraction of large cavities is given as 

θ = x/(νL(1-x)). From [10] the values of pure 
hydrate and partial molar inclusion of CO2 at 
274.15 K is gw

0,H = -48.46 kJ/mole and  
Δginc = -37.52 kJ/mole. 

 
2.4  Saturation and equilibrium 

Figure 1 shows the total molar free energies for 
solid and liquid as a function of the filling 
fraction. The coexistence point between the two 
phases can be calculated by the common tangent 
method. The same results can be obtained by 
solving the equations for equal chemical potential 
of each component in the two phases. The 
common tangent points thus correspond to the 
equilibrium mole fractions of each phase.  

 

 
Figure 1: Molar free energies of the different 
phases involved in the phase transitions as 
function of mole-fraction CO2. Solid line is 
hydrate, dashed line is liquid and thin line is the 
common tangent. 

 The mole fraction in the water under 
equilibrium is xa = 4.02⋅10-3, and for the hydrate xh 
= 0.107 marked by asterisks in Fig. 1. This 
defines the stability region in the mole fraction. 
Hydrate exposed to water within areas of stability 
with respect to temperature and pressure, with a 
higher mole fraction than xa, will grow. Hydrate 
under the same condition but exposed to water 
with a lower mole fraction than xa, will melt.  
 
3 Hydrate growth and dissociation 
 
3.1  Numerical results 
 The model has been implemented on a 1000x10 
grid to simulate growth and dissociation of a 
planar surface, assuming fluxless boundary 
conditions at the walls. Pressure and temperature 
are assumed to remain constant in the system at 
150 bars and 274.15 K respectively. The grid 
resolution is 4 Å, and the time step is 1.6⋅10-12 s. 
Initially we start with a supersaturated CO2-water 
solution and a hydrate film with thickness 16 nm 
for the growth simulation, and a 32 nm thick 
hydrate film exposed to pure water in the 
dissociation simulation. The supersaturated 
solution is xs = 0.033 representing the meta-stable 
equilibrium between water and liquid-CO2 [12]. 
The movement of the front is tracked by following 
the φ = 0.5 value, and the results are plotted in 
Fig. 2. 
 

 
Figure 2: Position of the front as a function of 
time for the dissociation and growth simulation. 
Solid line is growth, dashed line is dissociation. 
 
  The interface under both simulations 
follows perfectly a power law ∝ t1/2, already 
indicating a diffusion controlled process. A square 
root function can be fitted to interpolate interface 
velocities at experimental time scales. After 1 s 
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the growth rate following this function will be 
v(1s) = 6 μm/s, which is comparable to 
experimental results. Further discussion on this 
number is found in section 3.4.  
 
3.2  Concentration profiles 
 To investigate further the diffusion dependence 
we take a closer look at the concentration profile 
near the interface Fig. 3 and Fig. 4. 
 

 
Figure 3: Concentration profile of the interface 

under growing conditions after 1 μs. 
 

 
Figure 4: Concentration profile of the interface 
under dissociation conditions after 1 μs. 
 
 To the far left in the two figures the mole 
fraction equals the initial values; the CO2 has not 
yet diffused to or from these regions. At the 
interface a minima very rapidly evolves for the 
growth simulation approximately at the hydrate 
equilibrium value xa,. For the dissociation 
simulation the mole fraction in the solution 
approaches the xa limit on the interface. The 
kinetics can be viewed as a moving local 
equilibrium interface where the velocity is 
determined by the transport of CO2 towards or 

away from this interface. From the simulations we 
can calculate an effective flux using a Fick’s law 
approach where the concentration gradient in the 
solution is used. According to Fick’s law the flux 
can be calculated as 
 

 (11)   cJ D
x

Δ
= −

Δ
 . 

 
 Taking the gradient close to the minima but in 
the liquid we obtain a velocity of the interface 
comparable to the simulated velocity. The result is 
shown in Fig. 5.  
 

 
Figure 5. Absolute value of the interface velocity 
for the growth and dissociation simulation. Upper 
thick line is growth velocity, lower thick line is 
dissociation velocity, the thin lines are the 
calculated velocities. 
 
 The noise on the calculated curve is due to grid 
effects. These results seem to be able to account 
for the process of hydrate growth and dissociation, 
i.e. the limiting process for dissociation of hydrate 
is the transport of CO2 away from the interface, 
likewise the growth is limited by the transport 
towards the interface. There are three terms in the 
expression for the flux in Eq. (11). The diffusion 
coefficient Dl in the solution is not dependent on 
mole fraction, we can also assume that the 
characteristic length Δx is the same for growth and 
dissociation. The difference in the concentration 
between the initial condition and the saturated xa 
can be taken as the Δc term and will determine the 
flux. If we compare the growth and dissociation 
scenarios we see that for growth Δc ∝ xs - xa, and 
for dissociation Δc ∝ xa – 0. Since xs>xa with 
about one order of magnitude the growth rate 
should be larger than the dissociation rate, the 
results from Fig. 5 shows that this is a good 
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relation giving a difference in interface velocity by 
the same order of magnitude. For growth or 
dissociation of hydrate exposed towards an 
aqueous solution of CO2 and water the most 
important parameter then seem to be the initial 
fraction of CO2 in the solution. Other parameters 
such as changes in driving force due to 
temperature or pressure changes are less 
important.  
 
3.3  Temperature 
 The assumption of isothermal phase transition 
for the systems in this study is based on the 
relative magnitude of the thermal conductivity as 
compared to mass diffusivity. Some rough 
estimates can be made if we assume that the heat 
released through hydrate formation is converted 
into sensible heat according to Fourier’s law. Our 
simulations are two-dimensional and if we assume 
that the growth is homogeneous in the direction 
perpendicular to the hydrate plane, z, we may 
write: 
 

 (12) 
m
Kv

k
Hv

z
T

z

H

z
7105.5 −⋅⋅≈

Δ
=

∂
∂ ρ

 , 

 
 where vz is the hydrate growth velocity in the z 
direction and the approximate relationship on the 
right hand side is based on the following numbers 
and assumptions. ρH is the molar density of the 
hydrate which for complete filling is 49809 
mole/m3. ΔH is the enthalpy of the hydrate 
formation which is trivially calculated from the 
corresponding free energies of hydrate formation 
through standard thermodynamic relationships. 
The estimated value is 604 J/moles at the actual 
conditions, k is the thermal conductivity. The 
thermal conductivity of liquid water is 0.55 
W/m·K at 1 °C. The value of the thermal 
conductivity of hydrate is similar in value. If the 
hydrate film is on the interface between liquid 
CO2 and aqueous phase we may approximately 
assume heat flux only into the aqueous phase due 
to the low heat conductivity of CO2. From the 
simulated results plotted in figure 2 the growth 
rate decays from 6 mm/s after 1 microsecond to 
0.006 mm/s after 1 s. Within the approximate 
nature of these estimates the temperature change 
during the first 4 nm of hydrate growth is thus less 
than 10-16 K and even relatively smaller for 
subsequent stages of growth. The assumption of 
isothermal phase transitions for the systems 

presented in this study is therefore considered to 
be appropriate. 
 
3.4  Anisotropy 
     In contrast to isotropic growth where the two 
model parameters ε and w are fixed through 
information on the interfacial properties there is 
no similar theoretical relationship to relate 
anisotropic crystal growth. On the other hand, at 
the cost of a few empiric model parameters the 
phase field approach has proven [2, 3] to be able 
to reproduce the growth of many experimentally 
observed crystal structures. The relative impact of 
these oriental effects on kinetic growth rates and 
kinetic limiting contributions is an important 
issue. For this purpose Eq (1) is extended with an 
oriental field [2], and the constant ε is assumed to 
be directional dependent, expressed as 
 

 (13) ( )0' 1 cos 2
2
s nε ε ϑ πθ⎡ ⎤→ + −⎢ ⎥⎣ ⎦

. 

 
Here s0 is the anisotropic amplitude, n is the 
symmetry, θ is the introduced orientation field and 
ϑ = arctan[(∇φ)y/(∇φ)x]. Running the anisotropic 
simulation results in a dendritic structure shown in 
Fig. 8. 
 

 
Figure 8: Anisotropic growth of hydrate. 
 
The interface velocity for dendritic growth should 
theoretically approach a constant value. The 
results from our anisotropic simulations yield a 
faster growth rate than the isotropic deviating 
more and more from a square root law as the 
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system evolves. The simulations are unfortunately 
computationally expensive, and we have not yet 
been able to achieve such convergence.  
 
4 Conclusions 
 
 According to the results obtained from phase 
field simulations in this study, the growth and 
dissociation of carbon dioxide hydrates are shown 
to be governed by the diffusion of carbon dioxide 
in the aqueous phase. The most important 
parameters when it comes to the growth and 
dissociation rate will be the initial mole fraction of 
CO2 in the aqueous phase. This result gives us a 
simple and valuable qualitative understanding of 
the process that should be taken into account when 
quantities as growth and dissociation rates are 
measured in experimental setups. These processes 
are also of particular interest relative to storage of 
CO2 in cold aquifers where the formation of a 
hydrate film might induce extra stabilisation to the 
storage. The CO2 leakage will then be determined 
by the dissociation of the hydrate film.  
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Abstract 
 
Confocal Scanning Laser Microscopy (CSLM) was used in real-time observation of alloy element oxidation of a Mn / 
Al TRIP steel. CSLM images reveal a marked role of grain boundaries in the overall initial oxidation kinetics of the 
alloy, and consequently in the morphology of the initial surface oxide. Changing a): the grain size and b): the oxidation 
temperature results in a change in the overall kinetics of selective oxidation and in the importance of oxidation at grain 
boundaries respectively. A combination of serial sectioning and Electron Back Scattering Diffraction (EBSD) mapping 
was employed to fully characterize the grain boundaries intersecting the surface over an area of the alloy. Subsequent 
CSLM observation of selective oxidation over the same area allowed quantification of oxidation kinetics as a function 
of individual grain boundary characteristics and grain orientation. 
 
Keywords: TRIP-steel; Selective oxidation; Grain boundary 
_______________________________________________________________________________________ 
 
 
1 Introduction 
 
The exposure of an alloy to an atmosphere 
containing oxygen (O) can generally be illustrated 
as in Fig. 1. The alloy consists of a base metal, A, 
with one or more alloying elements (B and C) in 
solid solution. The alloy is in contact with an 
atmosphere with an oxygen potential, pO2. In the 
case that the pO2 is high enough for oxides of all the 
elements A, B and C to form, the following 
mechanisms of formation of oxide compounds are 
possible.  
 
The base metal, A, is in direct contact with the 
oxidizing gas and an oxide compound AxOy forms 
on the surface of the alloy. The rate limiting step is 
initially the supply of O from the surrounding 
atmosphere. As shall be discussed later, this supply 
may be controlled by the oxidation of B or C if any 
of these have a higher affinity to O than does A. 
When the oxide of A has grown sufficiently to form 
a coherent layer across the surface of the alloy, thus 
separating the unreacted A and O, diffusion of these 
species through the oxide layer becomes rate 
limiting to further growth.  
 
Alloying elements B and C may form oxides on 
reaction with O, either externally at the surface of 
the alloy (B in Fig. 1) or internally, below the 
original surface of the alloy (C in Fig. 1). Whether 

an alloying element oxidizes internally or externally 
depends on: The pO2 of the oxidizing gas, the 
concentration of the alloying element in the alloy, 
the diffusivity of O in the alloy and the diffusivity 
of the alloying element in the alloy.  
 

 
 

Figure 1: Schematic of alloys oxidation. 
 
If we regard alloying element B, the criterion for 
external oxidation can be given as [1]:  
 

                   ⎥
⎦

⎤
⎢
⎣

⎡
>

OXB

mOS
OB VD

VD
NgN )(

*
)0(

2ν
π

            (1) 

 
Here, )0(

BN  is the concentration of B in the alloy, 
)(S

ON is the solubility of O in base metal A, Do and 
DB  are the diffusivities of O and B in A 
respectively, g* a critical value of the volume 
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fraction of oxide ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

m

OX

V
V

fg , Vm is the molar 

fraction of oxide BOυ in the internally oxidized 
zone. )(S

ON is directly related to pO2 in the oxidizing 
atmosphere.  
 
From Eq. 1, it can be predicted of how the exposure 
conditions affect the transition from internal to 
external oxidation: External oxidation may be 
promoted through increasing the concentration of 
the oxidizing element, )0(

BN , increasing the 
diffusivity of the oxidizing element, DB , and / or 
lowering the pO2 (= lowering )(S

ON ). The former 
two measures increase the outward flux of B, while 
the latter reduces the inward flux of oxygen. 
 
Increasing DB has mainly been proposed through 
reducing the grain size of the alloy, thus increasing 
high diffusion grain boundary area. It is observed 
that substrate microstructure has a significant 
influence on selective oxidation kinetics [2-7]. In an 
interesting way, two opposite trends of this 
correlation are observed. In pure metals, oxidation 
rates increased in cold worked specimens, the 
increased being attributed to dislocations acting as 
vacancy sinks. In Fe based alloys containing Cr, 
decreased oxide growth rate is observed with 
decreasing grain size when oxidized at high 
temperature in atmospheres oxidizing both Fe and 
Cr [3-6]. An explanation for this observation is that 
the increased grain boundary area in the small 
grained samples, acting as high diffusion paths, 
offers an increased supply of Cr to the oxidation 
front. A protective layer of chromium oxide was 
then more rapidly established on the smaller grain 
samples, reducing the overall oxidation rate through 
suppression of oxidation of Fe. An identical 
conclusion was drawn from similar experiments on 
NiCrAlY alloys [2]. 
 
Several careful investigations have shown a 
heterogeneous oxidation behaviour of alloys, with 
oxidation at the grain boundaries of different 
chemistry and kinetics than that of the grain interior 
surfaces, leading to modifications of Eq. 1 to 
accommodate the greater BD at grain boundaries 
[8]. One obstacle to such an analysis is the lack of 
data on the diffusivity of substitutional solutes in 
grain boundaries. As a further complication, solute 
diffusivity along grain boundaries is observed to be 
strongly dependent on the character of the grain 

boundary. Data that correlate the grain boundary 
character and diffusivity has been reviewed by 
Sutton and Balluffi [9], and has mainly been 
conducted for special types of grain boundaries, 
such as pure tilt or pure twist boundaries, where the 
atomic structure can be more readily understood. 
Grain boundary diffusivity is observed to decrease 
markedly at coincidence site lattice boundaries in 
fcc metals, where grain boundary energy and grain 
boundary free volume is low. However, diffusivity 
data is limited for random boundaries and for 
lattices other than fcc. 
 
The purpose of the present investigation is to 
provide in situ observation of the relative kinetics of 
oxidation at grain boundaries and grain interior 
surfaces as a function of temperature and grain size 
in order to probe the mechanisms mentioned above. 
Further, an attempt is made to correlate the 
oxidation rate, as a measure of diffusivity, to grain 
boundary misorientation at a wide range of grain 
boundaries. Finally, a suggestion is given to how 
the methods employed in the present study may be 
expanded to correlate grain boundary diffusivity to 
the full characteristics of individual grain 
boundaries. 
 
2  Experimental  
 
2.1 Material Composition and history  
A TRIP steel of composition, 0.144wt% C, 1.81 
wt% Mn, 0.069 wt% Si and 1.57 wt% Al was 
melted in a vacuum furnace and cast into 5 x 12 in. 
steel molds.  The steel was hot rolled in seven 
passes at 1280°C down to 1 inch thickness with the 
final pass temperature being about 900°C. 
Subsequent to hot rolling the sample was reduced in 
thickness by 25% by milling to avoid surface 
segregation effects. The steel was then cold rolled 
to a final thickness of 1.6 mm. The grain size of the 
specimens in this condition was approximately 5 
micrometer and is referred to as fine grains below. 
In order to study the effect of grain size some 
specimens were annealed in H2 at 1050°C for 2hrs. 
followed by furnace cool, resulting in a coarsening 
of the grain size to approximately 20 micrometers. 
These are referred to as coarse grains below.  
 
2.2 Experimental procedure 
Sample surface crystallography was measured in 
the coarse grain samples by EBSD at room 
temperature using a TSL system. A CSLM 
equipped with a gold-plated high temperature 
furnace was used to image oxide growth on the 
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sample surface real-time. The specimens were 
heated in argon to 720°C at or 800˚C at 10°C / sec. 
and held. The pO2 in the inlet and outlet gasses was 
measured to 10-4.8. CSLM combines confocal optics 
and He-Ne laser illumination to make possible 
observation of samples at high resolution at 
elevated temperatures. It has been described in 
detail in the literature previously [10].  The confocal 
optics enables the (i) detection of a strong signal 
from the focal plane while (ii) decreasing the 
intensity of signals not in the focal plane. Thus the 
contrast from surface topography is enhanced. The 
utilization of a laser results in high illumination 
intensity compared to the thermal radiation. 
 
 
3  Results 
 
3.1 Image analysis  
Typical CSLM micrographs  of the surface of an 
oxidizing specimen can be seen in Figs. 2a, 4, 5 and 
6b. In order to properly interpret the developments 
that are shown in the images, an understanding of 
image formation in the CSLM is required. The 
CSLM makes use of the same optics and the same 
optical principles as a light optical microscope 
(LOM), but there are differences in the way contrast 
is formed. The more coherent laser light employed 
in the CSLM allows an accurate discrimination of 
reflected light. To this end, a plate with a pinhole is 
placed in front of the detector, which only allows 
light reflected from planes very close to the focal 
plane to pass and be detected. Light reflected from 
points on the specimen surface not in the focal place 
is excluded from the images, and such points appear 
black in the images, as opposed to LOM where 
objects away from the focal plane become 
increasingly diffuse. The resolution of this 
discrimination of reflected light is approximately 
100 nanometers. The advantage of this method of 
contrast formation is that it becomes easy to 
observe the evolution of oxides that form as 
particles on the specimen surface. However, 
attention must be paid, as can be seen from a 
comparison between Fig. 2 a and b. The figures 
show a CSLM (2a) and a scanning electron (SEM) 
micrograph (2b) of the same area of a Mn/Al TRIP 
steel specimen oxidized under the above conditions. 
In Fig. 2a, all the boundaries appear dark compared 
to the grain interior, suggesting that a ridge of 
oxides exists along all boundaries, higher from the 
samples surface than the individual oxides in the 
grain interior surfaces. Comparison with Fig. 2b 
shows that this is not the case. Some of the 

boundaries that appear dark in the CSLM image 
have no oxide ridges along them, and indeed seem 
less oxidized that the bounding grain interior 
surfaces. 
 

    

    

 
 
 

Figure 2: a) CSLM image of a coarse grained 
sample oxidized at 720˚C. b) SEM SE image of the 

area showed in a). c) Binarized version of a). 
 
 
With the surrounding grain surfaces oxidized, the 
not oxidized GBs form a relative valley and, with 
the focal plane of the CSLM positioned to 
maximize reflection from the surface as a whole, 
they appear dark. The accurate relation between 
surface topography and image contrast may be 
exploited to distinguish between grain boundaries 
with oxide ridges and those without. Figure 2c 
shows a digitally binarized version of Fig. 2a. By 
choosing the correct brightness discriminator, only 
the grain boundaries show which can be identified 
as having oxide ridges in Fig. 2b. This method 
allows a faster way to identify oxidized grain 

(a) 

(b) 

(c) 

747



Int. Conf. DSL-2005, Portugal 
 

boundaries and has been employed in obtaining the 
observations below in all cases where there was 
ambiguity. Comparison between figures 2 a,b and c 
further yields the observation that the topographical 
resolution is much greater in the CSLM 
micrographs (2a) compared to the SEM 
micrographs (2b). In the SEM micrographs, the 
difference in oxide particle height from the 
substrate between the oxide ridges on the GBs and 
the oxide particles in the grain interior surfaces is 
not well observable, whereas this difference stands 
out clearly in Fig. 2a and c.  
 
3.2 Auger Electron Mapping 
Auger electron maps of the surface chemistry of a 
typical (small) grain are provided in Fig. 3 along 
with a SEM secondary electron micrograph of the 
same area (Fig. 3a).  
 
Elements Mn, Fe, Al and O are mapped in Figs. 3 b 
– e. The maps suggest a heterogeneous distribution 
of oxides across the specimen surface with Mn 
oxides forming oxide ridges on the grain boundaries 
and Fe oxides forming individual particles on the 
grain interior surfaces. An area of grain boundary at 
in Fig. 3a shows a high concentration of Mn 
although there is no oxide ridge observed on that 
part of the grain boundary, suggesting that the 
formation of Mn oxide ridges is preceded by an 
increase of Mn in the grain boundary or that the 
conditions allow internal oxidation of Mn at that 
part of the boundary. A fairly uniform distribution 
of Al across the surface suggests that none of the 
discreet particles on the specimen surface are Al 
rich compounds, but the relative weakness of the O 
signal in areas with high Mn or Fe would suggest 
that Al has formed an oxide, either internally or as a 
homogeneous layer below the particles of Mn 
oxides and Fe oxides.  
 
 
 

 

                  

 
   
 

Figure 3: Auger Electron Maps of element 
distribution on the surface of a coarse grained 

samples oxidized at 720˚C. a) SEM SE image, b) 
Mn, c) Fe, d) Al, e) O. 

 
3.3 Effect of temperature 
Figure 4 a-c shows CSLM micrographs at 5 sec. 
intervals of a coarse grained sample oxidizing at 
approximately 810˚C. The formation of oxide 
ridges is observed at all grain boundaries, but 
obvious differences are observed in the kinetics and 
to some degree in the morphological development 
between the boundaries. In the first image (4a), no 
coherent oxide ridges are observed. In the second 
image (4b) detectable oxides appear on many, but 
not all boundaries. Fig. 4b shows how the oxides 
form as on the boundaries as individual particles 
first, and a comparison of Figs. 4 b and c shows the 
morphological development of grain boundary 
oxides from individual particles dressing the 
boundaries, then coalescing to form the coherent 
ridges observed in Fig. 4c. 

(a) 

(b) (c) 

(d) (e) 
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Figure 4: a – c show a coarse grained sample 
oxidizing at 800˚C, captured at 5 second intervals. d 
– f show a coarse grained sample oxidizing at 720 

˚C, captured at 50 second intervals. 
 
 
In Fig. 4c, coherent ridges have not formed on all 
boundaries, some boundaries showing individual 
oxide particles. 
 
Figure 4 d –f show CSLM micrographs at 50 sec. 
intervals of a coarse grained sample oxidizing at 
approx. 720˚ C. The overall kinetics of oxidation is  

   

   

 
 
observed to be slower than that observed in Fig. 4 a 
- c as might be expected. The morphological  
development of grain boundary oxidation observed 
in Fig. 4 d - f is similar to that observed in Fig. 4 a – 
c with oxidation starting at boundaries as discrete 
particles, which coalesce into coherent ridges. A 
marked difference between the behaviour observed 
in Fig. 4 a - cand that observed in Fig. 4 d - f is that 
in the latter, many boundaries are not dressed with 
oxides. Figure 6 c shows a binarized version of Fig.  
4f, allowing easy identification of boundaries with 
oxides.  
 
 
 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

32 μm 
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3.4 Effect of grain size 
 
Figure 5 a – c shows CSLM micrographs at 30 and 
20 second intervals of a cold rolled, fine grained 
sample oxidizing at 720˚C. The oxide development 
at the grain boundaries is markedly different in 
these images compared to that observed for the 
coarse grained samples above. While the 
development of oxides at the grain boundaries still 
appear in the form of particle growth and 
coalescence, only few boundaries show rich 
oxidation. The relative kinetics of oxidation at grain 
boundaries vs. grain interior surfaces is also 
different from that observed in Fig. 4 and 3.V. In 
Fig. 4, oxides appear at grain boundaries relatively 
late compared to oxides at the grain interior 
surfaces.  
 

   

   

 
 
Figure 5: Fine grained specimen oxidizing at 720˚C. 
 
X-Ray Diffraction analysis of fine grained 
specimens oxidized under the above conditions 

showed no presence of Fe – oxides, but marked 
peaks for MnO and Al2O3. 
 

 

  

 

 
 

Figure 6 a) shows grain boundaries colored 
according to the misorientation that they represent 
in the following intervals: 5˚ - 10˚ green, 10˚ - 15˚ 
turquoise, 15˚ - 20˚ orange, 20˚- 30˚ yellow, 30˚- 

40˚ blue, 40˚- 50˚ violet and 50˚ - 62.5˚ black 
b): shows a series of CSLM micrographs of the 

TRIP steel during oxidation at 720˚C 
c): shows a binarized version of b), allowing easy 

identification of boundaries with oxides. 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 

32 μm 
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3.5 Correlation between grain boundary oxidation 
and grain boundary misorientation. 
 
Figure 6 a) shows a map of grain boundary 
misorientations in the specimen presented in fig. 4 d 
- f. No clear tendency can be derived from a 
correlation between the misorientation angle of a 
grain boundary and the oxidation at that boundary, 
except that no low angle boundaries (< 15˚) have 
oxide ridges forming at their intersection with the 
specimen surface. 
 
4  Discussion 
 
The above images provide in situ observation of the 
relative roles of selective oxidation through grain 
boundary diffusion and grain surface interior 
oxidation, and may in a broad sense confirm the 
mechanisms that have been proposed in literature 
[2-8].  
 
The overall kinetics and morphological 
development of surface oxides appears heavily 
influenced by the grain boundary diffusion of solute 
elements to the alloy surface. A mechanism as 
illustrated in Fig. 7 may be derived from the 
observations in Fig. 4. Mn is brought to the surface 
almost exclusively through the grain boundaries, 
forming ridges of Mn oxides along the grain 
boundaries. Al oxidizes internally, leaving the alloy 
surface free for Fe oxides to be formed.   
 

 
 
Figure 7: Schematic of possible oxide morphology. 
 
Changing the grain size of a sample seems to have a 
pronounced effect, not only on the morphological 
distribution of the oxides, which would be expected 
if the mechanism in Fig. 5 was repeated for a 
smaller grain size, but also the chemistry of the 
oxide products that are formed in the fine grained 
alloy is different from the one in the coarse grained 

alloy, with no Fe oxides formed in the fine grained 
one. Alternative explanations can be offered for this 
observation. Close inspection of Fig. 5 reveals a 
pattern of oxidation in which ridges of Mn oxide 
enclose grains with entirely unoxidized surfaces. 
This suggests that a local equilibrium is established 
at the surface by the reaction of Mn and O. Due to 
the short distance between grain boundaries 
intersecting the surface in the fine grain sample, no 
place on the specimen surface is far enough 
removed from the reaction of Mn and O not to be 
affected by the local equilibrium. Thus Fe oxides 
can not form on the surface. The portions of the 
surface which shows some affect of oxidation 
outside the grain boundary ridges, may be Mn 
oxides appearing at the surface by diffusion through 
the lattice or dislocation pipes. However, a 
mechanism of local equilibrium would suggest that 
a similar absence of Fe oxides could be observed on 
the coarse grain specimens in Fig. 4 at least within a 
distance from the grain boundary oxide ridges 
corresponding to half the grain diameter in the 
small grain specimen. But no such Fe oxide 
depleted zone is observed in Fig. 4. Further, Fig. 6 
shows no diffusion of Mn to the surface through 
low angle grain boundaries, which makes it unlikely 
that Mn oxides can account for the oxidation 
observed at grain interior surfaces in Fig. 3.4. An 
alternative explanation would be that the much 
increased grain boundary area in the small grain 
sample compared to the coarse grain sample 
changes the balance of internal and external 
oxidation for Al2O3, promoting external oxidation 
of Al according to equation 1. In this case the 
formation of Al oxide on the sample surface would 
prohibit the formation of Fe oxide.  
 
Increasing the temperature of oxidation of the 
coarse grain sample results in an increase in the 
number of boundaries exhibiting oxidation. At 720 
˚C, the formation of Mn oxide ridges is absent at 
many boundaries. While this is not the case at 800 
˚C, a marked difference is observed between 
boundaries in the kinetics of Mn oxide ridge 
formation. This strongly suggests a correlation 
between grain boundary crystallography and grain 
boundary diffusivity in accordance with 
observations by other investigators [9]. Figure 6 
demonstrates that one parameter of the grain 
boundary, the misorientation, is not enough to 
investigate the nature of such a correlation in the 
random boundaries present in these specimens, in 
contrast to the pure twist or pure tilt boundaries 
investigated in the past. We therefore propose an 
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expansion of the current method of combined 
EBSD mapping and CSLM observation to include 
serial sectioning as described by Randle [11] in 
order to fully characterize the grain boundaries. 
Removal of a layer of well defined thickness 
parallel to the sample surface allows tracking of 
individual grain boundaries and the identification of 
the grain boundary inclination to the sample 
surface. Combined with identification of crystal 
orientation by EBSD, the full five parameters of the 
grain boundaries may be extracted. Subsequent 
observation of oxidation through CSLM, as above, 
is expected to enable correlation between grain 
boundary crystallography and grain boundary 
diffusivity. A similar approach has been 
successfully applied in the past to the study of 
wetting of grain boundaries in Fe with Cu [12].  
 
 
5 Conclusions 
 
The oxidation of Al-rich TRIP steel was 
investigated and the results suggest that: 
1. Al2O3 forms internally, while Mn and Fe oxides 
form on the sample surface.   
2. Mn-oxides form preferentially at certain grain 
boundaries as a result of rapid diffusion. Low angle 
boundaries appear to be less oxidized, especially at 
lower temperatures. No apparent correlation was 
found between grain boundary misorientation and 
oxidation kinetics for high-angle boundaries.  
3. Grain boundary oxidation precipitates as discrete 
particles, which coalesce into coherent ridges. 
4. Fe-oxides tend to form at grain interiors but to a 
lesser degree at a smaller grain size.  
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Abstract 

Diffusion coefficients for diffusion of cesium in borosilicate glasses of different sodium and boron contents 
have been measured by heavy ion Rutherford backscattering spectrometry using 30MeV 19F beam. The activation 
energy (Ea) of cesium diffusion was found to be in the range of 10-22 kJmole-1, with the Ea value decreasing with 
increasing sodium content. The results have been explained in terms of the ion exchange mechanism for leaching of 
metal ions from glass. 
 
Keywords: Diffusion in crystalline and amorphous materials; Experimental methods; Heavy Ion Rutherford Backscattering 
Spectrometry; Cesium; Borosilicate glass; Accelerators 
______________________________________________________________________________ 

 
1 Introduction 

Management of high level waste (HLW) 
generated during the reprocessing of spent nuclear 
fuel is one of the top priorities of nuclear industry 
the world over. One school of thoughts proposes to 
separate the long-lived radionuclides (particularly 
actinides) from HLW and transmute them into 
shorter lived fission products using the Accelerator 
Driven Subcritical (ADS) system [1]. However, the 
most accepted view has been to immobilize the 
long lived fission products, viz., 137Cs, 90Sr, 99Tc, 
129I etc., and actinides viz., 237Np, 239Pu, 240Pu, 
241Am, 243Am, etc., into suitable glass matrix or 
synrock matrix, which after interim storage at the 
surface can be buried in deep geological repository 
so that the probability of leaching of these 
radionuclides into the environment is minimized 
[2]. Among the different glass matrices, 
borosilicate glass is considered to be one of the 
most suitable matrices for immobilization of long 
lived radionuclides [3]. However, the possibility of 
leaching of radionuclides due to the decay heat 
generated during the radioactive decay of these 
radionuclides cannot be ruled out. Diffusion of long 
lived radionuclides may be further enhanced by the 
defects created due to the alpha decay of actinides. 
Hence there is a need to study the long term 
behaviour of radionuclides in the glass matrix.  
 In the past studies on leaching behaviour of 
long lived radionuclides from glass matrix have 
been carried out using radiotracer technique [4], ion 

beam analysis [5], low energy ion scattering [6] and 
concentration couple method [7]. Though the 
radiotracer method is the most commonly used 
method for diffusion in solids, it requires the 
sectioning of the different layers of the glass 
sample to determine the depth profile of the 
radioisotope. In this method a thin layer of the 
radionuclide is generated near the surface either by 
drying the solution on the surface of the glass 
sample or ion implantation of the radionuclide. 
Another radiotracer method uses the generation of 
the radiotracer in-situ by irradiating the glass 
sample in a nuclear reactor and producing the 
radionuclide by (n,γ) reaction [8]. Recently we have 
used heavy ion Rutherford backscattering 
spectrometry (HIRBS) technique to study the 
diffusion of cesium in borosilicate glass of typical 
composition [9]. HIRBS has been used to study the 
diffusion of heavier elements in low Z matrices 
[10]. The methodology of HIRBS is based on 
applying a thin layer of the element of interest on 
the surface of the sample and annealing it at 
different temperatures for a fixed length of time. 
The depth profile of the diffusing element is 
measured by RBS using heavy ion as a beam. The 
HIRBS has advantages over conventional RBS that 
it provides better depth resolution (owing to higher 
linear energy transfer) and better mass resolution 
due to large variation in the kinematics factor (K) 
with mass number.  

In the present paper we report the results of 
the measurement of diffusion coefficient of cesium 
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in borosilicate glasses of varying sodium and boron 
content. According to the Doremus model [11] the 
leaching of soluble elements from glass is governed 
by inter diffusion between the soluble elements and 
hydrogen, which has been corroborated by the 
study of sodium diffusion in sodalime glasses by 
Landford et al. [12]. In order to optimize the 
composition of the borosilicate glass matrix it is 
important to understand the effect of the constituent 
elements on the rate of diffusion of the 
radioelement. Boron is a glass former and it reduces 
the glass transition temperature. On the other hand 
introduction of sodium is required to maintain the 
electrical neutrality of the matrix. However, excess 
of sodium may modify the structure of the glass and 
hence the rate of diffusion of cesium. 
 
2 Experimental 
 
Preparation of glass samples: Table 1 gives the 
composition of the glass samples studied.  

Table 1: Composition (mol%) of the borosilicate 
glass samples. 

Sample  Na2O 
B2O3 

SiO2 Al2O3 K2O 

A 5 22 69.0 1.1 2.9 
B 12 15 69.0 1.1 2.9 
C 22 5 69.0 1.1 2.9 
D 12 20 64.0 1.1 2.9 

 
The glass samples were prepared by weighing 
appropriate amounts of SiO2, NaNO3, B2O3, Al2O3 
and KNO3, which were then mixed thoroughly to 
form a homogeneous mixture. It was then calcined 
up to 750°C in a predetermined heating schedule, 
followed by grinding for homogenization. The 
calcined and ground charge is finally heated at 
1550°C in a Rh/Pt alloy crucible for 1-2 hours. The 
melt is quickly poured into a preheated cylindrical 
graphite mould having diameter 22mm and is 
immediately transferred to a preheated furnace for 
annealing at 450°C for 3-4 hours. The resultant 
glass rod was clear transparent and bubble free. It 
was then cut into discs of thickness 1.5 mm using a 
precision cutting machine. One side of the glass 
samples was optically polished using fine alumina 
powder. The XRD of the powered samples was 
taken to ascertain the amorphous nature of the 
samples. The glass transition temperature (Tg) of 
the powdered samples was measured using 
differential scanning calorimetry and was found to 
be in the range of 350°-450°. A thin layer of about 

500 A° of CsCl was vacuum evaporated on the 
polished surface of the glass samples. These 
samples were subsequently annealed at different 
temperatures between 100-350°C for about 12 
hours in a furnace. During annealing the glass 
sample was stacked with another blank glass disc 
such that the CsCl layer was sandwiched between 
the two glass discs. The assembly was wrapper with 
tantalum metal foil during annealing. 
 
RBS measurements: RBS measurements were 
carried out at the 14UD BARC-TIFR Pelletron 
accelerator at Mumbai. 30 MeV 19F beam was used 
to bombard the glass samples. The beam intensity 
was 6pnA and the measurement time was about 500 
seconds for each sample. The RBS spectra were 
measured using two 300μm thick surface barrier 
silicon detectors placed at 160° with respect to the 
beam direction on both sides of the beam. The solid 
angle subtended by the detectors at the target was 
1.2msr. The data were collected in a multiparameter 
data acquisition system in singles mode with 8K 
ADC gain. The energy calibration of the system 
was carried out using a 239Pu-241Am mixed alpha 
source and silicon wafer having thin layers of Ag 
and Au (1000 A° each).During the analysis of RBS 
spectra the data were squeezed to 1K channels.  
 
3 Results and discussion 
Figure 1 shows the typical RBS spectra of the glass 
samples of a particular composition annealed at 
different temperatures between 100° and 350°C. 
The top most layer of the figure shows the RBS 
spectrum of the standard having thin layers of Au 
and Ag on thin silicon wafer as well as the alpha 
spectrum of the mixed alpha source of 239Pu, 241Am 
and 244Cm, which was kept just above the standard 
in the target ladder. The counts under the RBS peak 
due to Au in the two silicon detectors were found to 
be within 5% of each other indicating that the 19F 
beam was well focused at the center of the target. 
The RBS spectra due to cesium are clearly 
distinguished from the low energy spectrum due to 
low Z constituents, viz., Na, B, Si, O, Al and K. 
The increasing lower energy tail in the samples 
annealed at higher temperatures indicates the 
greater depth of diffusion of cesium. 

The RBS spectra of cesium were transformed 
into depth profile using the slab method the details 
of which are given in [9]. 
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The stopping power data for stopping of 19F 

ions having energy in the range of 10-30 MeV in 
glass samples of different composition were 
calculated using the SRIM code of Ziegler et al. 
[13] which were fitted into the second order 
polynomial, 

2
210 EbEbb

dx
dE

++=                      (1) 

The constants were supplied as input in the slab 
method of transforming the RBS spectrum into 
depth profile. Figure 2 shows the concentration of 
cesium as a function of the square of the depth of 
penetration of cesium. The solid lines are the linear 
fit to the log of concentration vs square of depth. 
The goodness of the fit indicates the validity of the 
thin film solution of the Fick’s second law of 
diffusion, that is, 

Dt4/2xe
Dt4

M)t,x(N −

π
=       (2) 

Where N is the concentration of the element at a 
particular depth (x), M is the concentration of the 
element present at the surface initially, D is the 
diffusion coefficient and t is the period of 
annealing. The depth profile of cesium in samples 
annealed at different temperatures was fitted into 
above equation to obtain the diffusion coefficient 
(D).  
The diffusion coefficient when plotted as a function 
of 1/T were found to show Arrhenius behaviour as 
shown in figure 3.  
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The activation energies of diffusion obtained by 
fitting the D vs 1/T data into equation, 

RT
Ea

eDTD
−

= 0)(       (3) 
are shown in table-2 along with the D0 values. 

 
Table 2: Diffusion parameters for diffusion of 

cesium in borosilicate glass. 
Sample D0 (m2s-1) Ea (kJ/mole) 
A 7.03E-17 22.3 ± 3.6 
B 6.06E-17 15.3 ±0.4 
C 3.17E-17 9.8 ± 0.4 
D 8.58E-17 8.0 ± 0.6 

 
The data from previous study [9] are also shown. 
From the table it can be seen that for samples A, B 
and C the activation energy (Ea) is decreasing from 
22 kJ/mile to 9 kJ/mole. The sodium content in the 
three glass samples is increasing from 5 to 22 mole 
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percent while the boron content is decreasing from 
22 to 5 mole percent. In the case of sample D, the 
Ea value is lower than that for sample C, though the 
sodium content is lower than that in sample C. 

From the above observation it is apparent that 
the sodium content plays the dominant role in 
influencing the diffusion of cesium as compared to 
boron. In the case of sample D, the total mole 
percent of sodium and boron (32%) is higher than 
that for samples A, B and C and hence it is difficult 
to compare the data in terms of relative effect of 
sodium and boron. 
 Diffusion of alkali metals in glass has been 
explained by Doremus in terms of the interdiffusion 
between soluble elements viz., Na+ with H+ in 
sodalime glass. In the present study the diffusion of 
cesium is governed by ion exchange with sodium 
present in the bulk of the borosilicate glass, which 
is dependent upon the sodium concentration. Inman 
et al. [14], studied the concentration dependence of 
the interdiffusion between sodium and silver in 
sodium aluminosilicate glasses with varying  
alumina/soda ratios. As the sodium concentration 
increases these ions cluster around the non-bridging 
oxygen and the alkali rich regions may form 
channels along which cation transport may occur. 
This interaction leads to a strong electrostatic 
interaction between mobile cation, which varies 
with the cation species. As a result overall ion 
exchange process leads to concentration 
dependence of diffusion coefficient. 
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Abstract 
 
When copper is deformed to large strains, as in Equal Channel Angular Extrusion (ECAE), its texture and 
microstructure change drastically and lead to plastic anisotropy upon reloading.  In this work, we develop a multi-
scale model that accounts for both texture and subgrain microstructural evolution.  Specifically the evolution of 
directional anisotropy in the single crystals is induced by the formation of planar dislocation walls. The model 
successfully predicts the flow responses of copper strained by a single pass of ECAE and subsequently compressed 
in each of three orthogonal directions. 
 
Keywords:  Anisotropy; ECAE; Latent hardening; Strain path change; Copper 

 

 
1 Introduction 
 

When copper is deformed plastically to large 
strains it exhibits an anisotropic response in 
subsequent testing.  Such anisotropy is the result 
of both, texture and microstructure, and depends 
much on prior straining.  With small pre-strains 
the microstructures within the grains are weak, 
consisting mainly of dislocation cells with very 
low misorientations. In contrast, with large pre-
strains, texture and subgrain microstructures 
become stronger and consequently both have a 
profound effect on the anisotropy. As a 
consequence, modeling anisotropy after large pre-
strains requires describing the concurrent 
evolution of texture and dislocation structures 
inside the grains.  

ECAE is a complex bulk forming process, 
which consists of extruding a material through a 
die formed by two channels with equal cross-
section intersecting at an angle Φ (Φ = 90º in our 
study). Each extrusion imparts roughly 100% 
strain.  In a set of systematic studies [1,2], Cu 
samples extruded by ECAE were compressed in 
three orthogonal directions, one parallel to the 
extrusion direction (L), another parallel to the 
entry channel (T), and the third normal to the 
plane of the die (S).  The experimental 
compression curves shown in Fig. 1 indicate 
strong anisotropy in the compression yield 

strength, with the out-of-plane response (S) much  
higher than the in-plane responses (T and L), (i.e. 
S > T > L).  The hardening evolution differs with 
direction of straining as well: observe the marked 
jump in stress for the lateral compression (S) 
followed by a high degree of work softening over 
the first 15% compression, followed afterwards by 
a normal hardening rate. 
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Figure 1: Compression stress-strain curves of the 
ECAE processed copper reloaded along the side 
(S), top (T) and length (L) orthogonal directions 
(experimental data from Ref. [2]). 
 

The anisotropic response of ECAP Cu can be 
attributed to substantial texture and 
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microstructural changes.  After one ECAP pass, 
Cu grains can form deformation microstructures 
on two levels, shear and deformation bands [3,4] 
which are on the order of 10 to 102 µm apart, and 
finer dislocation structures organized into cellular 
or long planar walls, approximately 1 to 0.1 µm 
apart [3,5,6].  Both types can greatly induce 
directional anisotropy in slip which will manifest 
at the macroscale: 

Anisotropic hardening caused by substructure 
development has been introduced in several ways: 
Hall-Petch hardening terms, dislocation density 
evolution laws, or latent hardening.  The first two 
methods have been used in several recent efforts 
to model the role played by these planar 
boundaries on directional hardening in Al [7,8], 
bcc steels [9,10], and Cu [11] deformed either by 
rolling or simple mechanical tests. The method of 
latent hardening, which is the hardening of 
inactive slip systems by active ones, has been used 
recently to predict the anisotropic stress-strain 
responses of ECAE processed materials [12]. 

In this work we propose a multi-scale 
constitutive model for Cu which accounts for the 
build-up and disintegration of the finer scale 
dislocation sheets on crystallographic planes and 
which describes anisotropic single-crystal 
hardening as the interaction of slip systems with 
these dislocation sheets. To do this, we introduce a 
new model for latent hardening in fcc crystals, and 
a model for the cut-through and dissolution 
process which can result in work-softening.  

We apply this multi-scale model to predict the 
stress-strain responses in reloading Cu after one 
ECAE extrusion.  Compression of the ECAE Cu 
sample in each of three orthogonal directions 
corresponds to three separate strain path change 
experiments (Fig 1). The velocity gradient 
associated with ECAE is provided to the 
polycrystal plasticity code Visco-Plastic Self-
Consistent (VPSC) [13] by an analytical flow 
model [14].  This flow model has proven to 
predict texture evolution quite well in many 
ECAE materials, even under simple crystal 
hardening models [15].   
 
 
2 Modeling approach  
 

VPSC is a rate-dependent polycrystal model 
that relates the plastic response of a 
polycrystalline material to the deformation of the 
individual grains [13].  The polycrystal is 

represented by a collection of grains each with a 
distinct crystallographic orientation, volume 
fraction, and shape. Each grain is modeled as an 
ellipsoid embedded in a homogeneous effective 
medium with the average properties of the 
aggregate. Usually, less than 5 independent slip 
systems are active in each grain.  The rate-
dependent visco-plastic constitutive law relating 
the grain strain rate D and grain stress σ  is  
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    (1) 

 
where D0 is a normalizing strain rate, ms is the 
Schmidt tensor for slip system s, n=20 is a model 
parameter, and ns is the total number of slip 
systems.  In fcc crystals there are 12 slip systems: 
3 slip directions <110> on each of the four {111} 
slip planes. The threshold shears τs govern slip 
activation for each system and evolve with the 
accumulated strain in each grain Γ according to an 
extended Voce law which captures Stage II 
through Stage IV hardening [16]: 
 

( ) ( ) ( )[ ]ssssss
V 10110 /exp1 τΓθΓθττΓτ −−++=     (2) 

 
The four parameters in Eq. (2), ssss

1010 ,,, θθττ , are 
estimated using mechanical tests on the material 
of interest and depend on strain rate and 
temperature.  The dependency of s

Vτ (Γ ) on the 
accumulated slip in the grain Γ, rather than in the 
individual shears γ s, introduces some degree of 
coupling between the slip systems and reflects that 
evolution of the τs is due to the storage of 
dislocations from other systems, not just its own. 
 
2.1  Latent hardening model 

The critical resolved shear stress for each 
system in the case of multiple slip, denoted as s

hτ , 
is further coupled to the activities of other systems 
through latent hardening coefficients  
 

( )∑=
r

rsrss
h γΓΘτ h          (3) 

 
where Θs(Γ ) = d s

Vτ /dΓ  and hsr is the hardening 
rate of system s due to slip taking place in system 
r.  Usually hsr > 0, meaning that even if some 
systems are inactive, their s

hτ  will still increase 
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with straining. In our model, though, hardening 
criteria will be based on interactions between slip 
planes rather than individual slip systems. For this 
reason, we define Γ α, the accumulated shear on 
slip plane α, where α = 1, 4, corresponds to the 
four slip planes, ( ),111 ( ),111 ( ),111  or ( )111 .   
 For fcc crystals it is common to consider hsr 
between co-planar slip to be one and between non-
planar slip to be a constant, hsr=h, which is greater 
than one. However, in a previous study to model 
the anisotropy of ECAE-formed Cu seen in Fig. 1 
using VPSC, only h = 0.2 reasonably predicted the 
degree of anisotropy seen in Fig. 1, while the h>1 
cases significantly underestimated it.  Therefore, it 
was shown that while one can be successful in 
modeling monotonic straining with values of 
latent hardening in the range 1.4<h<0.2, the 
correct representation of the evolution of latent 
hardening during straining really becomes 
apparent after a strain path change.   

This suggests that latent hardening may evolve 
with straining.  After small strains, the grain 
microstructure is relatively weak, consisting 
mainly of a three-dimensional network of cells 
with low misorientations.  This structure will lead 
to isotropic hardening as all systems are likely to 
encounter resistance from them.  After large 
strains, sheet-like dislocation boundaries form 
which will lead to anisotropic hardening as the 
most active systems encounter the most 
dislocation debris accumulated during 
deformation.  To capture this influence of 
microstructural evolution on latent hardening we 
propose in [17] a more general form for the latent 
hardening parameter, denoted as H(δ), which 
evolves during the course of plastic straining and 
couples slip planes and not individual systems.  
The latent hardening between two planes α and β 
is 
 

( ) ( ) ss hehHh +−=≡ − αβδαβ δ 1   (hs < 1)      (4) 
 
where δαβ is a function of accumulated shear in 
planes α and β 
 

0Γ

ΓΓ
δ

βα
αβ

−
=           (5) 

 
In Eq. 4 H(δ)=1 if α =β, but hs < H(δ) < 1 for non-
coplanar systems (α ≠β).  As plane α  becomes 
more active with respect to β, δαβ increases, H(δ) 

decreases, and s
hτ  increases faster in the active 

than in the latent system. At most, H(δ) saturates 
to a value hs, which falls between 0 and 1. These 
situation can promote activity in the latent systems 
because there is a built-in feed-back in the model 
that will promote non-coplanar slip and can 
evolve H(δ) back towards unity. 

The parameters, hs and v0 depend on material 
properties, like stacking fault energy.  The 
parameter v0 governs how quickly stable planar 
substructure develops with strain. For Cu we 
assign hs = 0.2 and v0 = 0.01.   
 
2.2  Cut-through model 

Latent hardening alone cannot capture the 
‘spike’ in flow stress followed by a negative 
hardening rate shown by the S compression in Fig. 
1.  The most likely explanation for this behavior is 
that new slip systems need to permeate and 
annihilate previously developed microstructure 
[9,10]. Once the structure is dissolved, these 
dislocations can propagate as usual and work-
hardening recommences.  While it is likely that 
both dislocation cells and planar dislocation 
boundaries are dissolved, the directionality of 
work-softening, as seen for instance in Fig. 1, 
suggests that the latter is the primary mechanism.  
In [17] we developed a cut-through model for 
directional hardening of slip systems to capture 
this phenomenon.  This model builds upon 
continuum level formulations for the decay of a 
macroscopic strength component due to 
substructure dissolution [9], which have been 
successful at modeling work-softening in IF 
steels.   

The basic idea of the cut-through model is that  
a barrier threshold stress  
 

( ) )exp(0,
αΓωΓττ newprior

s
c

s
c −=   αss ∈      (6) 

 
is added to the s

hτ  of every slip system which must 

overcome a dislocation boundary. In Eq. 6 αΓnew  is 
the shear on the plane α accumulated during the 
new deformation path, ( )prior

s
c Γτ 0,  is the initial 

barrier stress required for dislocations associated 
with newly activated slip systems to overcome a 
dislocation boundary when a new straining 
direction is applied, and Γprior the value of Γ 
accumulated during the entire previous path.  In 
[17] we derive the following expression for s

0,cτ : 
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( ) ( )priorpriorprior
s

0,c klnkk ΓΓμ−=Γτ ρρ        (7) 

 
Here μ = 42 GPa is the shear modulus, k = 0.086 
and kρ = 8.5 x 10−4.  Accordingly, the more active 
the new slip plane is, the more mobile dislocations 
are available for dissolving the boundary, and the 
more effectively it dissolves the boundary.  The 
dissolution process in Eq. (6) will only remove at 
most the deformation resistance s

c 0,τ  that is 
initially posed at the beginning of the cut-through 
process.  So the higher Γprior, the ‘stronger’ the 
barrier s

c 0,τ (Γprior), and the more resistance that 
needs to be removed. The parameter ω in Eq. (6) 
reflects how effectively the material, through the 
activities αΓnew  in newly activated planes, can 
dissolve dislocation barriers created during pre-
load. For Cu at room temperature we set ω = 25. 
 
 
3 Application to One-Pass ECAE Copper 
 

We apply the modeling approach described 
above to predict the anisotropic plastic response of 
Cu in compression after a single pass of ECAE 
[1].  The prediction accounts for texture and grain 
shape evolution, interaction of each grain with the 
surrounding polycrystal, anisotropic hardening 
along active slip planes, and interactions between 
pre-existing and newly developing substructure.   

The standard model for macroscale 
deformation during ECAE is simple shear 
localized at the intersection plane of the two 
channels in the ECAE die.  Finite element models 
show that in most cases plastic deformation takes 
place in a ‘plastic deformation zone’ (PDZ), 
spread about the intersection plane. In Ref. [14] 
we propose an analytic form of the velocity 
gradients in the PDZ which amounts to 
deformation occurring by successive shearing on 
planes that rotate counterclockwise in the 1-2 
plane of the die. The texture predicted with this 
model agrees well with measured textures [14].  

For the VPSC forming simulations the Cu 
polycrystal is represented by 1500 weighted 
orientations assigened according to an OIM 
measurement of the initial texture. The latter is a 
weak fiber texture, axi-symmetric about the billet 
long axis. The Voce parameters in Eq. (2) are 
adjusted to reproduce the measured compression 
response of the starting annealed Cu.  During the 
simulation, the parameters hs and v0 in H(δ) are set 

to 0.2 and 0.01, respectively. Figure 2 compares 
the measurements with the predicted response 
using the adjusted Voce parameters, 
( ssss

1010 ,,, θθττ ) = (30, 250, 440, 23) MPa for all s. 
Because the annealed Cu was plastically isotropic, 
compression responses measured in the S, T, and 
L directions were practically the same. The 
predicted response follows the compression data 
very well.  Beyond the data (~40% strain) the 
hardening rate decreases and remains constant up 
to a strain of 2. Such a response agrees well with 
measurements made on similar Cu compressed to 
large strains [23] and is consistent with the initial 
yield stresses obtained from S, T and L 
compression tests performed on the ECAE’ed Cu 
(shown as individual points in Fig. 2).   
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Figure 2: Comparison of predicted response of 
copper with compression data up to 45% strain 
and with measured yield stresses in the S, T, and L 
directions. (experimental data from Ref [2]). 
 

The hardening stress Eq. (6) associated with 
cut-through is applied to active systems belonging 
to planes non-coplanar to the planes that were the 
most active in the primary path.  The results 
therefore are affected by the definition of active 
planes for each grain. In the present calculations 
the previously first and second most active slip 
planes are defined as those that exhibit the two 
largest shears at the end of the ECAE pass.  
Newly activated systems upon reload must be 
non-coplanar to these boundaries to experience 
resistance s

cτ .   
The single crystal parameters presented above 

are used to simulate a single pass of ECAE 
immediately followed by compression testing in 
each of the three orthogonal directions.  For 
subsequent compression testing we assume 

760



 
Int. Conf. DSL-2005, Portugal 

traction-free surfaces perpendicular to the 
direction of axial compression. VPSC calculates 
the resulting stress-strain response, texture and 
grain shape evolution, and slip activities. 

Figure 3a compares the model predictions 
(symbols) using the latent hardening model only 
and Fig 3b the predictions using both, latent 
hardening and cut-through. Without the cut-
through mechanism (Fig. 3a), we can see that the 
contribution to hardening from texture evolution 
and the Voce/H(δ) model for the evolution of s

hτ  
predicts the right qualitative order ( S > T > L), 
but fails to capture the small initial softening of 
the T test, and the large initial softening of the S 
test observed in the first 15% of straining.  Past 
the 15% transient, the linear asymptotic response 
in the Voce/H(δ) law controls the stress evolution, 
while the texture effect governs the differences in 
slope between the S, L and T responses.  
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Figure 3: Comparison of the model predictions 
with experimental measurements reported in Fig. 
1. The model utilized the Voce and H(δ) latent 
hardening laws (a) without the cut-through and (b) 
with the cut-through mechanism. 

 

The cut-through process acts as a separate 
resistance to deformation which instantly hardens 
and then softens the previously latent systems.  
The deformation resistance due to cut-through is 
only invoked during the post compression testing. 
As shown in Fig. 3b, the incorporation of the cut-
through mechanism removes most of the 
discrepancies associated with the H(δ) model 
alone. It captures reasonably well the large 
transient work-softening in S, suggesting that the 
key mechanisms are appreciated.  The model also 
captures the characteristics of the T test: a small 
but noticeable jump in initial yield followed by a 
noticeable softening response.  

Geometric hardening plays a large role in the 
strain hardening following the path change.  When 
texture evolution and cut-through are suppressed 
during subsequent compression, the T and L 
responses have a significantly lower hardening 
rate (nearly flat) and the S response has a higher 
one by comparison with Fig. 3b.  This result 
implies that texture evolution contributes a 
positive hardening rate to the total T and L 
responses and a negative one to the S response, as 
discussed in Ref. [1]. 
 
 
4 Discussion 
 
 Subgrain deformation microstructures play two 
roles in determining the directional anisotropy in 
single-crystal hardening.  Regardless of which 
path in the straining sequence is being imposed, 
dislocations will tend to organize into 
substructures, which serve to increase the flow 
stress.  The influence of their development with 
straining during any stage in the deformation is 
captured by the extended Voce model for single 
slip and the H(δ) model for coupling in multiple 
slip.  Realistic hardening parameters, however, are 
better revealed by the strain path change (Fig. 3a).  
In contrast, the influence of new slip activity 
attempting to permeate and locally dissolve pre-
existing structure is captured by the directional 
cut-through model.  The model considers this 
second role of deformation microstructures to 
have a transient effect on the flow stress (Fig. 3b) 
and depending on the amount of new slip activity 
can be apparent in the event of a strain path 
change. 

In light of these assumptions, agreement 
between the cut-through model and the data 
suggests that the cutting stress is proportional to 
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the strength of the barriers and independent of the 
direction of the barrier relative to the new slip 
plane.  The larger the pre-strains, the stronger 
barriers and the higher the cutting stresses.  The 
more new systems a grain utilizes, the more slip 
systems are enhanced by a cutting stress.  The 
more grains that are required to overcome these 
cutting stresses, the higher macroscopic stress 
response of the polycrystal (e.g. compare S to L in 
Fig. 3).    
 The dissolution scheme employed here 
assumes that the dissolution process occurs at a 
reduction rate proportional to the current slip 
activity αΓnew  and the current strength of the 

boundary s
cτ , αss ∈ .  Though simple, it captures 

two important dependencies:  the dissolution rate 
varies among slip systems, from grain to grain, 
and with direction of straining.  Some grains will 
have boundaries that dissolved relatively quickly 
while others will not completely dissolve the 
boundary before the end of straining and, finally 
some boundaries cannot be dissolved at all.  If 
instead, over the polycrystal, all the boundaries 
were annihilated too fast or too slow, then work-
softening will be too abrupt or not happen at all.   
 
 
5 Conclusions 
 

Modeling the anisotropy of an ECAE material 
in three orthogonal directions is the same as 
modeling simultaneously three two-stage strain 
path change experiments, each with very large 
pre-straining.  We do so in this work with the 
introduction of two new single-crystal hardening 
models, and employing the same set of parameters 
throughout the entire deformation sequence.  
These models relate the substructure development 
and interactions to the critical resolved shear 
stresses for slip, which are then imported into a 
rate-dependent visco-plastic self consistent 
(VPSC) polycrystal model, so that the evolution of 
texture and grain shapes are accounted for 
simultaneously. Our model emphasizes the 
activity in and interaction between slip planes 
rather then the activity of individual slip systems. 
While we apply this to an ECAE material, we 
foresee that the model and concepts presented in 
this paper can be extended to improve predictive 
capability for general forming processes. 
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Abstract 
 
A series of experiments are conducted to study the effect of low-temperature plasma nitridation on mechanical 
properties of austenitic stainless steel. The experiments were performed with a temperature range of 400 0C to 500 
0C in a N2 concentration of 5% to 25% and H2 in the rest of the plasma ambient. The nitrided thin film was 
examined by glancing XRD measurements and the expanded austenite is grown at temperatures below 450 oC 
and/or in a gas composition of 10 % N2, otherwise CrN is precipitated. The surface roughness is increased by 
duration of nitridation as well as by the N2 content in the plasma ambient and by the processing temperature. The 
surface hardness is increased considerably by the formation of expanded austenite at the surface and the degree of 
hardness is dependent on the thickness of case depth. The modulus of elasticity is increased by 33 %, but the change 
of modulus of elasticity is independent of nitridation conditions.  

 
Keywords: Nitridation; Austenitic Stainless Steel; Plasma 

 

 
1 Introduction 
 
 The plasma nitriding has been extensively used 
to increase the hardness of surface for austenitic 
stainless steel by introducing nitrogen atoms into 
austenite matrix [1,2]. Stainless steel has superior 
corrosive properties, but the surface hardening is 
required under wear induced conditions. One of 
the possible ways of achieving the goal is doping 
the surface with nitrogen atoms at low 
temperatures in the plasma nitriding processing 
[3]. The presence of nitrogen atoms induces a 
lattice expansion, so that austenite matrix is 
transformed into phase called expanded austenite. 
The expanded austenite has very high hardness 
with excellent corrosion properties, so that there 
has been extensive research done in the last 
decade to understand its materials and mechanical 
properties. However, it is important to 
characterize the true nature of thin film that is 
doped by nitrogen on the surface. Otherwise, the 
materials and mechanical properties are 
underestimated due to contributions from the 
substrate. When there is a plasma nitriding with 
very short durations, the film developed after 
nitridation will be very thin. Thus, the 
characterization of the nitrided thin film should be 
performed with high precision. 

 In this study, we investigate mechanical 
properties of the plasma nitrided austenitic 
stainless steel. It is seen that the surface roughness 
is dependent on duration of nitridation, process 
temperature and ambient. The hardness of surface 
is increased by the nitridation as high as four 
times. The modulus of elasticity is observed to 
same constant in the different plasma nitriding 
conditions. The phases observed in the thin layer 
of nitrided layer are dependent on the temperature 
and the amount of nitrogen gas in the plasma 
ambient. 
 
2 Experiments 
 

The specimens used in the study were standard 
austenitic stainless steel that contains only 0.01% 
C by weight (316L). The samples were prepared 
in the sizes of 10x3x30 mm and they were cleaned 
in chemicals to free any kind of oil and dust. The 
plasma nitriding carried in a dc-discharge plasma 
system which is a 200-mm diameter quartz glass 
vacuum tube. Prior to locating the specimens on 
the cathode, 10x3x30 mm size of 316L samples 
were mechanically polished by using alumina 
slurry to obtain mirror-finished surfaces. Before 
starting nitridation, the samples were exposed to 
hydrogen (H2) glow-discharge to clean the 

763



 
Int. Conf. DSL-2005, Portugal 

surfaces. The processing temperature was 
monitored by a thermocouple embedded in the 
system so that the nitridation started if the 
corresponding temperature was achieved on the 
specimen surface. The duration of processing is 
completed by the end of nitrogen contained (N2) 
glow-discharge. Then the specimens were let cool 
down under a hydrogen gas ambient. The 
nitridation was conducted at 1300 Pa with 
different temperatures of 400, 450 and 500 0C 
with a maximum 2 kW and cathode current 
densities ranging from 0.75 to 2.5 mA/cm2. In the 
experiments, the gas mixtures of 5%, 10%, and 
25% nitrogen by volume and hydrogen in the rest 
were employed at all three temperatures. The 
experiments were also run for 15, 30, 60, 120 and 
240 minutes with 4 samples in each case.  

The glancing angle XRD measurements at a 2o 
incoming angle to the surface was performed with 
Cu-Kα (λ = 1.542 nm) to determine phases in the 
nitrided thin film on the surface. The surface 
hardness is measured by a surface profilemeter 
and an atomic force microscopy (AFM). The 
Microhardness measurements were done by 
Shimadzu HMV-2 which has a load range of 100 
mN – 20 N with a diamond indenter. A Vickers 
indenter, a four-sided diamond pyramid with a 
square base and a face angle of 1360, was used for 
the measurements. To eliminate artifacts in the 
experiments due to surface roughness, the 
specimen were barely polished before 
measurements. All experiments were done at least 
6 times and then evaluation of results was done by 
the average of measurements for each set. The 
modulus of elasticity was measured by Fischer 
HP100 ultra-microhardness tool which is 
characterized by a load range of 0.4–1000 mN, a 
load resolution of 0.2 mN, an indenter shift 
resolution of 2 nm and a stepwise increment of 
load. 
 
3 Results and Discussions 
 
 The material properties of plasma nitrided 
316L austenitic stainless steel are studied by 
glancing-angle XRD [4]. We found that the 
formation of only expanded austenite (γn) was 
seen at temperatures lower than 450 0C and with 
N2 content of maximum 10% in the ambient. 
Otherwise, there is a precipitation of CrN in the 
plasma nitriding of 316L stainless steel as seen in 
the Fig. 1. The case-depth was seen to increase  
 

Figure 1: Glancing-angle at 20 XRD spectrum of 
nitrided samples under different conditions. 

 
steadily by time as also seen in the XRD results 
[4]. 
 Fig. 2 shows the surface roughness of plasma 
nitrided 316L steel with 10% N2 at 450 0C for one  
hour. It is very clear that the surface roughness is 
increased considerably. The island formation is 
seen on the surface. The surface roughness and the 
degree of island formation are also dependent on 
the duration of plasma nitriding. The average 
surface roughness can be as high as 600 nm with 
10%N2 at 450 oC for 240 min plasma nitriding 
(not shown here). Note that the average surface 
roughness of pristine sample is lower than 50 nm.  
  

 
Figure 2: The Surface roughness measured by 

AFM on plasma nitrided samples with 10% N2 at 
450 0C for one hour. 

 
 Fig. 3 presents the variation of surface 
roughness on the process parameters. The surface 
roughness is clearly dependent on the temperature 
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and the gas composition. The process temperature 
increases the surface roughness by five times as 
depicted in the 10% N2 case. The amount of 
nitrogen gas by volume is also an effective 
parameter to induce an enhanced surface 
roughness. The observation may be related to 
degree of plasma nitriding conditions since there 
will be more different phases seen in the 
microstructure by higher temperature and higher 
N2 content, as seen in the Fig. 1. Note that the 
measurements of surface roughness were 
performed on the samples that were barely 
polished. However, this little amount of polishing 
is not shadowing the trend in the surface 
roughness by the parameters of interest. 

Fig. 4 and 5 show us the surface hardness by 
the Vickers Microhardness measurements for the 
samples plasma nitrided with 10 % N2 at 450 oC 
for different plasma nitriding durations and the 
samples plasma nitrided with different gas 
compositions at the range of temperatures of 400 
oC to 500 oC for one hour, respectively. The height 
of the square-base pyramid-Vickers diamond 
which is the penetration depth h of the Vickers  
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Figure 3: The Surface roughness measured by a 

Vickers Microhardness on plasma nitrided 
samples having different process duration and 

conditions. 
 
indenter, has been calculated from geometrical 
calculations.  Penetration depth, h, is equal to 
1/2(dctc68°) where d is the average of five 
measurements. The opposite edge angle of the 
indenter is 136°. Since there is no CrN formation 
seen in conditions depicted in Figure 1, the 
hardness is steadily increased by time at a given 
distance from the surface. It is a clear indication 
that there is a thicker formation of the nitrided thin 
film on the surface with a longer treatment time in 
the plasma nitriding, see Fig. 4. The surface 
hardness can be increased as high as four times. 

Note that with the formation of thicker nitrided 
thin film on the surface, the effect of substrate is 
reduced in the measurements. The hardness by 
depth in different treatment conditions for one 
hour is seen in Fig. 5. There is hardly formation of 
nitrided layer as depicted no measurable hardness 
at 400 oC with 5 % N2 gas content. There is a 
grouping by temperature in hardness by depth 
regardless of N2 content in the treatment ambient 
i.e. the higher the treatment temperature the higher 
the hardness at a given distance from surface. The 
formation of CrN in a given processing conditions 
(500 oC with any N2 content) results in the higher 
surface hardness. The plasma nitridation with 25 
% N2 gas by volume in the treatment ambient at 
two different temperatures of 450 and 500 oC 
indicates that microstructure is not the only factor 
determining surface hardness, but treatment 
temperature and the amount of nitrogen in the 
plasma ambient play important roles. In both 
samples, there is a formation of CrN in the 
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Figure 4: The Surface Hardness from Vickers 
microhardness measurements versus depth for 

samples nitrided at 450 0C and 10 % N2 by 
volume in the treatment gas for different 

processing time. 
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microstructure, but the hardness by depth for the 
sample nitrided at 450 oC is not in the group of 
samples plasma nitrided at 500 0C. Temperature as 
driving nitrogen into austenite matrix is more 
facilitating for nitrogen atoms diffusing deeper so 
that the thickness of nitrided thin layer becomes 
thick enough to compensate substrate effect. The 
hardness of very-near surface, smaller than 1 µm 
from the surface, is also not detected by micro-
hardness measurements due to difficulties in 
conducting experiments.  

The modulus of elasticity is measured by 
Vickers ultra-microhardness measurements so that 
mechanical characteristics of coating-only nitrided 
thin film are possible [5]. The load applied on the 
surface is the 1/7 to 1/10 of nitrided layer 
thickness so that the penetration of Vickers 
indenter is not in the influence of the substrate. 
The change in the nature of lattice after plasma 
nitriding results in a modification of modulus of 
elasticity [4,6,7]. The modulus of elasticity is 
found to be increased by more than 50 % due to 
plasma nitriding and it is independent of 
processing conditions and depth of nitridation [8]. 
The modulus of elasticity is increased by almost 
33% and it is independent of processing 
conditions, as seen in Fig. 6. However, the 
modulus of elasticity is higher in the samples 
containing CrN than the samples only containing 
expanded austenite. This point is required to be 
examined in more details. 
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Figure 6: Reduced modulus of elasticity versus 

processing conditions for samples nitrided at 450 
0C. 

 
4 Conclusions 
 
 We found that there is an expanded austenite 
formation at temperatures lower than 450 oC and 
nitrogen content of lower than 10% in the plasma 
ambient conditions. The surface roughness after 
plasma nitriding is increased by time, temperature 

and N2 content in the ambient as well as it is in the 
island form. The surface hardness is increased by 
4 to 5 times after plasma nitridation. However, the 
substrate effect should be eliminated to observe 
coating-only hardness properties. The modulus of 
elasticity is seen to increase by 33% and it is 
independent of process parameters. 
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Abstract 
 
This study aims to an experimental and theoretical description of three different corrosion phenomena of steels 
during high-temperature exposure: (i) the effect of vanadium content during oxidation of tool steels, (ii) the grain 
size effect during oxidation of low-Cr boiler steels, and (iii) the carburization of austenitic steels. The experimental 
part was carried out by means of thermogravimetric measurements and scanning electron microscopy observations. 
Computational thermodynamics investigations were carried out by performing complex equilibrium calculations of 
the Fe-Cr-V-W-Mo-O-C system using the commercial software FactSage. The kinetics of oxidation and 
carburization processes were accounted for by solving the diffusion differential equation numerically (finite-
difference method) taking the material's microstructure into consideration, by distinguishing between precipitation 
along the grain boundaries and within the grain interior as well as incorporating local thermodynamic equilibrium by 
means of the subroutine ChemApp, which works according to Gibbs energy minimization criteria. 

 
Keywords: Tool steels; Low-alloy steels; Austenitic steel; Thermodynamic equilibrium; Finite-difference method; 
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1 Introduction 
 
 The present study aims to introduce a 
computer-based model for simulation of corrosion 
processes occurring during different high-
temperature applications such as power plants, hot 
rolling processes and petrochemical industries. 

The formation of a slow-growing chromium 
oxide scale (Cr2O3) on the surface of steels 
depends on the available amount of chromium on 
the sample surface for the formation of a 
continuous and dense oxide scale [1,2]. If a pure 
Cr2O3 scale formation is not possible due to the 
absence of a sufficient amount of chromium, iron 
will take part in the oxidation reactions forming 
fast-growing iron oxides and mixed (Fe,Cr) oxides 
(spinel phase). The oxidation rate decreases as the 
chromium content in the spinel phase increases 
[3,4].  

Low-Cr steels are used for non-heated exit 
areas in superheater tubes and in reheater tubes as 
part of boiler components. The external surfaces 
of these tubes are exposed to air at temperatures 
between 400oC-600oC, which results in a loss of 
thickness of the tubes due to oxide formation. 

Tool steels for hot rolling are usually used in a 
temperature range between 300oC and 700oC. 
Studies [5] have shown that the formation of an 
oxide scale on the surface of equipments used for 
forging, rolling and molding can be decisive for 
the in-service life of such equipments through its 
influence on the thermal, mechanical and 
thermomechanical properties. Elements such as 
vanadium have been used in order to improve the 
mechanical properties of tool steels by carbide 
formation [6]. However, the resistance to 
oxidation must also be considered properly.  

In petrochemical industry, e.g., in pyrolysis 
furnaces, large hydrocarbon molecules are cracked 
into smaller molecules such as olefins, i.e., 
ethylene, propylene and butadiene. This gas-phase 
reaction takes place in metal alloy tubes within a 
fired furnace operating in a temperature range of 
750oC-850oC. The high carbon activity on the tube 
surface shortens the tube life by carburization 
phenomena or under extreme conditions by metal 
dusting (carbon activity>1) [7]. 

This paper presents a computer-based 
simulation for the quantitative description of 
thermodynamics and kinetics of oxidation and 
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carburization of three classes of steels (tool steels, 
ferritic boiler steels and austenitic steels) used in 
different high-temperature corrosive 
environments. Microstructual effects such as the 
influence of grain size on the degradation 
mechanisms are taken into consideration. 
 
2 Material and Experimental Procedure 
 

Three model tool steels (steels A, B and C), 
three low-Cr ferritic boiler steels (steel D, E and 
F) and one austenitic steel (steel G) were used in 
the present study (Table 1).  
 

Table 1: Chemical composition (in wt.%) of the 
steels studied. 

Material C Cr Mo W V Mn Ni 
steel A 2 4 2 2 5 --- --- 
steel B 2 4 2 2 6.5 --- --- 
steel C 2 4 2 2 8 --- --- 
steel D 0.07 0.55 --- --- --- 1.01 --- 
steel E 0.06 1.44 --- --- --- 0.59 --- 
steel F 0.09 2.25 1 --- --- 0.59 --- 
steel G 0.04 17.5 --- --- --- 1.84 10 
 
 The steels A-F were isothermally oxidized in 
air at different temperatures, i.e., tool steels at 
650oC and the low-Cr ferritic steels at 550oC. The 
austenitic steel was exposed to atmosphere 
containing methane at 850oC. The mass change 
was recorded using a microbalance with a 
resolution of 10-5g connected to a computer. The 
oxide phases were analyzed using scanning 
electron microscopy (SEM) in combination with 
energy-dispersive X-ray spectroscopy (EDX).  
 
3 Results and Discussions 
 
3.1  Tool steels 
 

Figure 1 shows the oxidation rates of three tool 
steels with different V concentrations. It can be 
seen that the mass changes are strongly influenced 
by the V content during the initial stage of 
oxidation. It is also evident that the nucleation rate 
of oxide is accelerated (high oxygen uptake) due 
to V addition. This has been attributed to carbide 
formation by accelerating the oxide nucleation on 
the specimen suface. 
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Figure 1: Measured mass change of the three 
investigated tool steels at 650oC in dry air. 

 
Figure 2a shows the effect of V on the 

formation of carbides in steel with 4wt.% of Cr, 2 
wt.% of Mo, 2wt.% of W and 2wt.% of C. As the 
V content increases, different carbide phases are 
formed at 650oC. Figure 2b shows an increase in 
the carbides based on V (VC+V3C2), which are 
formed as very fine precipitates as shown in Fig.3. 
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Figure 2: Thermodynamic calculations for the Fe-
Cr-Mo-W-V-C system at 650oC using the 

software FactSage; (a) carbide phases and (b) V-
carbide (VC + V3C2) content as a function of the 

initial V concentration. 
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M23C6 
VC 

 
 

    (a)       (b) 
Figure 3: Optical micrograph of the substrate (the 

bright phases are M23C6 carbide and the dark 
phases are vanadium carbides); (a) steel A and (b) 

steel C. 
 
 The slight difference in the oxidation rates 
after the nucleation time (after 1h) can be 
explained by an increasing amount of Cr in the 
M23C6 phase as the V content increases (Fig. 4). 
This decreases the amount of free Cr available in 
the matrix to diffuse towards the surface and to 
become enriched in the oxide phases. 
Consequently, it accelerates the diffusion of the 
species Fe and O within the oxide scale. 
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Figure 4: Composition of the M23C6 phase formed 
in Fe-Cr-Mo-W-V-C system at 650oC with 

varying V content. 
 
3.2  Oxidation of low-Cr boiler steels 
 

The low-Cr boiler steels exhibited a duplex 
oxide scale (Fig. 5) after 72h of oxidation at 
550oC: an outer scale consisting of pure iron 
oxides (Fe3O4+Fe2O3) and an inner scale of Fe3O4 
enriched with Cr. Thermodynamic equilibrium 
calculations for the Fe-Cr-O system (Fig. 5b) at 
550oC revealed the oxide phase content as a 
function of the oxygen potential, which supports 
the experimental results regarding the phase 
identifications.  
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(b) 
Figure 5: Oxide scale formed on the low-Cr boiler 
steel E at 550oC in air; (a) SEM cross section; (b) 

thermodynamic equilibrium calculation for the  
Fe-Cr-O system at 550oC. 

 
 Figure 6 shows that the kinetics of oxidation is 
accelerated by a decreasing grain size of the 
substrate. This phenomenon is supported by the 
idea that the inwards oxygen flux is increased for 
the fine-grained substrate due to the higher 
interface diffusivity along grain boundaries. 
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Figure 6: Oxidation rate of the low-Cr boiler steel 

at 550oC in laboratory air. 
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 Calculation of oxide scale growth is possible 
through the combination of diffusion and local 
thermodynamic calculations. A computer-based 
model was used to calculate the growth of the 
inner scale in steels [8]. The diffusion of the 
species such as O and Cr is treated by solving 
numerically Fick’s 2nd law applying the two-
dimensional finite-difference method (Crank-
Nicolson approach) [9]. This model distinguishes 
between diffusion in the bulk (lattice diffusion) 
and that along grain boundaries. The local 
thermodynamic equilibrium calculation is 
performed by calling interactively at every 
diffusion step the subroutine ChemApp, which is 
based on a numerical subroutine for Gibbs’s 
energy minimization in combination with tailor-
made data bases according to the Calphad 
methodology [10]. 
 In order to avoid excessive computation time, 
the parallel-computing system PVM (parallel 
virtual machine) was used [9], i.e., the developed 
subroutine ThermoScript distributes the individual 
equilibrium calculations to thermodynamic 
workers according to the schematic representation 
in Fig. 7. 

 

 
 

Figure 7: Schematic representation of the finite-
difference technique (implicit Crank-Nicolson 
approach) in combination with thermodynamic 

subroutine ChemApp. 
 
 Figure 8a shows the two-dimensional 
calculation of the concentration profiles for Fe3O4 
and FeCr2O4 formed on the steel E for a grain size 
of 10µm. The thermochemical database treats the 
Fe3O4 and FeCr2O4 phases separately, but as a  
coexisting phase (FeFe2-xCrxO4). Fig. 8b shows the 
calculated Cr gradient in the FeFe2-xCrxO4 spinel 
phase. 
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Figure 8: Simulated lateral concentration profiles 
of the oxide phase formed on the steel E; (a) Fe3O4 

and FeCr2O4 concentration profiles, (b) Cr-
gradient in the FeFe2-xCrxO4 phase within the 

grain. 
 
3.3  Carburization of an austenitic steel 
 
 Cr is added in steels for different reasons such 
as (i) to increase the hardenability, (ii) to maintain 
mechanical resistance at high temperatures and 
(iii) to enhance to oxidation resistance. In 
austenitic steels, Cr as well as Fe have a strong 
affinity to carbon, and therefore the formed 
carbides are complex Fe-Cr carbides (solid 
solution). Figure 9a shows the different 
thermodynamically stable carbide phases for the 
Fe-Cr-Ni-C system at 850oC. The M23C6 is formed 
at low C and high Cr activities. This phase can be 
transformed into the M7C3 phase by increasing the 
C activity and this transformation is dependent on 
the temperature (see Fig. 9b). 
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Figure 9: Thermodynamic equilibrium calculation 
for the system Fe-Cr-Ni-C; (a) map showing the 
stability of phases as a function of the Cr and C 

content at 850oC, (b) temperature for the 
transformation: 
M23C6↔M7C3. 

 
 Exposure of tubes with high Cr concentration 
to atmospheres containing oxygen and carbon 
leads usually to the formation of slow-growing 
chromia scales on the tube surfaces. Therefore, the 
carburization phenomenon is prevented. However, 
formation of local defects in the oxide scale 
allows carbon from the atmosphere to penetrate in 
the metal substrate and to dissolve in the metal 
phase [7]. Inward diffusion of the dissolved 
carbon leads to precipitation of carbides. The 
sequence of carbide phases precipitated depends 
on the flux of carbon in the substrate. This is 
determined by the diffusivity in the bulk (lattice 
diffusion) and the much higher diffusivity along 
grain boundaries.  
 Figure 10 shows M23C6 carbide formed along 
grain boundaries of the investigated austenitic 

steel at 850oC during the initial stage in a 
carburizing atmosphere containing methane.  

 

M23C6

40µm 

 
Figure 10: Micrograph showing intergranular 

M23C6 phase during carburization of an austenitic 
steel (steel G) at 850oC in the initial stage of 

exposure. 
 
 Using the computer-based model described in 
section 2.2 and in detail in [9], separation between 
carbon and Cr diffusion along the grain 
boundaries and the bulk was possible. The local 
thermodynamic equilibrium calculation was 
performed in the Fe-Cr-Ni-C system. Figure 11 
shows the concentration profiles of the stable 
carbide phases. The more stable carbide (M23C6) 
starts to form on the reaction front, first along 
grain boundaries and it continuously transforms 
into M7C3 as the carbon potential increases. 
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Figure 11: Concentration profiles of the carbides 
(M7C3 and M23C6) during carburization of an 

austenitic steel (steel G) with a grain size of 30µm 
at 850oC after 30h. 

 
4 Conclusions 
 
 In this study three practical examples for 
corrosion attack of steels were presented and 
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discussed. The mechanisms of high temperature 
material degradation caused by corrosion 
(oxidation and carburization) were demonstrated 
by experimental results. Computer-based 
simulation techniques were applied to understand 
the complex element and phase interactions under 
near-service conditions.  
 The presented computer-based model for the 
kinetics of oxidation processes of boiler steels and 
carburization of austenitic steels seems to be a 
powerful tool for service-life prediction, material 
selection and/or material development. In this 
model, complex diffusion calculations can be 
carried out that separate between diffusion along 
grain boundaries and diffusion in the bulk. This 
permits to predict precipitation along grain 
boundaries and within the grain interior. The 
implementation of local thermodynamic 
equilibrium calculations allow the assessment of 
complex phase transformations. 
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Abstract 
 

We present experimental and simulation results of silicon (Si) self-diffusion and boron (B) diffusion in silicon 
dioxide (SiO2), and examine the effect of nitrogen (N) on diffusion in SiO2.  In order to elucidate the point defect 
that mainly governs the diffusion in SiO2, the diffusion of implanted 30Si in thermally grown 28SiO2 is investigated.  
The experimental results show that Si self-diffusivity increases with decreasing distance between the 30Si and 
Si/SiO2 interface.  We propose a model in which SiO molecules generated at the interface and diffusing into SiO2 
enhance Si self-diffusion, and the simulation results fit the experimental results.  The B diffusivity also increases 
with decreasing the distance, which indicates that B diffusion is enhanced by SiO.  In addition, we investigate the 
effects of B and N on SiO diffusion in SiO2.  We show that the existence of B increases SiO diffusivity and hence 
decreases the viscosity of SiO2.  On the other hand, the incorporation of N decreases SiO diffusivity, which reduces 
B diffusion in SiO2 and increases the viscosity. 

 
Keywords: Diffusion in crystalline and amorphous materials; Silicon dioxide; Boron; Oxynitride; Viscosity 

 

 
1 Introduction 
 

Silicon dioxide (SiO2) is one of the most 
important materials in Si devices, especially for a 
gate insulator film of metal-oxide-semiconductor 
(MOS) transistors.  With the scaling-down of 
MOS transistors, an ultrathin SiO2 layer is 
demanded for the gate insulator.  As the thickness 
of the SiO2 layer decreases, atomic and molecular 
diffusion in SiO2 becomes a fundamental issue.  
The diffusion in SiO2 is also an important issue in 
high-k gate dielectrics because an interfacial SiO2 
layer forms between high-k gate films and Si 
substrates during post-annealing [1].  In addition, 
boron (B) penetration from the gate electrode 
through the thin SiO2 layer into the Si substrate 
has been recognized as a serious problem [2].  It is 
well known that the incorporation of N into SiO2, 
or using silicon oxynitride for the gate insulator, 
retards the B penetration [3].  Therefore, N atoms 
are also incorporated into the interfacial SiO2 layer 
between high-k gate films and Si substrates [4].  
However, the mechanism for the retardation of B 
diffusion in SiO2 by the existence of N is not yet 
clear.  Moreover, diffusion in SiO2 is closely 
related to the viscosity of SiO2, which is an 
important property of materials.  The viscous flow 
of SiO2 reduces the oxidation-induced strain, 

which is caused by a 125 % volume expansion, 
and therefore, plays an important role in thermal 
oxidation [5]. 

The present work investigates the mechanism 
of Si self-diffusion and B diffusion in SiO2, and 
the effect of N on the diffusion.  We observe Si 
self-diffusion and B diffusion in 28SiO2 samples 
implanted with 30Si and B, and based on the 
simulation, we show that SiO is the diffusing 
species that mailny governs the diffusion in SiO2.  
In addition, the enhancement of SiO diffusion by 
the existence of high-concentration B is described.  
Moreover, we investigate the effect of N on SiO 
diffusion based on the simulation of the thickness 
in silicon thermal oxynitridation, where we show 
that SiO diffusion in SiO2 is retarded by the 
incorporation of N. 
 
2 Si self-diffusion  
 

An isotopically enriched 28Si single crystal epi-
layer was thermally oxidized in dry O2 at 1100 ˚C 
to form 28SiO2 of thicknesses of 200, 300, and 650 
nm.  The samples were implanted with 30Si at 50 
keV to a dose of 2×1015 cm-2 and capped with a 
30-nm-thick silicon nitride layer by rf magnetron 
sputtering.  The as-implanted 30Si profile is seen in 
the figures shown later.  Samples were annealed at 
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temperatures between 1100 and 1250 ºC.  The 
depth profiles of 30Si were measured by secondary 
ion mass spectrometry (SIMS).  Figure 1 shows 
the experimental 30Si depth profiles before and 
after annealing for 24 h at 1250 ˚C.  The profiles 
demonstrate a strong dependence on the thickness 
of the 28SiO2 layer; the thinner the 28SiO2 layer is, 
the broader the diffusion profile becomes [6,7].  
This result shows that the Si self-diffusivity 
increases with decreasing the distance between the 
diffusing 30Si species and 28Si/28SiO2 interface.  
This tendency was observed consistently in Si 
self-diffusion for other temperatures and annealing 
times employed in this study.   
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Figure 1: Experimental and simulated (a) 30Si 
depth profiles and (b) simulated SiO profiles in 
SiO2 samples with various thicknesses.  Samples 
were annealed at 1250 ˚C for 24 h.  The as-
implanted 30Si profile is shown as the initial 
profile.  In SIMS data, the increase of 30Si 
concentration deep in the bulk (> 150 nm) in the 
200-nm-thick sample is 30Si that diffused from 
natSi substrates (800 nm below the 28Si epi-layer) 
during the thermal oxidation to prepare the 
sample.  (natSi refers to Si with the natural isotopic 
abundance.) 

 

As the possible origins of the distance 
dependence of Si self-diffusion, we examined the 
effect of implantation damage, however, it is of no 
concern because the self-diffusivity of implanted 
Si in thick SiO2 agrees with that obtained from 
damage-free CVD (chemical vapor deposition) 
SiO2 [8,9] and remains unchanged for the doses 
between 1×1014 cm-2 and 2×1015 cm-2.  We also 
evaluated the stress due to a silicon-nitride 
capping layer; however, its effect is too small to 
induce the large enhancement of the Si self-
diffusion (a factor-of-ten enhancement for the 
diffusion between 200 nm and 650 nm from the 
interface).  Moreover, we have performed an 
experiment using CVD isotope heterostructures 
with a constant total oxide thickness, and Si self-
diffusivity increases with decreasing the distance 
from the interface in the same way as that 
described above [10].  These results lead us to 
conclude that Si species generated at the Si/SiO2 
interface and diffusing into SiO2 enhance Si self-
diffusion.  There have been a number of 
suggestions, based on experimental speculations 
and theoretical predictions, regarding emission of 
Si species from the Si/SiO2 interface to SiO2, and 
SiO generated at the Si/SiO2 interface via the 
reaction Si + SiO2 → 2SiO [11,12] is the most 
likely candidate as the dominant Si species.  
Consequently, we have proposed a model that SiO 
molecules, which are generated at the Si/SiO2 
interface and diffusing into SiO2, enhance Si self-
diffusion in SiO2 via the reaction such that 
 
            30Si(s) + 28SiO ⇔ 28Si(s) + 30SiO        (1) 

 

           30Si(s) + 28Si(s) ⇔ 28Si(s) + 30Si(s) .        (2) 
 
In these equations, Si atoms substituted in the Si 
sites of SiO2 [denoted as (s)] diffuse via the kick-
out reaction with diffusing SiO molecules.  In 
addition, a simple mechanism of Si self-diffusion 
via Si interstitials or vacancies is taken into 
account for the thermal Si self-diffusion.  This 
mechanism is described by Eq. (2), where SiO 
molecules are not involved in the diffusion.  
Evidence for the existence of two mechanisms 
(with and without SiO) is that very few SiO 
molecules arrive from the interface in the 650-nm-
thick sample, as will be shown later by the 
simulation.   

774



 
Int. Conf. DSL-2005, Portugal 

The above model leads to the following set of 
coupled partial differential equations to describe 
the diffusion of 30Si in 28SiO2: 
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where R is the reaction term for Eq. (1) given by 
 
   

SiObSiOSif 302830 CkCCkR −= .          (6) 
 
The Si self-diffusivity is, as a whole, described by 
 

  max
SiO

SiOSD
SiO

SD(th)
Si

SD
Si

),(28

C
txC

DDD += .          (7) 

 
In these equations, Cx is the concentration of 

the corresponding species in Eqs. (1) and (2), 
DSi

SD(th) the thermal Si self-diffusivity, DSiO the 
diffusivity of SiO, and kf and kb are the forward 
and backward rate constants of Eq. (1).  In Eq. (7), 
DSiO

SD = DSiOCSiO
max /N0 is the Si self-diffusivity 

via SiO, where N0 denotes the number of SiO2 
molecules in a unit volume of silicon oxide.  Here, 
CSiO

max denotes the maximum SiO concentration 
in SiO2 and is described as CSiO

max = 3.6×1024 

exp(-1.07 eV/kT) cm-3 [7].  In Eq. (3), the thermal 
Si self-diffusion [Eq. (2)] is represented by the 
diffusion term with DSi

SD(th), and DSi
SD(th) =0.8 

exp(-5.2 eV/kT) cm2/s [8] that was experimentally 
obtained is used for the simulation.  In Eq. (7), 
C28SiO(x,t) depends on the depth and annealing 
times, which will be described below.  The 
boundary condition for 28SiO at the 28Si/28SiO2 
interface is given by C28SiO(x=interface) = CSiO

max to 
describe the generation of SiO at the interface.  
The amount of 30SiO arriving at the 28Si/28SiO2 
interface is so small that the mixing of 28Si with 
30Si at the interface is neglected.  The boundary 
condition at the nitride-capped surface is 
represented by a zero-flux condition because the 
cappings act as barriers.  Reactions (1) and (2) are 
assumed to be so fast that the local equilibrium of 

the reaction is established, and hence the rate 
constants are set to be large enough.  The 
parameters deduced from the simulation to fit the 
experimental profiles of 30Si are DSiO

SD, and we 
consistently obtained DSiO

SD = 4×104 exp(-6.2 
eV/kT) cm2/s for all samples.  The DSiO

SD is 
comparable to the SiO diffusivities reported in 
Refs. 12 and 13.  Equations (3) – (5) were solved 
numerically by the partial differential equation 
solver ZOMBIE [14].  

Figure 1 shows the simulated 30Si depth 
profiles after annealing for 24 h at 1250 ˚C 
together with the experimental profiles.  For the 
simulated 30Si profiles, the concentration of 30Si(s) 
is shown because it is about two orders of 
magnitude larger than that of 30SiO.  The 
simulation results fit the experimental profiles of 
30Si for all 28SiO2 thicknesses using the same 
parameter values.  This is in contrast to the Si self-
diffusivity obtained by a simple fitting, or under 
the assumption of a constant diffusion coefficient 
for each profile, which increases with decreasing 
28SiO2 thickness: 6×10-17, 4×10-17, 1×10-17 cm2/s 
for 200, 300, 650 nm, respectively (the 
contribution from DSi

SD(th) at 1250 ˚C is 5×10-18 

cm2/s for all thicknesses).  For other temperatures, 
the simulation results also fit the 30Si profiles for 
all 28SiO2 thicknesses using the same parameter 
values for each temperature.  In Fig. 1(b), the 
simulated SiO profiles are also shown (The 
concentration of 28SiO is shown because it is a few 
orders of magnitude larger than that of 30SiO).  
The SiO concentration in the 30Si region increases 
with decreasing the 28SiO2 thickness.  As expected 
from Eq. (7), SiO with higher concentration leads 
to larger enhancement of 30Si diffusion.  Therefore, 
the 30Si self-diffusivity, assuming a constant 
diffusion coefficient, increase with decreasing 
28SiO2 thickness.  This thickness dependence 
arises because the SiO diffusion is so slow that the 
SiO concentration at the 30Si region critically 
depends on the distance from the Si/SiO2 interface, 
where the SiO is generated.  In addition, the 
profile of SiO for the 650-nm-thick sample shows 
that the SiO concentration is so small that Si self-
diffusion cannot be explained only by the kick-out 
diffusion via SiO [Eq. (1)].  This is the evidence 
for the existence of the two mechanisms (with and 
without SiO), as described above.   

The time dependence of Si self-diffusion also 
shows the validity of our model.  Figure 2 shows 
the experimental and simulated 30Si profiles and 
the simulated SiO profiles in the 300-nm-thick 
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sample for 6 h and 30 h at 1250 ˚C.  The Si self-
diffusivities, assuming a constant diffusion 
coefficient, show an enhancement of factor of 4.5 
and are 1×10-17 cm2/s for 6 h and 4.5×10-17 cm2/s 
for 30 h.  From the simulation, we found that the 
SiO concentration in the near-surface region 
becomes higher at longer annealing times until it 
reaches the maximum concentration.  The time 
dependence arises because the SiO diffusion is so 
slow that more SiO molecules are arriving from 
the interface with time, and the self-diffusivity, 
assuming a constant diffusion coefficient, 
therefore increases for a longer annealing time.  
The simulated and experimental profiles almost 
coincide and this confirms the validity of our 
model.  In addition, this result eliminates the 
concerns related to the strain or damage because 
Si self-diffusion would decrease with time if the 
diffusion were affected by the strain or damage, 
which should be gradually relieved or reduced by 
the anneals.   
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Figure 2: Experimental and simulated 30Si depth 
profiles and simulated SiO profiles in the 300-nm-
thick sample.  Samples were annealed at 1250 ˚C 
for 6 and 30 h.   
 
 
3 B diffusion 
 

The 30Si implanted samples mentioned in the 
previous section were subsequently implanted 
with 11B at 25 keV to a dose of 5×1013 cm-2 or 
3×1015 cm-2, which will be referred to as low-dose 
and high-dose samples, respectively.  Samples 
were annealed and the diffusion profiles of B and 
30Si were measured by SIMS.  This simultaneous 
observation of B and 30Si profiles allows us to 

investigate the B concentration effect on diffusion, 
as decribed in the next section.  Figure 3 shows 
the experimental B profiles in low-dose samples 
with various thicknesses after annealing at 1250 
ºC for 6 h.  In the same way as Si self-diffusion, 
the B diffusion shows a clear dependence on the 
thickness of the 28SiO2 layer; the shorter the 
distance from the Si/SiO2 interface, the higher the 
B diffusivity in SiO2 [15,16].  This tendency was 
also observed for the high-dose samples and other 
temperatures employed in this study.  The distance 
dependence of B diffusivity indicates that the SiO 
molecules, which are generated at the Si/SiO2 
interface and diffusing into SiO2, enhance not only 
Si self-diffusion but also B diffusion.  In a similar 
manner to Si self-diffusion, B diffusion in SiO2 is 
described by  
 
   B(s) + 28SiO ⇔ 28Si(s) + BO            (8) 

 

    B(s) + Si(s) ⇔ Si(s) + B(s) .          (9) 
 
In Eq. (8), B atoms substituted in the Si sites of 
SiO2 diffuse via the kick-out reaction with 
diffusing SiO.  B diffusion via SiO is similar to B 
diffusion in Si via the kick-out mechanism, and 
BO may correspond to a complex of B-Si-O 
according to the first-principles calculation of B 
diffusion in SiO2 [17].  In addition, a simple 
mechanism of B diffusion, where SiO molecules 
are not involved, is taken into account and is 
referred to as thermal B diffusion.  Evidence for 
the existence of two mechanisms (with and 
without SiO) is that B diffusion occurs in the 650-
nm-thick sample, where very few SiO molecules 
arrive from the interface, as described above. 
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Figure 3: Experimental and simulated B depth 
profiles in SiO2 samples with various thicknesses.  
Samples were implanted with B to a dose of 
5×1013 cm-2 (low B dose) and annealed at 1250 ˚C 
for 6 h.  

B diffusion in SiO2 is simulated in a similar 
manner to Si self-diffusion by replacing 30Si with 
B in Eqs. (1) and (2).  Likewise,  DSi

SD(th) should 
be replaced with DB

eff(th) (the effective diffusivity 
of thermal B diffusion), and DSiO

SD with Di
eff (the 

effective diffusivity of B diffusion via the kick-out 
mechanism with SiO).  The total effective B 
diffusivity is expressed by 
 

  max
SiO

SiOeff
i

eff(th)
B

eff
B

),(28

C
txC

DDD += .        (10) 

 
The experimentally obtained B diffusivity in thick 
(> 1 μm) SiO2, DB

eff(th) = 3.12×10-3 exp(-3.93 
eV/kT) cm2/s [18], which corresponds to the 
effective thermal B diffusivity, is used in our 
simulation.  Consequently, the only parameter 
needed to fit the experimental B profiles in Fig. 3 
is Di

eff, and we consistently obtained Di
eff = 

6.4×10-2 exp(-4.1 eV/kT) cm2/s for all samples.   
Figure 3 shows the simulated B profiles after 

annealing for 6 h at 1250 ˚C.  The simulation 
results fit the experimental B profiles for all the 
thicknesses using the same parameter values.  This 
is in contrast to a simple fitting with a constant 
diffusivity, leading to 4×10-16, 3×10-16, 2×10-16 

cm2/s for 200, 300, 650 nm, respectively.  For 
other temperatures, the simulation results also fit 
the B profiles for all 28SiO2 thicknesses using the 
same parameter values for each temperature.  In 
addition, the time-dependent B diffusion was also 
observed and simulated, in the same way as Si 
self-diffusion.  These confirm the validity of our 
model that B diffusion in SiO2 is enhanced by SiO.  
We mention that the effect of the Si/SiO2 interface, 
which generates SiO molecules, should be taken 
into account for the analysis of diffusion in SiO2.  
The DSiO value deduced has the value of ～4×10-17 

cm2/s at 1100 ˚C, and the diffusion length for 10-
second annealing is 2(DSiO×t)1/2 ～ 0.4 nm.  This 
estimation indicates that SiO from the interface 
may affect the phenomena in the bulk when the 
material thickness is down to 1 nm. 
 
4 Effect of high-concentration B 
 

 Figure 4 shows the depth profiles of 30Si and B 
in the high-dose 200-nm-thick sample after 
diffusion anneal of 6 h at 1250 ˚C.  The 30Si depth 
profile of the annealed sample without B 
implantation is also shown.  The profile of 30Si in 
the high-dose samples shows larger diffusion than 
that without B [15,16].  On the other hand, the 30Si 
profile of the low-dose samples (not shown in Fig. 
4) showed no significant difference from that 
without B.  In addition, for the high-dose sample, 
a significant decrease in the 30Si concentration at 
its peak region was observed, where B 
concentration is high.  In contrast, the tail region 
of 30Si showed less significant diffusion, where B 
concentration is low.  These results show that Si 
self-diffusivity increases with higher B 
concentration in SiO2.   
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Figure 4: (a) Experimental and simulated 30Si 
depth profiles with high-dose B implantation 
(3×1015 cm-2) and without B, and (b) experimental 
and simulated B depth profiles and the simulated 
SiO profile (multiplied by 0.1) with high B dose in 
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the 200-nm-thick sample after annealing for 6 h at 
1250 ˚C.  In (b), the result of simulation without B 
concentration dependence and the simulated SiO 
profile (multiplied by 0.1) without B are also 
shown. 
 

This dependence of B concentration is also 
seen in B diffusion itself.  Figure 4(b) compares 
the experimental and simulated B profiles in the 
200-nm-thick sample with high B dose after 
annealing at 1250 ˚C for 6 h.  With the Di

eff given 
above, the B diffusion profiles of low-dose 
samples were well reproduced by the simulation, 
as described in the previous section.  However, the 
same simulation of the B diffusion for high-dose 
samples underestimated the results, as shown by 
the dotted line.  This result shows that B diffusion 
in high-dose samples is faster than that in low-
dose samples and that B diffusivity also increases 
with higher B concentration.  The B concentration 
dependence has been reported in an experiment 
using a MOS structure, where the B diffusivity 
abruptly increased above B concentration of 1020 
cm-3 [19], which is consistent with our result.   

In order to reproduce the experimentally 
obtained enhancement of the 30Si and B diffusion 
in the high-dose sample, we introduced a B 
concentration dependence of DSiO

SD and Di
eff for Si 

self-diffusion and B diffusion via SiO, of DSi
SD(th) 

for thermal Si self-diffusion, and of DB
eff(th) for 

thermal B diffusion by multiplying a factor of 
exp(CB/CB

cri) to imitate the strong dependence on 
B concentration, where CB

cri denotes the critical B 
concentration above which the high-concentration 
effect occurs.  Inclusion of the B concentration 
dependence [×exp(CB/CB

cri)] of DSi
SD(th) and 

DB
eff(th) is essential for explaining the enhancement 

of Si self-diffusion and B diffusion in the 650-nm-
thick sample, where very few SiO molecules 
arrive from the interface.  Consequently, the factor 
exp(CB/CB

cri) was applied to DSi
SD [Eq. (7)] and 

DB
eff [Eq. (10)], which represent the sum of the 

two contributions (thermal diffusion and diffusion 
via SiO) to Si self-diffusion and B diffusion (The 
value of CSiO

max is not changed).  Using the value 
of CB

cri = 2×1020 cm-3, 30Si and B  profiles in the 
high-B-dose samples were fitted by the same set 
of diffusion parameters as that for low-dose 
profiles and that without B, as shown in Fig. 4.  
The profiles of SiO (multiplied by 0.1) obtained 
from the simulation are also shown in Fig. 4(b).  
In the near-surface region, the SiO concentration 
with high B dose is higher than that without B 

because of the enhanced SiO diffusivity by the B 
concentration dependence [×exp(CB/CB

cri)], which 
leads to the increase of Si self-diffusivity and B 
diffusivity with higher B concentration.  The 
mechanism of this diffusion enhancement by high-
concentration B will be discussed below.  The 
present result indicates that Si and B atoms in 
SiO2 diffuse correlatively via SiO; namely, the 
enhanced SiO diffusion by the existence of B 
enhances B diffusion and Si self-diffusion.  This 
correlation is consistent with the theoretical result 
that SiO molecules diffuse predominantly with 
frequent atomic exchange interactions with 
substitutional atoms [17].   
 
5 Effect of N on diffusion 
 

In this section, we investigate the effect of N 
on diffusion in SiO2 based on the knowledge 
obtained above and based on the simulation of 
silicon oxynitridation.  We assume that the 
incorporation of N reduces the SiO diffusivity in 
SiO2 because the existence of N retards the B 
penetration, or B diffusion, which is enhanced by 
SiO.  This assumption is also consistent with the 
increase of SiO2 viscosity with N incorporation 
because diffusion of SiO is closely related to the 
viscosity of SiO2 and viscosity is inversely 
proportional to diffusivity [20].  In order to 
validate this assumption, we simulate the 
thickness of Si thermal N2O oxynitridation based 
on our interfacial Si emission model, which has 
successfully simulated Si thermal oxidation [21-
24].  In this model, a large amount of SiO 
molecules (~1% of the oxidized Si) are emitted 
from the Si/SiO2 interface during oxidation and 
most of the emitted SiO molecules diffuse into the 
oxide.  In addition, the oxidation becomes slower 
with higher SiO concentration near the interface 
because the existence of high-concentration SiO 
prevents the emission of new SiO at the interface 
upon oxidation.  Therefore, the oxidation in the 
oxide, which absorbs the emitted SiO, controls, or 
modulates, the oxidation rate at the interface.  
Based on the model, we constructed the diffusion 
equations of SiO and oxidant with the reaction 
terms of the SiO oxidation and numerically solved 
the equations to simulate the oxide thickness.    

What has been reported so far about N2O 
oxynitridation can be summarized as follows: 
(1) The oxynitridation rate is much smaller than 
the O2 oxidation rate and becomes smaller as 
oxynitride grows [25-28].   
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 (2) N2O thermally decomposes via the reactions 
of N2O → N2 + O and N2O + O → 2NO, and 
remaining atomic oxygen rapidly recombines into 
O2, resulting in N2 (64.3%), O2 (31.0%), and NO 
(4.7%) at 950 ˚C [26].  Therefore, most of the 
increase of the thickness occurs via O2, and NO is 
the source of N via the reaction with Si at the 
interface.   
(3) Most of the N atoms incorporated during the 
oxynitridation pile up at the Si/SiO2 interface with 
a width of ~2 nm [27] and the N concentration 
tends to saturate at only ~2 atomic percent (at. %).   

Therefore, N2O oxynitridation can be regarded 
as O2 oxidation except that the piled-up N at the 
Si/SiO2 interface affects the process.  This leads us 
to apply our interfacial Si emission model to N2O 
oxynitridation to simulate the thickness.  In our 
model, therefore, SiO molecules are emitted from 
the Si/SiO2 interface upon oxidation and diffuse in 
SiO2 containing ~2 at. % N.  The oxidation rate 
constant, k, is reduced as the SiO concentration 
near the interface, CSiO

I, increases as oxidation 
proceeds because the existence of high-
concentration SiO prevents the emission of new 
SiO at the interface.  This reduction is described 
by 
 

     ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= max

SiO

I
SiO

0 1
C
Ckk ,             (11) 

 
where k0 is the maximum oxidation rate constant.  
Here, we assume that the incorporation of N in 
SiO2 reduces the SiO diffusivity.  The assumption 
that the SiO diffusivity exponentially decreases 
with increasing N concentration was introduced in 
analogy with B diffusivity in SiO2, which 
exponentially increases with B concentration.  
During oxynitridation, the SiO diffusion is 
strongly retarded by the N at the interface.  This 
retardation increases the SiO concentration in 
SiO2 near the interface as oxynitridation proceeds, 
which decreases the oxynitridation rate with time. 

For the simulation of N2O oxynitridation, the 
following three parameters (CN

cri, A0, CN
max) are 

newly introduced to our interfacial Si emission 
model.  The other parameter values are the same 
as those in our previous studies for thermal O2 
oxidation [22,23].  The dependence of the SiO 
diffusivity on N concentration, CN, is described as 
 

    ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= cri

N

N
SiO

N
SiO exp

C
CDD ,        (12) 

 
where CN

cri denotes the critical N concentration 
above which the N effect occurs.  We assume that 
CSiO

max is independent of the N concentration.  The 
increase of N concentration with increasing 
thickness (x) was obtained by 
 
      xAC Δ=Δ N                       (13) 
 
for each calculation step.  Here, A is the 
incorporation rate of N and is described by 
 

     ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= max

N

N
0 1

C
CAA ,             (14) 

 
which describes that the N concentration increases 
almost linearly with thickness in an early stage 
and then tends to saturate [25].  The CN

max is the 
maximum N concentration.  In the present 
simulation, all the thicknesses can be simulated 
using CN

max = 2 at. %.  This value is consistent 
with the saturation of N concentration at ~2 at. %, 
which indicates that the N concentration 
dependence of A is reasonable.  As mentioned 
above, most of the N atoms incorporated during 
the oxynitridation pile up at the Si/SiO2 interface 
with a width of ~2 nm.  In the simulation, we 
therefore set an N-containing SiO2 layer with a 
width of 2 nm at the interface.  The N 
concentration in this layer increases as 
oxynitridation proceeds.   

The oxynitride thickness simulated in this 
study and that from experiments [28] are shown in 
Fig. 5.  In the simulation, the thickness increase 
results from the oxidation by O2 produced from 
the thermal decomposition of N2O, as mentioned 
above.  The proportion of O2 is ~30 % and 
therefore the value of 0.3 atm was used as a partial 
pressure of O2 in the simulation.  Concerning the 
parameter values introduced for oxynitridation, 
CN

max = 2 at. % was used, as previously mentioned.  
For CN

cri, 0.16 at. % at 950 ˚C, 0.20 at. % at 1050 
˚C, and 0.23 at. % at 1100 ˚C were used to fit the 
thickness.  The temperature dependence of CN

cri is 
attributable to lower SiO2 viscosity, or larger SiO 
diffusivity, at higher temperatures, which may 
reduce the effect of N.  Concerning the value of A0, 
it becomes smaller with smaller N2O flow rate, 
and this is attributed to smaller N incorporation 
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with slower flow [26].  Because of the lower N2O 
flow rate, it takes longer for the NO to reaches the 
substrates.  With slower flow, therefore, the loss 
of NO by the reaction 2NO + O2 → 2NO2 is more 
likely to occur during the gas flow, resulting in 
smaller N incorporation.  Therefore, the value of 
A0 depends on the flow rate and, in addition, on 
the dimensions of the furnace used.  In the present 
simulation, however, the thickness was 
consistently fitted using the same set of 
parameters when the oxynitride was grown under 
the same flow, as shown in Fig. 5, where A0 = 0.4 
at. %/nm was used to fit the thicknesses.  
Therefore, the simulation fits the experimental 
oxynitride thickness in a unified manner, and this 
indicates the validity of our assumption of the N 
effect on SiO diffusion. 
 

0

4

8

12

0 2000 4000 6000 8000

Th
ic

kn
es

s 
(n

m)

Ti me ( s)

N
2
O oxyni t r i dat i on

950 ℃

1050 ℃

1100 ℃

si mul at i on 

symbol s:  exper i ment

 
 

Figure 5: Simulated and experimental oxynitride 
thickness.  Experimental data are from Ref. 28.   
 
 

The calculated depth profile of SiO deduced 
from the simulation for 1050 ˚C at 1000 s (Fig. 5) 
is shown in Fig. 6.  N atoms are incorporated in 
the layer with a width of 2 nm at the interface, as 
shown by the thick double-headed arrow.  For the 
calculation, the interface is fixed at x = 0, while 
the surface moves as the oxynitridation proceeds.  
The oxynitride thickness is 5 nm, and the surface 
position is described by the vertical arrow (The 
right-hand side of the arrow is the gas phase).  For 
comparison, Fig. 6 also shows the depth profile 
without N incorporation, that is, in pure O2 
oxidation, where the oxide thickness is 23 nm and 
the surface is outside the right ordinate.  In 
oxynitridation, SiO diffusion is retarded at the N-
containing layer and the SiO concentration almost 
reaches CSiO

max at this temperature.  Therefore, the 

growth rate is significantly reduced [Eq. (11)].  
The concentrations of N incorporated after 2-h 
oxynitridation deduced from the simulation in Fig. 
5 are 1.0, 1.5, and 1.8 at. % at 950, 1050, and 
1100 ˚C, respectively.  From Eq. (12) and the CN

cri 
values described above, the SiO diffusivity was 
found to decrease about three orders of magnitude.  
This result explains why B penetration, which is 
enhanced by SiO, is suppressed even with a small 
amount of N (~2 at. %).   
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Figure 6: Calculated depth profile of SiO deduced 
from the simulation for 1050 ˚C at 1000 s in Fig. 5.  
For comparison, the calculated result without N 
incorporation is also shown.  For the calculation, 
the interface is fixed at x = 0, while the surface 
moves as the oxynitridation proceeds.  The surface 
position for oxynitridation is indicated by the 
vertical arrow.  The N-containing layer with a 
width of 2 nm at the interface is also shown by the 
thick double-headed arrow.   
 
 

As for the retardation of SiO diffusion by the 
existence of N, the formation of Si3≡N bonds is a 
possible mechanism.  SiO diffuses via the bond 
exchanges with Si and O atoms of SiO2, that is, 
via the reconstruction of Si-O bonds, not via the 
interstitial mechanism through the open spaces of 
SiO2.  One N atom forms bonds with three Si 
atoms and can fix the SiO2 framework as a brace, 
and hence, N can effectively block the 
reconstruction of Si-O bonds in a wide area of the 
SiO2 framework.  Therefore, SiO diffusion in SiO2 
is significantly reduced even by a small amount of 
N.  In contrast, the existence of B enhances SiO 
diffusion in SiO2, as described in the previous 
section.  The difference in the number of valence 
electrons between B (three) and Si (four) may be 
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the origin of this enhancement.  Due to the 
difference in the valence, substitutional B atoms 
will produce dangling bonds, which may ease the 
bond exchanges with Si and O atoms of SiO2.  
Therefore, the introduction of B atoms leads to 
enhanced SiO diffusion in SiO2.  Because 
diffusion of SiO is closely related to the viscosity 
of SiO2 and viscosity is inversely proportional to 
diffusivity, the present results indicate that the 
incorporation of B in SiO2 reduces the viscosity of 
SiO2, while that of N increases the viscosity, 
which is consistent with what has been known so 
far on the viscosity. 
 
6 Conclusions 
 
 We have described the experimental and 
simulation results of Si self-diffusion and B 
diffusion in SiO2, and have examined the effect of 
B and N on the diffusion.  We showed that SiO 
molecules enhance both Si self-diffusion and B 
diffusion in SiO2.  In addition, based on the B 
concentration dependence, the simulation result 
indicates that B and Si atoms in SiO2 diffuse 
correlatively via SiO; namely, the enhanced SiO 
diffusion by the existence of B enhances both B 
diffusion and Si self-diffusion.  In contrast, the 
incorporation of N in SiO2 reduces the SiO 
diffusivity, which reduces B diffusion in SiO2. 
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Abstract 

     The oxidation of Nb–Al sublimates formed upon electron-beam remelting of niobium was studied upon isothermal 
and continuous heating in air. Aluminum niobates of the variable compositions Al2O3·mNb2O5, as well as niobium and 
aluminum oxides, are the base products formed upon oxidation of the sublimates. The Al-rich sublimates exhibit high 
oxidation resistance. The NbAl3 compound formed in the sublimates is characterized by the highest heat resistance in 
comparison with other sublimate components. The oxidation process parameters were determined using an anisothermal 
kinetic method. The process was found to be multistage and limited by internal diffusion. 

Keywords: Oxidation; Nb–Al sublimates; Anisothermal kinetic method; Internal diffusion 
________________________________________________________________________________________________ 
 
 
 
1   Introduction 
 

Electron-beam remelting of niobium obtained 
by aluminothermy leads to the formation of 
sublimates in the form of a sinter of metal 
condensate having nonuniform chemical and phase 
compositions. The sublimates consist 
predominantly of a Nb–Al alloy. The contents of Al 
and Nb in the alloy vary from 10 to 60 and 20 to 
80%, respectively. The sublimates containing 
metallic impurities, such as 0.5–2.5 % Fe, 0.5–3.0 
% Ca, or 0.5–3.0 % Cr, etc., and interstitial 
impurities, such as oxygen (up to 6 %) or silicon 
(0.5–1.0 %), etc., are by-products that should be 
processed if niobium is to be isolated. The 
available, newly developed technologies for 
processing sublimates formed upon electron-beam 
remelting of niobium involve their preliminary 
oxidation. The oxidation of pure niobium has been 
studied extensively to date [1].  

The oxidation of Nb–Al alloys has been studied 
only for low-aluminum alloys (containing no more 
3.0 % Al). Because of this, studying the chemistry 
and kinetics of oxidation of Nb–Al sublimates is of 
not only industrial but also scientific interest. 

 
 

2   Experimental 

 
The oxidation of Nb–Al sublimates in air was 

studied under both isothermal and anisothermal 
conditions. We studied sublimates containing 82.14 
% Nb, 11.83 % Al, 1.12 % Fe, 0.20 % Cr, and 0.65 
% Si (sample I) and 24.6 % Nb, 50.7 % Al, 1.98 % 
Ca, 0.83 % Si, 0.8 % Cr, 0.5 % Fe, and 0.8 % C 
(sample II). Sample I consists predominantly of Nb 
and NbAl3, and sample II, of NbAl3 and Al. 

 Oxidation under anisothermal conditions was 
performed on a Q1500D derivatograph used for 
differential thermal (DTA) and gravimetric (TGA) 
analyses. The isothermal oxidation experiments 
were performed using a tube furnace. The 
composition of the reaction products was 
determined using chemical and X-ray diffraction 
analyses. 

 
3   Results and discussion 
 

Upon heating at a rate of 8 K/min, the oxidation 
of the milled sublimates (with a particle size smaller 
than 200 μm) starts at 270–290 °C and 
isaccompanied by an increase (∆G) in the weight of 
the samples. After heating to 1000 and 1430 °C, the 
increase in the weight of sample I is 22 and 25.5% 
(relative to the initial weight), respectively. The 
increase in the weight of sample II is 25 and 40 % 
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upon heating to 1000 and 1430 °C, respectively. 
The degree of transformation (calculated with 
allowance for the formation of the higher oxides of 
Nab and Al) of the Nb-rich sublimate is 85 and 98 
% upon heating to 1000 and 1430 °C, respectively.    
The degree of transformation of Al-rich sublimates 
is 40 and 80 % upon heating to 1000 and 1430 °C, 
respectively. It can be seen that the oxidation is a 
stepwise process. The multistage character of the 
oxidation of sample II is most pronounced. 
According to the DTA curve, the exothermic effect 
related to the oxidation of sample I begins at ~ 370 
°C, and the maxima of the effect correspond to 608 
and 865 °C. The oxidation of sample II begins at 
270p°C. Upon subsequent heating, three 
components of the exothermic effect are observed, 
and their maxima correspond to 650, 970, and 1395 
°C. The endothermic effect observed at 615–630 °C 
is likely to be related to melting of the Al-based 
solid solution.  

 

 
 

Figure 1: Oxidation polytherms of the Nb–Al 
sublimates (sample II) upon heating at rates             

v = (1) 2.5, (2) 5.0, (3) 10.0, and (4) 20 K/min. 
 
Using sample II, we studied the effect of the 

heating rate (v) on the degree of oxidation (α) of a 
sublimate (Fig. 1). It was found that, as the rate of 
heating to 1000 °C increases from 2.5 to 20 K/min, 
α decreases from 0.55 to 0.42. The composition of 
the reaction products formed during oxidation upon 
heating in air to 1000 °C was studied by X-ray 
diffraction analysis using a DRON-2 diffractometer 
and CoKα radiation. α-Al2O3 and Nb2O5 were found 
to form upon oxidation. As the heating rate 

decreases, the intensities of the reflections of these 
phases increase slightly, whereas the intensities of 
the reflections of NbAl3 and Al decrease. These data 
indicate that, irrespective of the heating rate, 
simultaneous oxidation of the initial phase 
components of the sublimates takes place.  

Along with oxidation upon heating in air, we 
studied the oxidation of sublimates under isothermal 
conditions. X-ray diffraction analysis of sublimates 
subjected to oxidation showed that annealing of 
sample I  (with a particle size of less than 100μm) at 
400 °C for 300 min leads to the formation of Nb2O5, 
which is present along with the initial phases 
(NbAl3 and Nb) (see Table 1). After annealing at 
600 °C, weak reflections of NbAl3 and pronounced 
reflections of Nb2O5 are observed in X-ray 
diffraction patterns; in this case, no reflections of 
Nb are observed. After annealing at 700 °C, a small 
amount of NbAl3 is present in the reaction product. 
After annealing at 800 °C, no reflections of NbAl3 

were found in X-ray diffraction patterns. It should 
be noted that, upon annealing at 700 °C, oxidation 
is accompanied by the formation of aluminum 
niobates (Al2O3 · Nb2O5), the composition of which 
becomes more complex (Al2O3 · 11Nb2O5 and Al2O3 

· 9Nb2O5) upon heating above 800 °C. After 
annealing at 1200 °C, the increase in the weight of 
sample I is equal to 20 % (relative to the initial 
weight).  

Isothermal oxidation of sample II (with a 
particle size of less than 100 μm) was performed at 
1050 °C. Figure 2 shows X-ray diffraction patterns 
of the reaction products formed. It is seen that, after 
200-min holding, α-Al2O3 and Al2O3 · Nb2O5 are 
formed. In this case, the increase in the weight is 
33.6 % (relative to the initial weight). The initial 
phases NbAl3 and Al are found even after 500-min 
holding at 1050 °C; however, their contents 
decrease substantially, and the increase in the 
sample weigh reaches 40.3 %.  

The results show that, upon holding in air at 
1050–1100 °C for 240–500 min, the milled Nb–Al 
sublimates are incompletely oxidized, which is 
likely due to the presence of the NbAl3 intermetallic 
compound (which is known to be a heat-resistant 
compound). Its content increases with the Al 
content in the sublimates. 

To determine the oxidation rate of a sublimate 
containing 99.74 % Nb and 0.25 % Al, we used a 
cubic sample with a surface area of 1.12 cm2. 
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Upon continuous heating, oxidation of the 
sample begins at 328 °C (Fig. 2) and then takes 
place at an ever-accelerating rate that reaches ~600 
g/(m2h) at 650–700 °C. This value is higher than 
that (450 g/(m2h)) reported in [2] for dense pure 
niobium subjected to oxidation at 800 °C. It is 
likely that the sample studied in this work is 
characterized by a higher porosity and, therefore, 
has a higher reaction surface. The DTA curve of the 
sample is characterized by an additional exothermal 
effect with a maximum corresponding to 550 °C. 

 

  
Figure 2: Oxidation polytherms of sublimates 

containing 99.7 % Nb and 0.25 % Al at a heating 
rate of 10 K/min. 

 

 
Figure 3: Temperature dependences of the oxidation 
rate of sample II of the Nb–Al sublimates at . = (1) 

0.1, (2) 0.2; (3) 0.3, and (4) 0.4. 
 

This effect is likely to be related to 
crystallization of the amorphous Nb2O5 oxide. 

Oxidation of pure niobium is known to begin at 
~200 °C with the formation of a dense oxide film. 

Upon heating above 200 °C, oxygen is dissolved in 
niobium to form metal-like oxides NbOx and NbOz. 
Upon heating above 600 °C, a phase transformation 
of Nb2O5 takes place, which leads to the formation 
of a porous oxide accelerating the oxidation. On the 
whole, the oxidation process can be represented by 
the stages [2]  

 
Nb–(Nb–O)sol.sol–NbOx–NbO2–α-Nb2O5–γ-Nb2O5. 
 
 The α → γ phase transformation of Nb2O5 occurs at 
800–850 or 640–800 °C [2]. The presence of Al (5–
15 at %) in Nb–Al alloys leads to a decrease in the 
oxidation rate due to the formation of a dense 
protective oxide film.  

The parameters of the oxidation process of the 
Nb.Al sublimates (Sample II) were calculated using 
the anisothermal kinetics method [3, 4] and the 
equation [10]  

dα/dτ = Κ0 (1-α)n  exp(-E/(RT)), 
where K0 is the frequency factor, E is the 
temperature coefficient, R is the universal gas 
constant, and n is the reaction order. Taking into 
account that, upon continuous heating, v = dT/dτ, 
we determined the oxidation rates dα/dτ at various 
temperatures for fixed values of α using the 
experimental α(T) dependences (see Fig. 1). Then, 
using the equation  

ln(dα/dτ) = -(E/R) (1/T) + const 
we determined the temperature coefficient E. The 
dependences ln(dα/dτ) versus T–1

 calculated for the 
various values of α (0.1–0.4) (Fig. 3) and the 
dependences dα/dτ versus α  show that the 
oxidation is a multistage process. This is also 
confirmed by the kinetic parameters of oxidation 
(Table 2) calculated in the temperature range 
studied. It was found that the reaction order is n ≈ 1. 
The temperature coefficient of oxidation (176.3 
kJ/mol) is likely to determine the formation of a 
protective niobium-oxide film that hinders the 
diffusion of components to the reaction surface. 
Above 700 °C, the value of E decreases to 119.6 
kJ/mol. This can be indicative of disordering and 
formation of a porous oxide. Above 900 °C, E 
increases abruptly to 358 kJ/mol. In this stage, the 
oxidation is likely to be retarded because of 
sintering [2] and the formation of an aluminum 
oxide with high adhesion to the alloy. 
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Table 1: Data on the isothermal oxidation of Nb–Al sublimates (sample I) during annealing in air. 
№ Т, оС τ, min ∆G, % Phase composition of the reaction products 
1 400 300 8,0 NbAl3, Nb2O5, Nb  

2 600 300 15,0 Nb2O5, NbAl3 

3 700 420 17.0 Nb2O5, NbAl3, Al2O3
.Nb2O5 

4 800 240 17,6 Al2O3 ·Nb2O5, Al2O3·11Nb2O5, Nb2O5 

5 1000 180 17,6 Al2O3·.9Nb2O5, Al2O3·.11Nb2O5, Al2O3·.Nb2O5 

6 1100 240 19,0 Al2O3  9Nb2O5, Al2O3
.11Nb2O5, Al2O3

.Nb2O5 

7 1200 90 20,0 Al2O3·9Nb2O5, Al2O3
.11Nb2O5, Al2O3

.Nb2O5 

 
 

Table 2: Kinetic parameters of the oxidation of Nb–Al sublimates (sample II). 
α = 0,1 α = 0,2 α = 0,3 α = 0,4 v, K/s 

 dα/dτ·103, s-1 T,K dα/dτ·103, s-1 T,K dα/dτ·103, s-1 T, K dα/dτ·103, s-1 T, K 
0,0402 0,037 844 0,049 933 0,366 1025 0,034 1159

0,0833 0,073 865 0,095 959 0,059 1064 0,096 1207

0,1609 0,136 865 0,171 964 0,084 1090 0,227 1230

0,2639 0,229 906 0,216 1015 0,198 1168 0,547 1249

E, kJ/mol 176,3 135,5 119,6 358,0 

Ko 5,0.106 3,5.103 64,5 7,0.1011 

 
 
4   Conclusions 
 

The oxidation of Nb–Al sublimates formed 
upon electron-beam remelting of niobium was 
studied upon heating to 1000–1430°C in air. The 
reaction product was found to consist 
predominantly of niobium and aluminum oxides 
and aluminum niobates of variable composition 
(Al2O3 · mNb2O5). It was shown that Al-rich 
sublimates exhibit high oxidation resistance and that 
the NbAl3 compound formed in the sublimates has 
the highest heat resistance. 
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Abstract 
 

The purpose of this research was to describe the thermal transport properties in closed-cell cellular metals. 
Influence of cell size variations with different pore gases has been investigated with transient computational 
simulations. Heat conduction through the base material and gas in pores (cavities) was considered, while the 
convection and radiation were neglected in the initial stage of this research. First, parametric analysis for defining 
the proper mesh density and time step were carried out. Then, two-dimensional computational models of the cellular 
structure, consisting of the base material and the pore gas, have been solved using ANSYS CFX software within the 
framework of finite volume elements. The results have confirmed the expectations that the majority of heat is being 
transferred through the metallic base material with almost negligible heat conduction through the gas in pores. The 
heat conduction in closed-cell cellular metals is therefore extremely depended on the relative density but almost 
insensitive regarding to the gas inside the pore, unless the relative density is very low. 

 
Keywords: Heat transfer; Cellular metals; Closed-cell; Computational simulations 

 

 
1 Introduction 
 
Foams and other porous materials with a cellular 
structure have an attractive combination of 
mechanical, thermal and acoustic properties like 
high stiffness with regard to low specific weight 
or high gas permeability combined with high 
thermal diffusivity [1]. 
Cellular materials (Figure 1) comprise of a wide 
range of different arrangements and forms, usually 
with open or closed cells. The most important 
structural parameters of cellular materials are the 
morphology (open or closed cells), topology, cell 
size and the relative density or volume fraction 
(the macroscopic density divided by the density of 
the base material; ρ*/ρs). The advantages of 
cellular materials are low density (light-weight 
structures), high acoustic isolation and damping, 
heat exchange, high impact/blast energy 
absorption, electromagnetic wave shielding, 
recyclability etc. The cellular metals (usually 
referred to as metallic foams) have some further 
advantages like higher strength and heat 
permeability [2]. Usually they are made of 
aluminium alloys or polymer materials, with 

regular or random cell arrangement. Metallic 
foams have the potential for application in 
automotive, rail, naval and aerospace industry as 
heat exchangers, filters, bearings, acoustic 
dampers, bio-medical implants and elements for 
energy absorption. 
 

 
Figure 1: Closed-cell cellular structure [3]. 

 
In this paper the heat transfer through a regular 
closed-cell cellular metal is described. The 
influence of relative density and pore gases on the 
heat conduction has been analysed using the 
ANSYS CFX code within the framework of finite 
volume elements. 
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2 Heat transfer in cellular materials 
 
Foams with a low relative density have very low 
conductivity and are therefore widely used for 
thermal insulation. There are several parameters 
that influence the heat flow through the foams: 
base material, cell size and enclosed gas (only at 
foams with low relative densities). The coefficient 
of thermal expansion of cellular material is usually 
approximately the same as that of the base 
material. However, their elastic modulus (E* = Es 
(ρ*/ρs)2) is much smaller and consequently the 
thermal stress generated by thermal load in 
cellular metals is much lower, which results in 
good thermal-shock resistance (i.e. ceramic 
foams) [1]. 
Several research projects have been initiated in 
order to develop a comparable analytical model 
for heat transfer through cellular materials and 
also its topology optimisation for optimal design 
to increase the heat dissipation efficiency [4]. 
In the base material, there are two material 
properties that define its heat conduction: thermal 
conductivity (λ) and thermal diffusivity (a). The 
thermal conductivity is described by Fourier’s 
law, where the heat flux q which is induced due to 
temperature gradient ∇T is 
 
 q λ= − ∇Τ , (1) 
 
which accounts for infinite speed of heat 
propagation. When describing unsteady-state 
conduction, the difference in heat entering and 
leaving a small element, results in temperature 
change with time ([1], [5], [6]). Temperature 
variation in space and time, accounting for heat 
conduction and heat accumulation, can be 
described by the following heat conservation 
equation:  
 

 ρ λ
τ

⎛ ⎞= ⎜ ⎟
⎝ ⎠

p
dT d dTc
d dx dx

. (2) 

 
The product of the density (ρ) and the specific 
heat (cp) defines the thermal capacity per unit 
volume of the material. If the density, specific 
heat and thermal conductivity are geometrically 
independent (the values are constant over x), the 
equation (2) reduces to the following unsteady 
state conduction equation: 
 

 
2

2τ
=

dT d Ta
d dx

, (3) 

where a is the thermal diffusivity coefficient of 
the material: 
 

 
p

a
c
λ
ρ

= . (4) 

 
The specific heat of a cellular material can be 
approximated as the sum of each phase multiplied 
by its volume fraction.  
The following four parameters mainly contribute 
to thermal conduction of cellular materials: 
• conduction through the base material (λs

*); 
• conduction through the gas (λg

*); 
• convection within the pores (λc

*); 
• radiation through the pore walls and the cell 

voids (λr
*). 

These parameters can be summarised as the 
conduction coefficient of the whole cellular 
structure: 
 
 * * * *

s g c rλ λ λ λ λ∗ = + + + . (5) 
 
The contribution of the λs

* is the product of the 
conductivity of the full dense solid λs and the 
volume fraction of the cellular material, 
additionally multiplied by a pore shape factor [1]. 
The λg

* is the product of the gas conductivity 
multiplied by the gas volume fraction. 
 
The convection is important only when the 
Grashof number (which describes the ratio of the 
buoyant force driving convection to the viscous 
force opposing it) is greater than 1000. Regarding 
to the definition of Grashof number one can define 
the minimal pore (cavity) size for which the 
convection can be neglected [1]. 
Mills and Gilchrist described the heat transfer in 
closed cell foams [7]. They found out that there is 
no convection in small pores and that the heat is 
transferred through the still gas only by diffusion. 
According to Gibson and Ashby the convection 
can not be neglected, if the size of a pore filled 
with gas is larger than 10 mm. The cell sizes in 
real foams and cellular metals are usually much 
smaller than 10 mm (Alporas - 4 mm, Alulight - 5 
mm and Cymat - 8 mm; [8]), therefore the 
convection might be completely neglected [1]. 
 
The radiation heat transfer is defined through 
Stefan’s and Beer’s law. However, this form of 
heat transfer is also neglected in the presented 
initial analysis.  
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Heat transfer through the cellular material 
increases with larger cell sizes, partly because 
radiation is reflected less often in foams with large 
cells and partly because, in cells larger than 
approximately 10 mm in diameter, cell convection 
starts to contribute. 
It is also known that age of the foams can affect its 
thermal properties. With time, the pore gas 
diffuses out of the pore while air diffuses in, 
resulting in increased thermal diffusivity of the 
foam [1]. 
There should be an optimum foam or cellular 
material density for any given insulation problem. 
It depends on the temperature difference across 
the insulation and on its thickness. The existence 
of an optimum can be seen by noting that 
relatively dense foams conduct well because of the 
large volume fraction of solid it contain, while the 
ones with extremely low density allow radiation to 
pass through it easily. The optimum lies 
somewhere in between (i.e. for polymer foams it 
is usually in the range ρ*/ρs  = 0.01 – 0.1) [1]. 
In [9], numerical simulations show that the 
relative conduction appears to be almost 
independent of the specific shape or topology of 
the pores (inclusions) and that the morphology has 
only a minor effect on the thermal diffusivity. In 
this paper the effect of the cell size and type of gas 
inside the pore on a cellular structure heat 
conductivity has been analysed.  
 
3 Numerical model 
 
The numerical approach is in many cases 
restricted to consideration of few cell units or even 
only a single cell unit with specific boundary 
conditions [10]. In this paper an infinite cellular 
two-dimensional wall is modelled with 7 regular 
cells through the thickness (Figure 2). The base 
material of the cellular structure is aluminium and 
its material properties are listed in Table 1. The 
influence of the cell size variations (Table 2) with 

different pore gases (Table 3) has been 
investigated with transient computational 
simulations. In Table 2 the relative densities are 
shown for the two-dimensional (circular pores) 
and three-dimensional (spherical pores) cellular 
structure. 
 

Table 1: Aluminium properties. 
ρ 

[kg/m3]
c 

[J/kgK]
λ 

[W/mK] 
α 

[K-1] 
a 

[m2/s] 
2700 896 229 238 10-5 9.47 10-5

 
Table 2: Cell geometry. 

s 
[mm] 

r 
[mm] 

ρrp 
[%] 

ρrv 
[%] 

1.806 0 100 100 
1.806 0.52 74 90 
1.806 0.75 46 70 
1.806 0.89 24 50 

 
In Table 3 the most commonly used injection 
gases are listed. For the heat transfer the most 
important parameter is heat diffusivity (a). 
According to that only air and CO2 have been used 
in simulations, because the diffusivity of O2 and 
Ar are almost equal to that of air.  
 

Table 3: Pore gases properties. 

Gas ρ 
[kg/m3] 

cp 
[J/kgK] 

λ 
[W/mK] 

a 
[m2/s] 

Air 1.2928 1003 0.02428 1.87 10-5 

O2 1.4290 931 0.0266 1.99 10-5 
Ar 1.7834 523 0.018 1.93 10-5 
CO2 1.9768 820 0.014 0.86 10-5 

 
A constant temperature of 700 K was prescribed at 
the edge 4 (Figure 2). Boundary conditions for the 
edge 1, edge 3 and in transversal direction were 
set as symmetric (dT/dn = 0). The edge 2 was 
specified as insulated (q = 0). The initial 
temperature of the whole model was set to 293 K.  

r 

symmetry boundary conditions 

Ts  

  base material  

gas 

symmetry boundary conditions 
l = 7 s 

Figure 2: Cellular structure geometry. 

edge 1    
edge 2    

Point 1    edge 3    edge 4    
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For the time dependent thermal analysis the CFX 
program version 5.7.1 has been used. The program 
itself is based on the finite volume method and it 
uses an efficient coupled algebraic multigrid 
solver to solve transport equations [11]. 
The effects of fluid motion have been neglected 
and solid and fluid materials were both modelled 
as Solid Domain. Within Solid Domains, the 
conservation of energy equation is simplified 
since there is no flow inside a solid, thus 
conduction is the only mode of heat transfer. The 
heat conduction through the solid has the 
following transport equation  
 

 Ep STTc
t

+∇⋅∇=
∂
∂ )()( λρ . (6) 

 
where SE is volume source of thermal energy. 
This equation is integrated over a control volume, 
and Gauss’ divergence theorem is applied to 
convert some volume integrals to surface 
integrals. For control volumes that do not deform 
in time, the time derivatives can be moved outside 
of the volume integrals and the equation becomes 
 

 ∫∫∫ +
∂

∂
=

∂
∂

V
E

S
j

j

p

V
p dVSdn

x
Tc

dVTc
t

λρ )( , (7) 

 
where V and S respectively denote volume and 
surface regions of integration, and dnj are the 
differential Cartesian components of the outward 
normal surface vector. The surface integrals are 
the integrations of the fluxes, whereas the volume 
integrals represent source or accumulation terms. 
The time dependent term (left hand side of        
Eq. (7)) has been discretised with a second order 
backward Euler scheme, which approximates the 
transient term as  
 

 )
2
12

2
3()( 000 φφφρρφ +−

∆
=

∂
∂
∫ t

VdV
t V

, (8) 

 
where φo and φoo represent two previous 
subsequent time step solution fields. This scheme 
is also robust, implicit, conservative in time, and 
does not create a time step limitation. It is also 
second-order accurate in time, but is not bounded 
and may hence create some nonphysical 
overshoots or undershoots in the solution. 
 

For the space discretisation the hexahedral (8 
node) elements with tri-linear function variation 
have been used. Diffusive fluxes (first term in 
right hand side of Eq. (7)) are calculated with 
derivatives of interpolation functions. 
 
To define a proper mesh size and time step initial 
parametric analysis has been carried out, 
considering only one representative volume 
element (one cell). Tables 4 and 5 show the 
comparison of time consumption and relative error 
of the densest mesh and smallest time step versus 
all other models.  
 

Table 4: Comparison of CPU time [min] for 
different time steps and mesh densities. 

mesh density – number of elements time 
step 
[s] 560 1120 2240 4480 
10-2 0.7 0.8 1.9 6.9 
10-3 7.5 9.2 23.7 61.3 
10-4 76.7 90.0 249.5 602.6 

 
Table 5: Relative error for different time steps and 

mesh densities. 

mesh density – number of elements time 
step 
[s] 560 1120 2240 4480 
10-2 32.9% 4.7% 4.6% 4.6% 
10-3 26.4% 0.1% 0.1% 0.1% 
10-4 4.7% 0.0 0.0% 0.0% 

 
In Figure 3 the temperature profile at time 0.01 s 
is shown together with results deviation due to 
coarse mesh and large time steps.  
 

 
Figure 3: Temperature profile at the time 0.01s. 

 
From these results it can be seen that 1120 
elements per cell and a time step of 10-3 s provide 
very accurate results in an acceptable 
computational time. Consequently, the whole 
cellular structure model was modelled with 7840 
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elements. The time dependent analyses run 
approximately 14 hours on a PC with Intel 
Pentium IV 3200 MHz processor and 1 GB RAM. 
 
4 Results of computational simulations 
 
The results of the computational simulations are 
shown in Figures 4 to 7. Figure 4 illustrates the 
temperature filed in the first three cells at different 
times. One can observe the difference of heat 
conduction in the base material and gas. 
 

 

 
Figure 4: Temperature field for different times. 

 
Figure 5 presents the temperature profile of the 
cellular material with a relative density 0.46 and 
air inside the pores for first 4 s.  
 

 
Figure 5: Temperature profile of cellular material 
(ρrp = 0.46, pore filled with air) at different times. 

 

The temperature profile of cellular structures with 
different relative densities shows strong influence 
on heat transfer through the material (Figure 6).  
 

 
Figure 6: Temperature profile for cellular material 

with different relative densities. 
 
By decreasing the relative density the heat transfer 
is also decreased. With a much lower relative 
density of the cellular material, a much stronger 
influence of the gas could be observed. However a 
different cell geometry must be used to achieve 
that. 
 
Figure 7 illustrates the temperature changes at 
Point 1 (Figure 2) for different relative densities. 
 

 
Figure 7: Temperature measured at Point 1 

(Figure 2). 
 
According to these results a strong dependence of 
heat transfer on relative density was confirmed. 
However the results have also shown that there is 
a very low influence of gas inside the pore. In 
Table 6 the temperatures on the outer edge 2 
(Figure 2) at time 4 s are listed. It is obvious that 
for described relative densities the heat conduction 

t = 0.001 s

t = 0.002 s

t = 0.005 s

t = 0.01 s 

t = 0.1 s 

t = 1 s 
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through the gas might be neglected. The reason for 
this is a very high thermal diffusivity of the 
metallic base material in relation to the gas 
conductivity properties. 
The influence of the gas thermal diffusivity 
increases in cellular materials with a lower relative 
density or lover thermal diffusivity of the base 
material (i.e. polymer, ceramics). 
 
Table 6: Temperature on outer edge 2 (Figure 1) at 

time 4 s. 
Gas in pore Relative 

density 
Temperature 

[K] 
0.24 590.9 
0.46 687.3 Air 
0.74 695.5 
0.24 590.7 
0.46 687.3 CO2 

0.74 695.5 
0.24 587.5 Void (λ=0) 0.46 687.2 

Solid aluminium 1.00 698.7 
 
The results have confirmed that heat conduction in 
closed-cell cellular metals is strongly depended on 
the relative density but almost insensitive 
regarding the gas inside the pore, unless the 
relative density is very low. 
Closed-cell cellular structures have lower thermal 
diffusivity than fully dense base metal. Therefore 
the closed-cell cellular structures can be 
potentially used to provide a certain degree of fire 
protection.  
 
5 Conclusions 
 
A parametric computational study of heat 
conduction in closed-cell cellular metal has been 
presented. First, the basic parameters of the 
computational model have been determined (mesh 
density, time step), then transient two-dimensional 
computational analyses of a chosen cellular 
structure were performed accounting for different 
relative densities and pore gases. 
The results have shown very strong dependence of 
the relative density on the cellular material 
thermal diffusivity. However, the influence of 
different pore gases is almost negligible, since 
most of the heat is being transferred through the 
base material that has a very high thermal 
diffusivity. The influence of the gas inside the 
pores would increase with decreasing the relative 
density. 

In further computational simulations, three-
dimensional models accounting for the radiation 
and temperature dependent heat conductivity will 
be considered. It is envisaged that based on these 
results a homogenised macroscopic model will be 
developed, fully describing the thermal effects of 
filled cellular materials. 
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Abstract 
 

The influence of Cu, Au and In on the diffusion of Ag in CdTe was investigated using the radiotracer 111Ag. 
After evaporating a Cu layer on the 111Ag implanted side of a CdTe single crystal and subsequent annealing at 550 K 
for 30 min most of the radioactive 111Ag atoms was detected in a thin layer of only a few μm at the back of a 
500 μm thick crystal. This behaviour is drastically different from the Ag diffusion without an evaporated Cu layer. 
The qualitatively identical effect is observed if a Au layer is used instead of a Cu-layer. But, the effect of pushing 
the Ag atoms to the back of the crystal takes place on a significantly longer time scale. In contrast, diffusing the Ag 
atoms into In doped CdTe results in a penetration of the Ag profile that is strongly retarded as compared to the 
diffusion of Ag into undoped CdTe.  
 
Keywords: Diffusion; CdTe; Codiffusion; Group I element 

 

 
1 Introduction 
 

The group Ib elements Cu, Ag, and Au are 
important impurities in II-VI compound 
semiconductors since they represent potential 
acceptors. Besides the acceptor like incorporation 
on substitutional lattice sites, group Ib elements 
are reported to occupy interstitial lattice sites and 
to act as donor impurities. For Ag atoms a high 
diffusivity already at relatively low temperatures 
is reported [1,2,3]. The fact that the distribution of 
Ag and Cu in CdTe can be manipulated by 
varying the partial pressure of Cd or Te during 
diffusion and thereby changing the stoichiometry 
of the sample was shown in earlier work [4,5,6]. 
In this report, it will be shown that the diffusion of 
Ag is strongly influenced by the presence of an 
additional group I element, like Cu or Au, and the 
group III element In.  
 
2 Experimental details 
 

The diffusion of Ag was studied using the 
radiotracer 111Ag which was implanted into CdTe 
single crystals. For these experiments, circularly 

shaped crystals of 6 mm diameter and a thickness 
of about either 0.5 mm or 0.8 mm were used. The 
crystals were received polished on both sides from 
the supplier and were etched in bromine methanol 
solution before implantation. The implantations 
were performed with energy of 60 keV at the 
ISOLDE isotope separator (CERN, Geneva) or 
with 80 keV at the mass separator of the 
university of Bonn. Under these conditions the 
Gaussian like Ag profile is located at a depth of 
about 30 nm. For the codiffusion experiments, a 
layer of Cu or Au was evaporated onto the 
implanted side of the crystal. For diffusion 
annealing, performed at temperatures between 
550 K and 800 K for different times, the crystal 
was enclosed in an evacuated quartz ampoule. In 
order to provide a partial pressure of Cd, few mg 
of Cd metal were added into the quartz ampoule. 
The concentration profile of 111Ag was determined 
by mechanical polishing of the crystal and 
measuring of the γ-activity of the abraded layer 
using a Ge well-detector. The thickness of the 
abraded layer was determined by weighing of the 
polished crystal.  
 

799



 
Int. Conf. DSL-2005, Portugal 

3 Results 
 
Ag Diffusion under Cd pressure 

The diffusion of Ag into CdTe under Cd or Te 
pressure was investigated in earlier work [4,5,6]. 
It was observed that the diffusion of 111Ag under 
Cd pressure at 800 K for 60 min into an 800 μm 
thick crystal leads to a symmetrical, peak shaped 
concentration profile at the centre of the crystal 
followed by depletion layers of about 300 μm 
towards both surfaces (Fig. 1). The experimental 
data are well described in the framework of a 
model based on reactions of the dopant atom Ag 
with intrinsic defects of the Cd sublattice, i.e. Cd 
interstitials (Cdi) and Cd vacancies (VCd). The 
solid line in Fig. 1 shows a simulation of the 
corresponding Ag profile based on this defect 
reaction model. In addition, the corresponding 
distribution of the intrinsic defects represented by 
the ratio of the concentrations [Cdi]/[VCd] is 
plotted (dashed line). The CdTe crystals as 
delivered are expected to be Te rich. Thus, the Cd 
pressure applied changes the distribution of the 
intrinsic defects due to chemical self diffusion 
what is reflected by the increased ratio [Cdi]/[VCd] 
towards both surfaces of the sample. Obviously, 
the 111Ag profile essentially reflects the actual 
distribution of the intrinsic defects.  
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Figure 1: Ag profile in CdTe after diffusion at 
800 K for 60 min under Cd pressure. The solid 
line shows a simulation of the Ag profile and the 
dashed line the corresponding ratio of intrinsic 
defects [Cdi]/[VCd]. 
 
Codiffusion of Cu. 

Diffusing Ag into CdTe at 570 K for 30 min 
under vacuum leads to a monotonously decreasing 
concentration profile appears and the penetration 
depth reaches less than 100 μm (open circles in 

Fig. 2). Whereas such a profile is expected in case 
of a common diffusion process, the shape of the 
profile drastically changes if a Cu layers was 
evaporated onto the implanted side of the crystal 
before diffusion [6]. After diffusion at 550 K for 
30 min under vacuum, the Ag atoms are nearly 
completely pushed into a thin layer of only few 
μm at the back of the crystal, while in the interior 
of the sample the Ag concentration significantly 
dropped below 1012 cm-3 (closed circles in Fig. 2).  
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Figure 2: Ag profiles after a) diffusion at 570 K 
for 30 min and b) 550 K for 30 min obtained upon 
codiffusion of Cu. The solid line shows the 
calculated diffusion profile according to Jones et 
al. [7].  
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Figure 3: Ag profile after diffusion at 550 K for 30 
min in Cu doped CdTe. 
 
The influence of Cu on the diffusion of Ag in 
CdTe was also investigated in a sample previously 
doped with Cu. For this purpose, a Cu layer of 
30 nm thickness was evaporated onto one side of a 
CdTe crystal and subsequently heated at 800 K for 
2 h under vacuum. After this pre-treatment 111Ag 
atoms were implanted into the crystal. The Ag 
profile obtained after diffusion at 550 K for 
30 min is shown in Fig. 3. Now, a homogeneous 
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CdTe 
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Ag profile at a concentration of about 3·1212 cm-3 
is present and the excess Ag is segregated at the 
surfaces of the crystal. Both experiments in figs. 2 
and 3 illustrate that the presence of Cu drastically 
enhance the diffusion and affects the solubility of 
Ag in CdTe. 
 
Codiffusion of Au. 

Beside the codiffusion of Ag and Cu also the 
codiffusion of Ag and Au was investigated. In this 
case, a 30 nm Au layer was evaporated onto the 
111Ag implanted side of a CdTe crystal. The 111Ag 
profiles obtained after diffusion at 550 K for 
30 min and 120 min are shown in Fig 4. In 
contrast to the codiffusion experiment with Cu 
(closed circles in Fig. 2), now the Ag atoms are 
not completely pushed to the backside of the 
crystal but a depletion layer emerges from the Au 
evaporated side of the crystal. This depletion layer 
increases with diffusion time extending about 
200 μm after 30 min and about 400 μm after 
120 min. In case of 30 min diffusion time, the 
decrease of the Ag profile at depths larger than 
200 μm reflects the diffusion range of Ag under 
these conditions and does not correspond to a 
depletion layer as observed at smaller depth at the 
front side of the sample.  
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Figure 4: Ag profiles after diffusion at 550 K 
obtained upon codiffusion of Au for different 
diffusion times. 
 
Ag diffusion in CdTe:In 

Diffusing Ag into a CdTe crystal 
homogeneously doped with In donors results in 
drastically different diffusion profiles as it is 
shown in Fig. 5. Inspecting the Ag-profiles 
obtained after diffusion at 800 K for 240 min 
under vacuum (open circles) and under Cd 

pressure (closed circles) it is evident that the 
diffusion of Ag is significantly retarded in the In 
doped material. In particular, the penetration depth 
of Ag under Cd pressure is only about 300 μm 
and, therefore, significantly smaller compared to 
the undoped material shown in fig. 1. In contrast 
to undoped CdTe also the influence of the external 
vapour pressure seems to be weak since only a 
weak depletion layer emerged (closed circles).  
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Figure 5: Ag profile after diffusion at 800 K for 
240 min in In doped CdTe under vacuum (open 
circles) and Cd pressure (closed circles). The 
profiles are normalized to the respective 
maximum concentration. 
 
4 Discussion 
 

The unusual shape of the Ag profiles, as 
observed e.g. after diffusion at 800 K for 60 min 
under Cd pressure (see Fig. 1), has been discussed 
in earlier publications [4,5] and is well understood 
in terms of the interaction of Ag dopant atoms 
with intrinsic defects of the Cd sublattice:  
 

Cd i iAg +Cd Ag  (1a) 

i Cd CdAg +V Ag  (1b) 

i Cd CdCd +V Cd  (1c) 
 
Assuming local thermal equilibrium, these 
reactions lead to a relation that connects the 
concentrations of the extrinsic and the intrinsic 
defects: 
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Here, kAg is a temperature dependent equilibrium 
constant which determines the fraction of 
substitutionally incorporated Ag atoms. In 
addition, the model makes the following 
assumptions: (i) Ag diffuses exclusively 
interstitially. (ii) The diffusion coefficient D(Agi) 
of the Agi defects is larger than the diffusion 
coefficient D(Cdi) of Cdi defects. (iii) The 
diffusion coefficient D(VCd) of Cd vacancies is 
much smaller than D(Cdi). For describing the 
profile shown in Fig. 1 it is required that the 
deviation from stoichiometry ΔC = [Cdi] - [VCd] 
during the diffusion process varies over a 
sufficiently large range from negative (Te-rich 
material) to positive (Cd-rich material) values. 
The dashed line in Fig. 1 shows the ratio 
[Cdi]/[VCd], which is a measure of the deviation 
from stoichiometry since the product [Cdi]·[VCd] is 
a constant depending only on temperature. 
According to Eq. (2) the concentration of AgCd 
atoms decreases in favour of Agi atoms if the Cdi 
concentration is increased. Thus, the depletion 
layers in the Ag profile of Fig. 1 correspond to 
regions with an increased ratio [Cdi]/[VCd], caused 
by Cdi atoms that are created by the Cd partial 
pressure according to reaction 1c. Most of the Ag 
atoms in this layer are incorporated at interstitial 
lattice sites, diffuse rapidly as Agi atoms into the 
VCd-rich center of the sample and are incorporated 
on Cd lattice sites according to reaction 1b. 
Consequently, the Ag distribution is determined 
by the concentration of the AgCd atoms and 
directly reflects the stoichiometry of the sample 
after the corresponding diffusion process. 
The Ag profile obtained after codiffusion of Cu at 
550 K for 30 min (Fig. 2b) shows that the Ag 
atoms were pushed to the back of the crystal. 
Obviously the Ag diffusion is strongly enhanced 
upon codiffusion of Cu compared to Ag diffusion 
without codoping (Fig. 2a). By comparing the Ag 
profile, obtained after codiffusion of Cu, with the 
Cu profile as expected on the basis of the fast 
diffusing component reported in ref. [7] it turns 
out that the Ag profile exhibits an inverted 
behaviour as compared to the Cu profile (solid 
line in Fig. 2). It is suggested that there exists a 
seemingly repulsive interaction between Ag and 
Cu atoms in CdTe. In order to describe the 
codiffusion of Ag and Cu the following defect 
reactions have to be added to reactions 1a-1c: 
 

Cd i iCu +Cd Cu  (3a) 

i Cd CdCu +V Cu  (3b) 

i Cd Cd iCu +Ag Cu +Ag  (3c) 
 
The first two reactions describe the interaction of 
Cu atoms with the intrinsic defects of the Cd 
sublattice and are equivalent to the reactions (1a) 
and (1b); reaction (3c) describes the mutual 
interaction between Ag and Cu atoms. The 
corresponding local equilibrium conditions yield 
 

[ ]
[ ]

[ ]
[ ]

[ ]
[ ]

i i i
Ag Cu

Cd Cd Cd

Cd Ag Cu
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V Ag Cu
⋅ ⋅  (4) 

 
where kCu is, like kAg, a temperature dependent 
equilibrium constant. Assuming that Cu like Ag 
diffuses exclusively interstitially, according to 
Eq. 4 the codiffusion of Cui atoms leads to a 
change of the distribution of intrinsic defects and 
thereby to a decrease of the concentration of AgCd 
atoms in favour of Agi atoms. As a consequence, 
the highly mobile Agi defects will diffuse into 
regions with higher VCd concentrations, i.e. 
towards the back of the crystal where the Cu 
concentration is still low, and, according to 
reaction 1b, they will be incorporated as immobile 
substitutional AgCd defects.  
The data obtained after Ag diffusion into a CdTe 
crystal pre-doped with Cu show that in this case 
Ag is incorporated only at a low concentration 
level and the excess of Ag atoms segregates at the 
surfaces (Fig. 3). Since the pre-doping was 
performed using a 30 nm Cu layer followed by 
annealing at 800 K for 120 min a homogeneous 
Cu concentration of about 4*1018 cm-3 is 
estimated, which was also verified by an 
independent diffusion measurement using 67Cu. 
According to reaction (3b), in this pre-doped 
crystal a low VCd concentration is expected to be 
present if Cu diffuses interstitially into CdTe and, 
therefore, only a small part of the in-diffusing Ag 
atoms can be incorporated on substitutional lattice 
sites. The segregation of Ag atoms at the surfaces 
becomes understandable if the surface of CdTe 
acts as a drain for the highly mobile interstitial Agi 
atoms. At present, however, no decision can be 
made, whether the excess Ag at the surface resides 
as metal precipitates or has formed a new phase 
like e.g. Ag2Te.  
The codiffusion of Au shows a depletion layer of 
the Ag profile, which increases from 200 μm to 
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400 μm if the diffusion time is increased from 
30 min to 120 min (Fig. 4). Obviously there is an 
apparent repulsive interaction present between Ag 
and Au atoms, too. But the interaction is 
significantly weaker than in case of Cu. The width 
of the depletion layer seems to follow a 

t -dependence, suggesting that it is correlated 
with the diffusion length of Au. Assuming that the 
width Δx of the depletion layer agrees with the 
diffusion length of Au, i.e. 
 

x = D(Au) tΔ ⋅ , (5) 
 
a diffusion coefficient of D(Au) ≈ 2 10-7 cm2/s for 
Au at 550 K is obtained. However, this value is in 
strong contrast to values available in the literature. 
Interpolating the diffusion coefficient D(Au) from 
Hage-Ali et al. [8], D(Au) ≈ 2.4·10-18 cm2/s is 
obtained and extrapolating the data from 
Teramoto et al. [9] yields D(Au) ≈ 3.2·10-18 cm2/s; 
both values being far off the estimate given above. 
An explanation might be found in the presence of 
a second, fast diffusion component like in case of 
Cu, which was not reported by Hage-Ali and 
Teramoto. Such an assumption might be 
supported by the presence of a fast diffusing 
component reported for Au in Cd0,2Hg0,8Te [10]. 
Diffusing Ag into In doped CdTe a completely 
different behaviour is observed. The Ag profile 
obtained at a diffusion temperature of 800 K for 
240 min under vacuum is shown by the open 
circles in Fig. 5. Performing the same diffusion 
experiment under Cd pressure the range of the Ag 
profile extends by about 50 μm further and a weak 
depletion layer of about 70 μm emerges at the 
surface (closed circles). In contrast, the profile in 
Fig. 1 obtained at the same temperature under Cd 
pressure but for a much shorter time of 60 min in 
an undoped CdTe crystal shows the symmetric 
peak shaped Ag profile accompanied by much 
stronger depletion layers of about 300 μm at both 
surfaces. Obviously the diffusion of Ag is strongly 
retarded in In doped CdTe compared to undoped 
material. A similar observation was made by 
Lyubomirksky et al., who have investigated the 
diffusion of Ag in In doped CdTe at 473 K [11]. 
In this experiment the penetration of Ag reached 
only about 25 μm after 8 h diffusion time. An 
explanation might be found in terms of self 
compensation, i.e. the compensation of the InCd 
donors by VCd defects acting as double acceptors. 

In case of full compensation the additional 
concentration of Cd vacancies, which partially 
might be present as A-centres (InCd-VCd paris), 
essentially agrees with half of the In 
concentration, being about 1017 cm-3 in the present 
case. The VCd concentration, including A-centres, 
therefore, might be significantly larger than in the 
investigated undoped crystals where the VCd 
concentration was determined by the initial 
deviation from stoichiometry. Consequently, 
compared to undoped material, from the in-
diffusing Ag atoms a larger fraction might be 
incorporated substitutionally being no longer 
mobile. In addition, Ag atoms that occupy Cd 
vacancies bound in A-centres will form close 
donor acceptor pairs InCd-AgCd, which might be 
still more stable than isolated AgCd defects. As a 
consequence, the equilibrium concentration of 
mobile Agi defects is reduced in favour of AgCd 
atoms, thereby, retarding the diffusion of the Ag 
atoms. The higher stability of InCd-AgCd pairs 
might also explain the less pronounced depletion 
layer since in this case only a smaller fraction of 
Ag atoms will be moved to interstitial lattice sites 
by the incorporated Cdi defects. 
 
5 Summary 
 

The diffusion of Ag in CdTe is strongly 
influenced by the presence of other impurities. It 
has been shown that the diffusion of Ag is 
strongly enhanced upon codiffusion of Cu or Au. 
At the same time the Ag atoms are driven out of 
regions of high concentrations of Cu or Au atoms. 
The enhanced Ag diffusion is more pronounced in 
case of codiffusion of Cu than of Au. It is 
concluded that this effect is essentially governed 
by the diffusion coefficients of Cu and Au. The 
present data are explained in terms of a 
replacement of substitutionally incorporated Ag 
atoms by Cu or Au atoms. In contrast, Ag 
diffusion is remarkably retarded in In doped 
CdTe. It is proposed that a higher VCd 
concentration exists as compared to undoped 
material due to self compensation of the In 
donors. In addition, a higher stability of Ag atoms 
bound in InCd-AgCd pairs is responsible for this 
retardation effect.  
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Abstract 
 

Structure evolution of Fe60Co10Zr8Mo5Nb2B15 metallic glass under high pressure at room temperature was 
investigated by utilizing synchrotron radiation x-ray diffraction(SR-XRD). The corresponding coordination number 
of the atoms for the metallic glass drops from 12 at ambient pressure to 7.44 at 36.8 GPa. Pressure effects on 
structural evolution of Zr41Ti14Cu12.5Ni10Be22.5 bulk metallic glass (BMG) under high-temperature and high-pressure 
were also studied by in situ SR-XRD. Though the primarily precipitated phase is the same at different pressures, the 
following crystallization sequences are different. In addition, Zr41Ti14Cu12.5Ni10Be22.5 BMGs prepared by water 
quenching and shock-wave quenching were investigated by XRD using synchrotron radiation, differential scanning 
calorimetry, ultrasonic measurements. Differences in structure, property and thermal stability are found between the 
two BMGs. 

 
Keywords: Metallic glass; Pressure effect; Shock wave effect; Structural evolution 

 

 
1 Introduction 
 

Multicomponent metallic glasses, with 
excellent glass forming ability and high thermal 
stability against crystallization, are a kind of 
candidate for many functional and engineering 
applications [1,2]. Unlike polycrystal, their 
structures are characteristics of short-range order 
(SRO) and no remarkable long-range order. The 
structure and property of metallic glasses are 
profoundly altered under high pressure due to a 
large change of atom spacing, chemical bonding, 
and Gibbs free energy. Structural evolution of 
metallic glasses under high pressure is a long 
standing issue for disordered materials [2]. This 
remains a fundamental problem in condensed state 
physics and is strongly related to a better 
understanding of the properties and potential 
applications of metallic glasses.  

It is well known that when a glassy system 
exhibits a negative heat of mixing, the large 
thermodynamic driving force drives the 
constituent elements to spontaneous intermixing. 
Thus, the amorphous structure is degenerated and 
nonunique on the atomic level, containing a 
considerable and continuous variation of its 

microscopic state. Such a microscopic state is 
defined by the atomic SRO. Theoretical studies [3] 
indicated that the SRO in metallic glasses is 
composed of icosahedral configurations whose 
coordination number (CN) is about 12. Recent 
experimental investigation shows that this type of 
icosahedral polyhedra usually exists in binary 
metallic glasses, which can be considered as 
parent alloys from which new metallic glasses 
have been derived [4]. Hence, it is interesting to 
evaluate how the structural evolutions of 
multicomponent metallic glasses behave under 
high pressure.  

Structural evolution research of metallic 
glasses under high pressure and high temperature 
is of theoretical and applicable significance. Also. 
In general, metallic glass transforms into 
equilibrium crystal phases experiencing certain 
metastable phase stages by heating. Routes for 
crystallization of metallic glass under pressure, 
however, may be different because pressure can 
change its atomic configuration and atomic 
mobility in the metallic glass. Lots of results show 
that pressure can restrain crystallization that 
causes increase of the crystallization temperature 
(Tx), because the long-range atomic transport 
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required for crystallization is retarded by pressure. 
It is also reported that pressure can not only affect 
Tx, but also change crystallization sequence [5]. In 
the past, much effort was given to the binary 
metallic glasses (films and ribbons) that possess 
relatively simple crystallization processes under 
pressure. For the recently developed 
multicomponent metallic glasses, the 
crystallization processes are more complex. 
Revealing of the crystallization processes under 
pressure is important for studying the thermal 
stability of the multicomponent glasses [6,7]. 

Structure of metallic glass prepared under 
different melt cooling rates and pressures may 
possibly be different because pressure and/or 
cooling rate can exert influences on nucleation and 
crystal growth both in metallic melt and in 
metallic glasses. Until now, lots of preparation 
methods, such as water-quenching, copper mould 
casting, and melt-spun, et al., have been 
established to prepare metallic glass. The 
differences in these methods are mainly related to 
obtainment of different cooling rates of melt. 
Eckert et al. [8] reported that the SRO of metallic 
glasses is the same irrespective of these 
preparation methods. Recently, pressure 
quenching, especially shock-wave quenching [9] 
was successfully invented to prepare 
Zr41Ti14Cu12.5Ni10Be22.5 bulk metallic glass (BMG). 
In this case, metallic melt, treated by extremely 
high pressure, overheated by extremely high 
temperature, and then undercooled by rapidly 
decompression, is quenched into metallic glass by 
a high cooling rate. Consequently, different SRO 
for shock-wave quenched BMG in comparison 
with those for water-quenched one is excepted to 
be obtained. It is expected that the study of shock-
wave quenching may provide insight into the 
formation mechanism of the BMG and effect of 
shock wave on structure and physical properties of 
the BMG. 

In this paper, we have studied the structure 
evolution of Fe60Co10Zr8Mo5Nb2B15 metallic glass 
under high pressure up to 50 GPa at room 
temperature by utilizing the third generation 
synchrotron radiation x-ray diffraction (SR-XRD) 
combined with the diamond anvil cell technique. 
Structural evolution of Zr41Ti14Cu12.5Ni10Be22.5 
BMG under high temperature and high pressure 
was examined by in situ SR-XRD x-ray. In 
addition, shock-wave quenching was used for 
preparing Zr41Ti14Cu12.5Ni10Be22.5 BMG. Different 
SRO and physical properties between shock-wave 

quenched BMG and water-quenched one are 
presented 
 
2 Experimental procedure 
 

Fe60Co10Zr8Mo5Nb2B15 metallic glassy 
ribbons with thickness of 25 μm were prepared by 
melt spinning in an argon atmosphere. The high 
pressure x-ray diffraction (XRD) experiments were 
performed by using a microcolliminated 
synchrotron radiation source and a diamond anvil 
cell at the Photon Factory, Tsukuba. The XRD 
data were collected from an image plate (IP) [10]. 
For the experiments, an x-ray source of 
monochromatic radiation with a wavelength of 
0.06198 nm was employed. The distance between 
the sample and the IP is about 180 mm. The 
exposed IP can be read automatically via an IP 
reading system (RIGAKU R-AXIS IV). A mixture 
of methanol, ethanol, and water by proportion 
16:4:1 was applied as the pressure-transmitting 
medium. Pressures inside the diamond anvil cell 
were determined using the standard ruby 
fluorescence technique. All measurements were 
performed at room temperature. Further details 
regarding the experimental setup can be found in 
Ref. [11].  

In situ high-temperature and high-pressure 
energy-dispersive XRD patterns (EDXRD) for 
Zr41Ti14Cu12.5Ni10Be22.5 BMG were recorded using 
synchrotron radiation in HASYLAB in Hamburg, 
by a multi-anvil pressure apparatus with 8 mm 
cube pressure cells at the MAX 80 station  [12]. A 
cylindrical boron nitride container with 1 mm in 
the internal diameter was used. Center of the 
container was filled with the sample powder filed 
from Zr41Ti14Cu12.5Ni10Be22.5 BMG, and the lower 
part was filled with NaCl powder for pressure 
calibration. Electric current was sent through a 
graphite heater via two appropriate anvils. The 
temperature was measured by means of 
thermocouple close to the sample with a stability 
of ±1K. Pressure of the sample was calculated 
from the lattice constant of NaCl using the Decker 
equation of state. Each run of the experiment 
consisted of isothermal room-temperature 
compression followed by isobaric heating up to 
889 K in steps of 8 K with a recorded EDXRD 
pattern for every 4 min in order to observe onset 
Tx in the pressure range up to 6.5 GPa. It was 
found that only pure metallic phases in the three 
systems were detected after heat treatment at 
temperatures up to 889 K under pressure. 
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The preparation of Zr41Ti14Cu12.5Ni10Be22.5 
BMG by shock-wave quenching was relatively 
complicate as shown below. Ingots of the alloy 
with a nominal composition of 
Zr41Ti14Cu12.5Ni10Be22.5 were prepared from 
mixture of pure elements (up to 99.9 % wt.) in an 
arc-melting furnace under Ti-gettered Argon 
atmosphere. The prepared ingots were re-melted 
in vacuum-sealed quartz tubes, and then quenched 
into water to obtain BMG rods, 18 mm in 
diameter and 55 mm in length. Some of the rods 
were then crystallized at 923 K for 1 hour. Small 
cylindrical samples, 17.5 mm in diameter and 10 
mm in thickness, were cut from the as-casting and 
the crystallizing rods. Both kinds of the samples 
were then shock loaded by a 25-mm two-stage 
light gas gun. During the shock impacts, the target 
samples were encapsulated in a recoverable 
assembly. Copper is chosen as the mould material 
due to its good ductility and high thermal 
conductivity, which may benefit the formation of 
BMG.  Copper flyers with 22 mm in diameter and 
2 mm in thickness were fired at the speed of 2.9 
km/s, which was measured to an accuracy of 0.2% 
by a magnetic-flyer method.  

The recovered samples were sectioned, 
ground and polished for structural and property 
analyses. The samples before and after shock-
wave quenching were examined with D/max-
2500/pc XRD, NETSCH STA449C differential 
scanning calorimetry (DSC), ultrasonic 
measurements by a pulse echo overlap method [13] 
with a MATEC 6600 system at sensitivity of 0.5 
ns, and density measurements by the Archimedian 
principle with an uncertainty of 0.01 mg. XRD 
measurements for obtainment of radial 
distribution function (RDF) were performed at 
experimental station BW5 at HASYLAB DESY 
using a short wavelength of 0.11271 Å. Samples 
were measured at room temperature and 
illumination time was 90 s. XRD patterns were 
recorded by 2D detector MAR IP in asymmetric 
mode (for getting high Q range). The XRD data 
were integrated by using Fit2D program. The 
background was properly subtracted and the 
image was integrated into Q-space. The data were 
corrected for inelastic scattering and the total 
structural factor was obtained by using Faber and 
Ziman formula. The pair correlation function, g(r), 
from corresponding S(Q) were obtained by using 
MCGR program based on Monte Carlo algorithms 
[14].  

 

3 Results and discussion 
3.1 Structural evolution of Fe60Co10Zr8Mo5Nb2B15 
metallic glass under high pressure 

 
In order to reveal structural evolution features 

of Fe60Co10Zr8Mo5Nb2B15 metallic glass under 
high pressure, RDFs were calculated from the IP 
data by Fourier transformation using a computer 
program [15]. 

 

 

Figure 1: In situ SR-XRD patterns of 
Fe60Co10Zr8Mo5Nb2B15 metallic glass at high 
pressures up to 50 GPa. 

 
The SR-XRD patterns of the metallic glass at 

high pressures up to 50 GPa are shown in Figure 
1. It is apparent that the amorphous halo remains 
unaltered up to very high pressure, indicating that 
no crystallization occurs. In other words, the 
amorphous structure of this material is quite stable 
in the pressure range investigated. As expected, 
the amorphous halo of the sample subjected to 
various pressure shifts towards larger wave vector 
Q, i.e., towards larger two theta values 
(Q=4πsin(θ)/λ, where θ is the scattering angle of 
the x-ray and λ is the wavelength), reflecting a 
reduction of the corresponding volume of the 
sample with increasing pressure. The small peaks 
appearing in the diffraction patterns are not from 
the glassy sample since they do not shift with 
increasing pressure. These small peaks originate 
from fluorescence of the sample. 

To verify the pressure effect on the atomic 
structure of the sample, we investigated the 
pressure dependence of the RDF as determined 
from the in situ XRD data. Figure 2 illustrates the 
typical RDF of the metallic glass at different 
pressures. The RDF of the sample subjected to a 
pressure of 4.22 GPa exhibits a double maximum 
in the first peak (pattern A), indicating that there 
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exists a strong chemical SRO, similar as in other 
ferromagnetic metallic glasses [16]. Since the 
studied alloy contains 60 at% Fe, 15 at% B, and 
10 at% Co, the main peak at r~0.203 nm in the 
first peak is related to Fe-B correlations, and the 
subpeak for higher r values (r~0.276 nm) 
corresponds to Co-Co correlations. These results 
are close to the data reported by Imafuku et al. [16] 
and Fukunaga et al. [17] With increasing pressure, 
the intensity of the subpeak becomes weaker. At 
16.3 GPa, the subpeak is suppressed by 36% but 
still visible. When the pressure reaches 36.8 GPa, 
the subpeak completely disappears, revealing that 
rearrangement of the amorphous structure occurs 
under high pressure. It is noteworthy that a double 
maximum in the second peak in the RDF can also 
be observed for the sample subjected to 4.22 GPa. 
For this pressure, the maximum of the second 
peak is centered at 0.392 nm and the subpeak 
appears at 0.493 nm. Although we could not 
clarify their atomic correlations in detail up to 
now, they might be related to a distinct SRO 
structure in this multicomponent material. The 
intensity of this subpeak appears to decrease with 
increasing pressure. At 36.8 GPa the subpeak has 
almost vanished. Apparently, increasing pressure 
eliminates the shoulder of the first peak. These 
results unambiguously confirmed that the metallic 
glass undergoes a series of apparent interrelative 
transitions under high pressure. 

 

 
 

Figure 2: RDFs of Fe60Co10Zr8Mo5Nb2B15 metallic 
glass derived from in situ XRD measurements at 
various pressures. 
 

To understand the pressure dependence of the 
structure evolution of the metallic glass more 
clearly, we calculated the CN at various pressures 
using Gaussian functions (the r limit is chosen 
within 0.126 to 0.241 nm) based on the RDF 
displayed in Figure 2. The CN of the atoms in the 
initial metallic glass structure is about 12. With 
pressure increasing up to 36.8 GPa, the CN drops 
dramatically, changing from 12 to 7.44. Within 
this pressure range, the ratio of the average 
interatomic distance, ri/r0 (ri denotes the average 
interatomic distance at given pressure and r0 at 
ambient pressure), decreases by ~4%. It is 
interesting that the CN slightly increases with 
further increasing pressure for values above ~35 
GPa, but the ri/r0 further continuously decreases. 
We believe that the changes in CN under high 
pressure are associated with the modification of 
the atomic configuration of the metallic glass. It 
has been suggested that SRO clusters in metallic 
glasses are composed of icosahedral con-
figurations with CN of about 12 [3,4]. Such a 
short-range ordered icosahedral configuration is 
believed to be an incorporation of tetrahedral 
configurations in metallic glasses. Our 
experimental observations that the shoulders of 
the first and the second peaks in the RDF are 
removed by pressure, as observed from Figure 2, 
suggests that the initial configuration collapses 
and the new configuration forms at high pressure 
and, as a result, CN drops from 12 to 7.44. From 
our present data, it can be concluded that the 
pressure of 36.8 GPa is a threshold driving the 
initial atomic configuration to collapse. Upon 
further compressing the sample, the CN slightly 
increases from 7.44 at 36.8 GPa to 7.58 at 47.3 
GPa and 7.691 at 50 GPa. This suggests that the 
local ordering of the metallic glass increases due 
to a closer packing of the atoms in local ordering 
units under higher pressure, so that the CN value 
slightly increases with increasing pressure.  
 
3.2 Structural evolution of Zr41Ti14Cu12.5Ni10Be22.5 
BMG under high pressure and high temperature 
 

The primarily precipitated phase appeared 
under pressure from 0.5 to 6.5 GPa is Zr2Be17. It is 
found that the applied pressure strongly affects Tx, 
as shown in Figure 3. Tx increases largely with 
pressure, except a sudden drop around 5.6 GPa. In 
addition, the pressure effect on crystallization 
process is very complicated as shown in Figs. 4 
and 5. Figure 4 exemplifies EDXRD patterns 
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recorded for the Zr41Ti14Cu12.5Ni10Be22.5 sample at 
0.5 GPa and various temperatures. A broad 
amorphous peak, located at about E=45 KeV, 
together with Bragg peaks from BN and 
fluorescence peaks in the energy range of 31-34 
KeV, are observed in the patterns recorded at each 
temperature. A new tiny crystalline peak (E=41.7 
KeV) from Zr2Be17 phase appears at 721 K. At 
737K, and another new crystalline peak (E=44.7 
KeV) from Zr2Cu crystals is detected. The peak 
from ZrBe2 phases, located at E=46.3 KeV is 
recorded at 769 K. With the increase of 
temperature, the intensities of peaks from these  
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Figure 3: Pressure dependence of crystallization 
temperature for Zr41Ti14Cu12.5Ni10Be22.5 BMG. 

 

Figure 4: In situ EDXRD patterns recorded at 
various temperatures for Zr41Ti14Cu12.5Ni10Be22.5 
BMG at 0.5 GPa (Ed=108.34 keV Å). The step of 
8 K was used for the temperature range. The 
fluorescence peaks, located in the energy range of 

31-34 KeV, and a few Bragg peaks from BN were 
detected. 
 
three phases increase gradually. Up to 873 K, the 
phase Zr2Ni7 (E=37.5 KeV) is detected. Figure 5 
shows the EDXRD patterns recorded at 5.6 GPa 
and at various temperatures. It is found that the 
primary phase is also Zr2Be17, but the peak 
(E=42.2 KeV) appears at 745 K, lower than the Tx 
of 761 K at 5.3 GPa. The peaks (E=45.1, 47.7 
KeV) from Zr2Cu phases, and other peaks from 
Zr2Be17 crystals, are recorded at 777K. At 793 k, a 
new peak from Zr2Ni (E=43.5 KeV) crystal, 
another two new peaks from Zr2Ni7 (E=38.8, 55.2 
KeV), together with other peaks from Zr2Be17 and 
Zr2Cu phase, are observed. With the further 
increase of temperature, the intensities of these 
peaks continue to increase. Up to 849 K, a new 
peak from ZrBe2 (E=47.0 KeV) begins to appear. 

Figure 5: In situ EDXRD patterns recorded at 
various temperatures for Zr41Ti14Cu12.5Ni10Be22.5 
BMG at 5.6 GPa (Ed=108.24 keV Å). The 
fluorescence peaks, located in the energy range of 
34-37 KeV, and a few Bragg peaks from BN were 
detected. 

 
Figure 6 further testifies that the 

crystallization sequence at 4.3 GPa is different 
from that around 5.6 GPa. The primary crystalline 
peak from Zr2Be17 appears at 753K, followed by 
Zr2Cu phases precipitated at 817K. At 833K, the 
peak from ZrBe2 appears. 

In our present experiments, the primary 
phase, determined from the EDXRD patterns, is 
Zr2Be17 at all the pressures applied. But the 
subsequent crystallization sequences are different. 
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Prior to crystallization, the BMG decomposes into 
Zr-rich and Be-rich regions with different SROs, 
which exhibit higher nucleation probability for the 
formation of intermetallic compounds compared 
with the initial homogeneous liquid state [18]. The 
decomposition in this state is a diffusion-
controlled process [18]. Because Be atoms have 
the biggest diffusivity among the constitute 
elements of the BMG under high pressure [19], 
the primary crystal phase will possibly shift to Be-
richer side in the Zr-Be binary phase diagram 
under high pressure. Thus, compared with the 
primarily precipitated phase ZrBe2 under ambient 
pressure and annealing conditions [20], the 
primary crystal phase is Zr2Be17 for 
Zr41Ti14Cu12.5Ni10Be22.5 BMG under high pressure. 
This is similar to that the primary crystal phase is 
Fe under ambient pressure, yet Fe3B, Fe3C and 
Fe3P for Fe83B17 and Fe13P7C80 metallic glasses 
under high pressure [5], respectively. Small 
changes in composition for metallic glass may 
cause the dramatic changes in the following 
crystallization process [20,21]. In addition, 
pressure and preparation conditions can also lead 
to different atomic configurations and physical 
properties for BMGs [9,11,22]. These may 
possibly explain the present experimental results. 

Figure 6: In situ EDXRD patterns recorded at 
various temperatures for Zr41Ti14Cu12.5Ni10Be22.5 
BMG at 4.3 GPa (Ed=108.24 keV Å). The 
fluorescence peaks, located in the energy range of 
33-37 KeV, and a few Bragg peaks from BN were 
detected. 
 
3.3 Structural evolution of Zr41Ti14Cu12.5Ni10Be22.5 
BMG after shock-wave quenching 

 
In all shock experiments, symmetric impact 

method was used. Shock pressure in the samples 
were calculated to be about 80 GPa by the 
impedance-match method, and the shock 
temperatures were calculated to be higher than 
3000°. At such high a temperature, the samples 
were undoubtedly re-melted during shock 
compression, and solidification was a result of 
rapid heat dissipation by the copper mould and 
recoverable assembly. The afterwards recovered 
samples were in a cake-like shape with the 
diameter of about 24 mm and the thickness of 
about 6 mm. Careful observation of the surfaces 
and sections of the recovered samples revealed 
that no cracks were found in the samples. 
Cracking is a typical characteristic of shocked 
solids without melting. This gives us indirect 
evidence that the samples were re-melted during 
the shock-loaded experiment. 
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Figure 7: XRD patterns of Zr41Ti14Cu12.5Ni10Be22.5 
alloys. Shock-waved BMG, as-cast BMG, and 
crystallized alloy, stand for shock-wave quenched 
BMG, water-quenched BMG, and the crystallized 
Zr41Ti14Cu12.5Ni10Be22.5 alloy, respectively. 

 
Both the as-cast BMG sample and the 

crystallized sample were re-solidified into 
amorphous state after the shock-wave quenching 
through XRD examination as shown in Figure 7. 
The DSC traces of the BMG samples prepared by 
water quenching and by shock-wave quenching 
were shown in Figure 8, respectively. Both DSC 
traces of the BMGs reveals endothermic 
characteristic of a glass transition followed by 
exothermic crystallization reactions at higher 
temperature. The glass transition temperature, Tg, 
of the shock-wave quenched sample is about 10 K 
higher than that of the water quenched one. 
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Figure 8: DSC traces for the 
Zr41Ti14Cu12.5Ni10Be22.5 BMG at a heating rate of 
10 K/min under a flow of purified argon. As-cast 
and shock-waved BMG stand for water-quenched 
BMG and shock-wave quenched BMG, 
respectively. 

 
Table 1 gives the results of the thermal-

elasticity properties measured for both BMGs. Of 
importance are the decrease in density (ρ) by 
0.21%, and the increases in longitudinal acoustic 
velocity (VL) by 1.31%, shear acoustic velocity 
(VS) by 0.69%, shear modulus by 1.16%, bulk 
modulus by 3.13%, and Debye temperature by 
0.65% for the shock-wave quenched sample 
relative to the water quenched one. Normally, the 
acoustic velocities increase with the increase of 
density [23,24]. But in this experiment, the 
acoustic velocities increased for the shock-wave 
quenched sample, which corresponds to a lower 
density. It implies that difference in structure may 
exist between the water quenched BMG and the 
shock-wave quenched BMG, though it is not 
possible to show exactly this structural difference 
by XRD patterns. The differences in the density 
and in the property may find their reasons from 
the differences in the effect of pressure and 
cooling rate on the melt. 

 
Table 1: The density ρ, longitudinal acoustic 
velocity VL, shear acoustic velocity VS for the 
water-quenched Zr41Ti14Cu12.5Ni10Be22.5 BMG, 
sample W, and shock-wave quenched. 

Sample ρ 
(g/cm3) 

VL 
(km/s) 

VS 
(km/s)

Sample W 
Sample SW 
Difference (%) 

6.128 
6.115 
-0.21 

5.029 
5.095 
1.31 

2.463 
2.480 
0.69 

 
 

Figures 9 and 10 show atomic pair 
correlation function, g(r), of 
Zr41Ti14Cu12.5Ni10Be22.5 BMGs prepared by shock-
wave quenching and water-quenching in a large 
range of atomic distance respectively.  

 

 
 

Figure 9: Atomic pair correlation function, g(r), of 
Zr41Ti14Cu12.5Ni10Be22.5 BMGs prepared by shock-
wave quenching and water-quenching in a large 
range of atomic distance. 

 

 
 

Figure 10: The difference of atomic pair 
correlation function of Zr41Ti14Cu12.5Ni10Be22.5 
BMGs prepared by shock-wave quenching, g(r)sw, 
and water-quenching, g(r)wq, in a large range of 
atomic distance. 

 
The fine difference is illustrated in Figure 10. 

The shock-wave quenched BMG clearly shows a 
higher g(r) in the first two coordination shells 
r~2.4-5.6 Å as compared to the water-quenched 
one. The relative change in the first peak height is 
about 10 %, but the change in the second peak is 
of the order of 20 %. In higher coordination shells, 
r~5.6-9.5 Å, g(r) in water-quenched BMG 
becomes higher. For r>10 Å, no obvious 
difference was detected. For a pure structural 
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relaxation effect by annealing treatment at a 
temperature far below crystallization temperature, 
the difference in g(r) could remain up to r~20 
Å.[25]. This indicates that shock-wave quenching 
mainly modify atomic configuration in the first 
fourth or fifth coordination shells. In the 5-
component Zr41Ti14Cu12.5Ni10Be22.5 alloy the 
measured structure factor S(q) and the estimated 
g(r) curves represent the weighted sum of the 15 
partial functions Sij(q) and gij (r) [26]: 

 

∑∑ ⋅=
i j

ijij SwqS )(  and ∑∑ ⋅=
i j

ijij gwrg )(  

 with 
2)(∑ ⋅⋅⋅⋅=

i
iijijiij fcffccw   

 (1) 
 
where wij, ci, and fi are the weight factor for the i-j 
correlation, the concentration fraction and atomic 
scattering length of ith atom in the alloy, 
respectively. An interpretation of the data for the 
multi-component alloy is therefore difficult and 
ambiguous. The first CN, N=14.4 and 14.0, was 
estimated from a distance of 2.1-3.7 Å for 
Zr41Ti14Cu12.5Ni10Be22.5 BMGs prepared by shock-
wave quenching and water quenching, 
respectively. Such higher first CNs strongly 
indicate a dense packing atomic structure in the 
BMG. For the higher shells determination of N 
becomes ambiguous because it is difficult to set 
the onset and end of shells in g(r) curves. 
However, it is clear that after shock wave 
treatment, the BMG has higher CNs in the range 
of r~2.4-5.6 Å and lower ones in the range of 
r~5.6-9.5 Å than those in the water-quenched 
BMG in Figure 10. 

During shock compression, the pressure in 
the BMG sample increased instantly by a rate 
higher than 109 GPa/s, accompanied with the 
increase of shock temperature by 1010-1012 K/s. 
The shock pressure and temperature could reach 
their peak values within 20 to 100 ns, and the 
BMG sample was melted immediately under this 
high temperature and pressure of shock wave, 
which possessed a short duration of 800-1000 ns. 
Subsequently, the high pressure was releasing 
rapidly to ambient by a rate far higher than 109 
GPa/s. The temperature in the sample promptly 
equilibrated to ambient by Newton thermal 
conductive equation. Under high pressure of 
shock wave, the metallic melt was compressed 
dramatically and the atomic configuration was 
possibly changed transiently. The viscosity of the 

melt increased reciprocally. On the other hand, 
nucleation in the melt was probably not ready in 
such a short time. Furthermore, the melting 
temperature of the alloy was increased by the 
pressure. According to the Clausius–Clapeyron 
equation, the pressure dependence of Tm is 
proportional to volume change, ΔV, between the 
solid state and melt:  

m

mm

H
VT

dP
dT

Δ
Δ

=  

(2) 
 
where, P is the pressure, and ΔHm the heat of 
fusion. For the Zr41Ti14Cu12.5Ni10Be22.5 BMG, 
Tm=937 K, ΔHm =6.6 kJ/mol3, ΔV can be adopted 
as 1% [27]. Thus, at 80 GPa, dTm is calculated to 
be about 1333 K. At extremely high 
decompression rate and relatively extremely low 
cooling rate, the metallic melt was overheated 
dramatically, which will melt completely 
heterogeneous nuclei (some intermediate 
compounds with high Tm) and improve the glass 
forming ability of metallic melt. Furthermore, 
with a large increase of the Tm, a relatively higher 
supercooling before crystallization was obtained 
[28]. The melting of heterogeneous nuclei and 
suppression in nucleation of crystalline phases 
may account for the increase of the Tg and Tx 
during the DSC measurements, and different 
physical properties and different atomic 
configuration between the shock-wave quenched 
BMG and water-quenched one. 
 
4 Conclusion 

 
In conclusion, pressure can change the atomic 

configurations in melt and solid of metallic glass. 
Effects of pressure on structural evolution in 
metallic glasses are very complicated.  Through 
our results, the conclusions can be obtained as 
follows. 

(1) The structural evaluations of 
Fe60Co10Zr8Mo5Nb2B15 metallic glass under high 
pressure have been investigated by in situ XRD 
measurements using synchrotron radiation in the 
pressure range of 0-50 GPa at room temperature. 
The pressure-induced structural evolution was 
quantified from the characteristic of the RDF 
which was derived from the in situ SR-XRD data 
via Fourier transformation. The corresponding CN 
of the atoms changes from 12 at ambient pressure 
to 7.44 at 36.8 GPa at which the average 
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interatomic distance has contracted by ~4%. The 
large drop of the CN suggests that high pressure 
(~36.8 Gpa) leads to a collapse of the initial 
atomic configuration of the metallic glass. With 
further increasing pressure above 37 GPa, the 
atomic ordering in the local units of the metallic 
glass is enhanced. 

(2) The effect of high pressure on structural 
evolution of the Zr41Ti14Cu12.5Ni10Be22.5 BMG was 
presented. The same primary crystal phase but 
with a sudden drop of the crystallization onset 
temperature and different crystallization sequence 
at about 5.6 GPa is found in comparison with 
those at other pressures. This may be attributed to 
that the BMG possesses different atomic 
configurations at different pressure. 

(3) The Zr41Ti14Cu12.5Ni10Be22.5 BMG was 
prepared by shock-wave quenching. The obtained 
BMG shows higher thermal stability, acoustic 
properties, and lower density. The short-range 
structure of shock-wave quenched BMG was 
investigated by XRD using synchrotron radiation. 
It is found that the shock-wave quenched BMG 
has higher CNs in the range of r~2.4-5.6 Å and 
lower numbers in the range of r~5.6-9.5 Å than 
those for the water-quenched one while the shell 
distances are similar in both glasses. After shock-
wave quenching, the atoms in glass are packed 
even denser in the first two coordination shells 
and less (or more free volume) in the third and 
fourth coordination shells as compared to those 
for conventional water-quenched glass.  
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Abstract 
 

The concept of the use of hyper spectral digital photography (HSDP) for diffusion studies in solutions absorbing 
the radiation in the range of UV-Vis-NIR (from 200 to 1100 nm) is presented. One end of capillary filled with a 
solution and radiation adsorbing substance (RAS) was closed, the other was connected to a vessel without the RAS. 
The RAS concentration change inside the capillary was photographed by monochromatic radiation camera at certain 
established intervals. In this way collection of digital images was obtained and used for calculation of radiation 
changes along the diffusion path (capillary length). For concentration changes according to Beera’s law the 
concentration of diffusing substance and the diffusion coefficients were calculated. The HSDP method can be 
applied for studies of diffusion in single solutions substances and co-diffusion of substances absorbing radiation.  
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1 Introduction 
 

The investigation of the diffusion processes 
requires long lasting experiments performed in 
well defined and stable conditions. In order to 
decrease experiment error and ensure the 
bounduary conditions of Fick’s second law large 
capacity of solutions are usually needed and long 
period of time [1]. From other side it is difficult to 
keep exactly the same diffusion parameters for a 
long time. 

Application of hyper spectral digital imaging 
method [2,3] with use matrix detectors [4] and 
spectral imaging allows significantly decrease 
time period of experiments and obtain real 
diffusion profiles with very little error. The use of 
the hyper spectral imaging method allows for 
simultaneous multipoint measurement of the 
optical properties of the system. 

The well known and mathematically described 
dependence of absorbance on concentration allows 
for use of the photometric results obtained in this 
way to describe the changes of the physico-
chemical properties. 
 
2 Experimental 
 

Measurements and calculation of diffusion 
coefficient were adapted to the standard capillary 

method [5] modified for hyper spectral digital 
imaging. The method is based on diffusion of 
solution with radiation absorbing substance (RAS) 
from capillary to vessel with solution without 
RAS. One end of capillary filled by solution and 
radiation absorbing substance was closed and 
another open and connected to a vessel with 
solution without of the RAS. 

In order to obtain photometrical data the 
capillary and vessel were illuminated by 
backlighting panel from plastic optical fibres 
(Luminex USA) [6]. Digital monochromatic light 
or LED sources was connected with backlighting 
panel by optical fibre. 

Diffusion process was registrated with use  
WinLight prograne  by ultrasensitive, 16 bite, grey 
scale CCD NightyOWL LB 981 camera (EG&G 
Berthold Gmbh, Germany). The work parameters 
of the camera: resolution power 512 x 512 pixels, 
work temperature CCD, 200 K, radiation range 
200-1100nm, quantum efficiency 65 % for = 550 
nm, UV (200÷400 nm) 25 %, noise 7e-,dark 
current 5*10-4 e-/pixel/1s, size of registrated 
picture 70*70 mm.  

The numerical transformation of the images 
was aided with the set of programming tools of 
FCT v. 1.1 program [7]. 

Measuring system worked at constant 
temperature (1 K accuracy). Digital thermostatic 
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device with Peltier’s elements was applied to keep 
the temperature constant. 

The diffusing solution was pumped up into 
capillary by infusing pump. 
Scheme of the apparatus used for investigation of 
the diffusion process is shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Scheme of measuring system. 
 1 – camera lift, 2 - Peltier air cooler, 3 – CCD 

cheep,  4 – vacuum – quartz gate, 5 – quartz lens,  
6 – auto focus lift, 7 – sample capillary, 8 – 
backlight illuminator, 9 – slow scan camera, 10 – 
dark box, 11 – camera stacking wire (RS 232 J), 
12 – IBM PC computer, 13 – imaging wire, 14 – 
imaging interface, 15 – infusing pomp, 16 – 
backlighting panel and thermostat.  

Wavelength  (λmax) of maximum absorbance 
for diffusing solution was determined with help by 
JASCO V-530 spectrophotometer (Japan). 

Changes of local concentrations caused by 
diffusion process along the capillary registrated at 
wavelength λmax was transformed into 
photometrical data. This photometrical data was 
applied for calculation of absorbance changes for 
diffusing solution. 
 
2.1  Diffusion 

Diffusing solution with RAS was sucked into 
capillary by numerically controlled infusion 
pump. In order to block diffusion process certain 
known amount of air was sucked into capillary at 
the end of solution sucking. Next the capillary was 
placed into the vessel with solution. Stirring 
device and thermostat are switched on. When 
temperature reached constant value small amount 
of air is removed and diffusing process starts. 
Simultaneously starts registration of progress the 
diffusion process. The photographs were made at 

30 s, 1 h or 120 h intervals with help of CCD 
NightOWL camera. A single image recording time 
was 50 ms (LED), or 0.5 s (monochromatic light). 

 
2.2  Photometric data reading 

The radiation intensity passing by capillary 
containing solution with absorbing substance 
(RAS) was read from all registrated data using the 
same rule of region of interest (ROI). 

 
 

 

Figure 2: Changes of optical absorption path (lp) 
along the direction perpendicular to capillary axis. 

a – real curve, b –read by the camera.  
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Figure 3: Illustration of the ROI location 

selection principle on the analysed photographs. 
A – a photograph of the capillary after 2 h 
diffusion with marked line of emission intensity 
analysis, B –passing radiation emission 
distribution for the indicated line, C –passing 
radiation emission distribution change along the 
capillary length. 

 
Since the capillary cross-section is a circle, the 

optical path of radiation passing by capillary is not 
constant in every point. It dependence on the 
location of the measuring point along the analysis 
direction. (Fig. 2 curve a). In order to minimalized 
influence of capillary shape on measurements of 
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radiation intensity, ROI was registrated where 
intensity of path radiation was the smallest.  

The lack of parallelism radiation intensity 
passing by capillary (Fig. 3B, 3C) in the images 
areas is caused by inner structure of backlighting 
panel applied.  

     A

     B
Figure 4: Distribution of the ROI in the 

photograph. A - Photograph of the capillary after 
2h diffusion, B – Photograph of the capillary with 

overlapped ROIs. 

The images obtained were always analysed in 
the same direction  (Fig.4): ROI-1 - initial point – 
open end of capillary. ROI-n - end point - second 
end of capillary. Two ROIs located beyond the 
capillary in the solvent area used to check the 
maintenance of the condition at which the 
equation of the Fick’s second law was solved (the 
concentration of the diffusing substance in the 
solvent area is equal to 0, non-measurably small).  

 
2.3    Calculation of absorbance  

Local absorbance (Ai) were calculated by the 
formula: 

i0

i
i I

I
logA =     (1) 

where : 
Ii –  intensity of radiation passed by capillary 

with diffusing substance in solution (for 
ROI)i, 

I0i –  intensity of radiation passed by capillary 
with solution without diffusion substance 
(for ROIi ). 

Basing on the Lambert-Beer law, the local 
concentration (ci), can be expressed as 

pi

i
i l

Ac
ε

=       (2) 

where: ε – mole absorbance coefficient, 
lpi – local  optical path for ROI.  

Local optical distance of absorbance is 
constant (in the region of application Lambert-
Beer law). Therefore relationship (2) is expressed 
by simple straight line relationship with (εlp)-1 as 
proportionality factor. The factor, (εlp)-1 can be 
determined from experiments. 

2.4  Calculations of the diffusion coefficient    
The following formula was used to calculate 

the diffusion coefficient [5]: 
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where:    l – length of the capillary,  
     t –  time of diffusion,  
   co – initial concentration ,  
    ct –  concentration after t time, 

The concentrations, the initial one and after 
time t, were expressed by means of local 
absorbances. 

Since the momentary concentration of the 
diffusing substance in capillary (ck) can be 
expressed by:  
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where: mk – mass of the diffusing substance 
contained in the capillary,  

   dk –  diameter of the capillary. 
The mass (mk) can be expressed as the sum of the 
masses of substance in all the elements of the 
volume (voxels) into which the capillary had been 
divided (mVOXi) 
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where: li – length of the ROI,  
Since dk = lPi, relationship (4) will take the 

form of: 
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If we represent the initial concentration (co) 
and the after time t (ct), formula (6) for the 
calculation of the diffusion coefficient will take 
the form used in calculations, namely: 
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The formula can be used provided that 2,0
l
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3 Results 
 
 The hyper spectral digital imaging method was 
tasted for diffusion process of dichromate ions 
(Cr2O7

-2) to water. 
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At the start of diffusion concentration of K2Cr2O7 
was exactly 0.1 mol/dm3. The solution containing 
dichromate ions diffused from capillary 5.7 cm 
long and capacity of 100 μl to water vessel 
of 55 cm3. 
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Figure 5: Examples of photographs of the 
diffusion system (diffusion time 1 h). 
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Figure 6: Changes of absorbance for K2Cr2O7 
solution along capillary (diffusion time 1 h). 

The diffusion process was analysed with use 
photometric analysis. Examples of the diffusion 
system subjected to photometry analysis are shone 
in Fig.5. (complete diffusion time 1h). The 
diffusion profiles understood as the changes of the 
absorbance of K2Cr2O7 solution along the 
capillary in time, calculated for one-hour 
experiment, is shown in Fig.6. 
The diffusion coefficient calculated basing on the 
data obtained in both experiments the classic long 
time and the one-hour experiment is equal  
11.9×10-10 m2 s-1 conform with literature data [8]. 
 
4 Conclusions 
 

Thanks to the digital detector and computer 
methods of image analysis use, the presented 
method allows for obtaining precise information 
about diffusion profile in a classic diffusion 

experiment in relatively short time. The resolution 
of the concentration measurements influencing the 
result of the diffusion coefficient calculation is 
proportional to the photometric resolution to the 
camera converter. Sensitivity of the camera 
depends on stable temperature. Therefore stability 
work of camera thermostat during experiment is 
very important. Because of high resolution 
sensitive camera results are reliable and obtained 
in relatively short time. 
The presented method can be applied for analysis 
of diffusion processes based on ionization 
radiation and fluorescence phenomena. 
The method can be developed for study of co- and 
self-diffusion processes of certain elements with 
application of its ionized radiation. 
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Abstract 
The processes taking place during supersaturation of the Al.-4.7 %Cu alloy have been studied by the methods of 
quantitative metallography and dilatometry. The grain growth activation energy was about 95 kJ/mole, the exponent 
of time, n, was close to 0.4. Dissolution of precipitates has caused two-stage shrinkage of the sample with  activation 
energies of 90 kJ/mole (first stage, n = 0.8) and  63 kJ/mole (second stage, n = 0.4).The kinetics of the phase 
transformation during ageing of the Al.-4.7 % Cu alloy has been studied by the dilatometry and DTA. The activation 
energy of the precipitation processes within the range of 50 – 320 C varied from 50 kJ/mole to about 100 kJ/mole 
and confirmed the results obtained previously. For the precipitation processes within the range of 320 –462 C, the 
activation energy varied from 226 – 300 kJ/mole. The results obtained have been compared to the literature data. 
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1 Introduction 
 
The processes of precipitation in Al.-Cu alloys are 
well known. After supersaturation consisting of 
annealing at about 723°C, quick cooling down to 
room temperature and ageing, G-P zones appear 
as first, followed by Θ precipitates. Θ nucleates on 
the most stable G-P zones. The other G-P zones 
dissolve in the solid solution and the Cu atoms 
diffuse to the growing Θ. Finally, the equilibrium 
phase Al2Cu - Θ nucleates at the boundaries of 
the solid solution grains, Θ dissolves and the Cu 
atoms diffuse to the growing Θ [1,2,3]. 
The saturation process precedes ageing and 
comprises dissolving excess precipitates enriching 
the solid solution with copper atoms, grain growth 
and quick cooling to the ambient temperature. The 
amount of Cu atoms in the solid solution 
influences the quantity of precipitates during 
ageing and determines the properties obtained 
after ageing. The grain boundaries of the solid 
solution are privileged places of the precipitate 
nucleation, so the grain size can influence the 
precipitation kinetics. The processes of dissolving 
excess equilibrium precipitates and grain growth 

are interrelated in a sense. Fine grain accelerates 
precipitate dissolving due to more ways of easy 
diffusion, the presence of precipitates makes the 
movement of the grain boundaries and the grain 
growth difficult. The processes are known but 
their kinetics has not been described in detail. 
Since the specific volume of the solid solution 
decreases during its enrichment with Cu atoms, 
the process can be studied by means of a 
dilatometer while the kinetics of the grain growth 
by the methods of quantitative metallography. 
During ageing, the processes of precipitation and 
dissolution overlap each other. That is why they 
are often difficult to separate when analysing the 
transformation kinetics The kinetics of phase 
transformations during the ageing processes can 
be analysed in isothermal and isochronous 
experiments. DTA and DSC are applied in 
isochronous heating because the processes of heat 
emission during precipitation and heat absorption 
during dissolving of them are well visible. 
Precipitation in Al.-Cu alloys is accompanied by 
the sample volume growth, while dissolution by 
its decrease. The changes are clearly visible in 
dilatometric investigation and they can be 
successfully used for the analysis of the kinetics of 
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the transformations taking place during isothermal 
ageing. The JMA equation can be applied for the 
analysis of the kinetics of isothermal 
transformations. In addition to the determination 
of activation energy, the equation can be used to 
find out the value of the n coefficient. The value is 
helpful in the selection of the nucleation and 
growth mechanism in the investigated temperature 
range. The value of the sample elongation can 
provide some additional information about the 
quantity of precipitates. 
2 Experimental procedure 

An Al –4.7% Cu alloy was especially prepared for 
the studies. Composition the alloy was following: 
Al -94.85%, Cu-4.69%, Fe-0.2%, Si-0.08%, other 
elements – 0.15 % Because of decrease of specific 
volume of the solid solution during its saturation 
of Cu atoms the process can be studied by 
dilatometry, whereas grain growth kinetics by 
quantitative metallography. Presence of the CuAl2 
not dissolved during supersaturation was 
identified by X-ray method. 
For ageing kinetics studies two methods were 
used: dilatometry (for isothermal studies) and 
DTA (for continuous heating studies).Dilatometric 
studies were performed with the use of Adamel – 
Lhomargy LK02 dilatometer. Samples of rod 
2mm in diameter and 13mm length were 
supersaturated at the temperature of 505°C for 10h 
in preliminary vacuum radiation furnace and 
quenched to room temperature in helium gas jet. 
Isothermal ageing was performed also in LK 02 
dilatometer in temperature range of 120 – 350°C 
for time necessary to reach no dilatation change 
stage. DTA studies were performed with use of 
Mini DTA M5 Setaram. Samples of truncated 
cone of 4mm length and diameters of 2 and 3 mm 
were used.  Standard specimen was prepared from 
electrolytic Al DTA samples were supersaturated 
in a resistance furnace at 520°C for 6h and 
quenched in water. 

3 Kinetics studies - theoretical basis 

a) Grain growth studies 

Before annealing structure of Al4.7%Cu consisted 
of solid solution grains and Al2Cu. Solid solution 
grains are big as compared with Al2Cu gains. 
Number of the Al2Cu as compared with number of 
solid solution gains is small (about 8 %). 
Therefore the grain growth of the alloy during 
isothermal annealing at 500- 540 C temperatures 

range can be treated as one phase (solid solution)  
grain growth [2,3] and expressed by: 

ntTkd ⋅=
−

)(                                            (1) 
 where: d-average grain size  
 t – time  
            k(T)- grain growth rate constant 

⎟
⎠
⎞

⎜
⎝
⎛

⋅
−

⋅=
TR

QATk )(                                   (2) 

where: – A - is a constant  
             Q- activation energy for analyzed 
transformation  
              R- gas constant  
              T – temperature in K. 
b) Precipitation and dissolution studies 
 
For isothermal kinetics studies JMA equation [3, 
8] was used in the form of: 

)exp(1)( ntktx ⋅−−=                       (3) 
where:  x-is fraction transformed at time t  
          k- is transformation rate constant for the 
selected transformation at isothermal  
              temperature 
          n – is time exponent which is supposed to 
be constant at the temperature     
                range for certain kind of transformation  
Activation energy Q can be determined from 
equation (2). 
 
For continuous heating kinetic studies of 
activation energy Q of the transformations, 
Kissinger method [8, 9] was used: 
  

⎟
⎠
⎞⎜

⎝
⎛

⋅−=

mTd
dCRQ

1
                                  (4) 

where: 

2ln
mT

VC =                                                         (5) 

V - is constant heating rate 
Tm   - is temperature of the maximum ΔT curve  
 

4 Results 

Examples of  structures after annealing at 
temperatures 510°C and 540°C and quenching are 
shown on Figures 1 and 2 (510°C) and 3 and 4 
(540°C). 
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Figure1: Annealing 5 h at 510 C. 100 X. 

 

Figure 2: Annealing 24 h at 510 C. 100 X. 

 

Figure 3: Annealing 5 h at 540 C. 100 X. 

 

Figure 4: Annealing 24 h at 540 C. 100 X. 

 

Figure 5: Example of dilatometric diagram of 
annealing at 520°C. 

 
 
Changes of average grain size of samples annealed 
at 510, 525 and 540°C are shown on Figure 6: 
 
 

Figure 6: Changes of average grain size during 
annealing at 510, 525 and 540°C. 

 
 
Set of dilatometric curves of annealing at 
temperatures between 480–540°C transformed 
into lnln[1/(1-x)] vs lnk diagrams is shown on 
Figure7. Examples of dialatograms of isothermal 
ageing at temperatures between 125-305 C 
immediately after supersaturation are collected in 
Figure 8. 
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Figure 7: Dilatometric curves of annealing at 
temperatures range of 480–540°C transformed 

into lnln[1/(1-x)] vs ln k diagrams. 
 

Table 1: Results of transformation kinetics 
analysis during annealing. Isothermal studies. 

Grain growth kinetics 

Temperature 
range  C n value Activation energy  

kJ/mole 
510- 540 0.4 – 0.43 94,432 

Contraction kinetics – JMA analysis  ( dilatometric studies )

Temperature 
range  °C n value Activation energy  

kJ/mole 
480- 540 0.7 -0.8 90,010 
480- 540 0.4-0.45 65,854 

 
 

 

Figure 8: Dilatation changes during isothermal 
ageing of supersaturated Al-4.7% Cu alloy. 

 
DTA diagrams of isochronal ageing immediately 
after supersaturation are collected in Figure 9: 

 

Figure 9: DTA diagrams of isochronal ageing of 
the Al 4.7% Cu alloy. 

 
One can calculate activation energy if the 
mechanism of transformation is the same at 
certain temperature range [10, 11]. That means the 
same (or nearly the same) the n coefficient. 
Average values of n for the same mechanism of 
transformation vary from 1.4 to 1.47 [3].  The 
temperatures of 523 K and 548 K were excluded 
from the calculation of activation energy due 
values of n to different much from 1.4 -1.47.  
Results of kinetic analysis of isothermal 
(dilatometric) ad isochronal (DTA) experiments 
are collected in Table 1 and shown in Fig. 3 

Table 2: Results of transformation kinetics 
analysis during ageing. Isothermal and isochronal 
experiments. 
Tempera

ture 
range 
[C] 

Experiment Value 
of n Transformation 

Activation 
energy value 

kJ/mol 

124-175 isothermal 1.4 G-P precipitation 60,700 

200 -235 isothermal 1.47 Θ” precipitation 100, 767 

250 
(523K) isothermal 1.74 Overlap of 

transformations  

275 
(548K) isothermal 2.08 Overlap of 

transformations  

290 - 
320 isothermal 1.42 Θ’/CuAl2 

precipitation 300, 200 

51-101 isochronal - G-P precipitation 47, 536 

168-202 isochronal - G-P dissolution 106, 120 

205-240 isochronal - Θ” precipitation 106, 120 

251-316 isochronal - Θ”/ Θ’ 
transformation 67, 830 

395-429 isochronal - Θ’ dissolution 226, 218 

427-462 isochronal - CuAl2 
precipitation 303. 864 
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5 Analysis and discussion of results. 

Average grain size of solid solution increased 
during increase of time and temperature of 
annealing (see Fig. 6). At temperature 540°C 
grains size increased more than during 
temperature of 510°C. Time exponent of kinetic 
equation value was almost the same at each 
annealing temperature, that means the similar 
growth mechanism. The activation energy of 
growth is about 95kJ/mole and is close to that 
obtained for diffusion of Cu in Al [8,9]. 
During annealing the samples in the dilatometer at 
temperature range of 480-540°C a contraction was 
seen (see Figure 5) because the increase of Cu 
amount in solid solution [3]. 
From Figure 7 one can see faster process at the 
beginning of annealing (more steep slope of 
diagram) than latter on. The n values are about 0.8 
and decrease to about 0.4 when transformation 
proceeds. The activation energy value at the 
beginning of transformation is almost the same for 
that obtained during grain growth. For the next 
stage of transformation the activation energy 
decreases, but still is close to that for Cu diffusion 
in Al. It means that dissolution of CuAl2 particles 
and the Cu clusters existing at annealing 
temperatures of 480-540°C limits the grain growth 
of solid solution. During progress of dissolution 
Cu Al2 particles and Cu clusters gradually 
disappear but sill limits the decrease of samples. 
Dilatometric diagram of supersaturation shows 
continuous decrease of specimen length caused by 
saturation of solid solution by Cu atoms. In this 
the case specific volume of the sample decreases 
[4]. 
Dilatometric diagram of ageing at 125°C (Fig. 1) 
after supersaturation shows a slight increase of 
specimen length caused by precipitation of small 
specific volume and small amount of Cu in the G-
P zones. After a period of about 40 000s a slight 
decrease of specific volume appear due to 
dissolution of precipitates and temporary 
enrichment of matrix by Cu atoms. 
What can be seen in the dilatogram of ageing at 
200ºC (Fig. 8)  is a slight increase of the sample 
length due to precipitation followed by a plateau 
as a result of  simultaneous occurrence of changes 
caused by precipitation and dissolution, and an 
ultimate sample length growth as a result of 
formation of precipitates different from the 
previous ones. 

Next dilatometric diagram shows ageing at 225°C 
(Fig. 8) after supersaturation. Continuous increase 
of sample length is seen and no changes of length 
from time about 50 000s. Diagrams of isothermal 
ageing at 275 and 305°C (Fig. 8) show an increase 
of sample length because of precipitation. Plateau 
(or slight decrease of length) for aging at 275°C 
starts after about 1000s time, for ageing at 305°C 
after  about 1000s time starts decrease of length. 
A set of DTA diagrams of ageing with different 
heating rates after supersaturation is shown in Fig. 
9. For heating rate of 0.66 Deg/s all stages of 
ageing are clearly seen. Below of 100°C G-P 
zones appear, between 100 C and 150°C 
dissolution of G-P take place, from about 150 to 
225°C transformation of G-P zones to Θ” take 
place, at about 225 starts dissolution of Θ” and its 
transformation to Θ’(the biggest pick), dissolution 
of Θ’ begins at about 300°C  and ends at about 
400°C, and precipitation of CuAl2  starts at about 
450°C and at higher temperatures dissolution of 
precipitates takes place. Similar DTA pick 
temperatures for precipitation processes were 
presented by Thomson [7]. Results of dilatometric 
and DTA studies comply with other; the largest 
increase of length and the largest heat effect 
appears at the temperature of 275°C due to 
precipitation of Θ’. Small changes of length and 
small heat effects appear at temperatures of G-P 
precipitation, transformation of G-P into Θ” and 
precipitation of CuAl2. The smallest activation 
energy values (47-60 kJ/mol) determined by both 
methods are relevant to G-P formation and 
comply with the results obtained by Smith [8,9] 
(61-73 kJ/mol), the highest (about 300 kJ/mol) is 
the value of the CuAl2 precipitation that starts 
sooner in isothermal ageing. Activation energy of 
dissolution process appearing during G-P zone 
transformation into Θ” is the order of  100 kJ/mol. 
Activation energy of the θ” precipitation process 
is about 100 kJ/mole according to dilatometric and 
DTA method. The obtained values are somewhat 
lower than obtained by Smith [8,9] (93-
131kJ/mol). 
Activation energy of Θ’ precipitation determined 
by DTA is somewhat lower (67,8 kJ/mol) than 
those that determined by dilatometric method 
(100,7kJ/mol). The value of activation energy of 
Cu diffusion in Al without any factors 
accelerating this process is 135,34 kJ/mol [8,9]. 
Activation energy of diffusion may be lowered by 
the presence of quenched in vacancies and 
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dislocations [14]. Therefore decrease of activation 
energy is expected at low temperatures of the 
precipitation where G-P zones appear. A certain 
number of vacancies and dislocations can be 
produced by dissolution of precipitates and that 
can be a reason for decrease of the activation 
energy values during precipitation processes 
following up dissolution processes. Activation 
energy values of the CuAl2 precipitation about 
three times higher than those of precipitation of 
G-P zones was found by Thomson [7].The 
increase of the activation energy of the processes 
taking place above 300ºC is relevant to both 
experimental methods and is caused by diffusion 
inhibiting factors. The n values in the JMA 
equation are close 1.5 and they indicate that, in 
each of the analyzed processes, nucleation takes 
place in pre-existing nucleation sites. Those sites 
are: quenched in dislocations in the case of G-P 
zones, stable G-P zones which transform into Θ’’ 
for Θ’’, grain boundaries of solid solution α for 
CuAl2. Nucleation of CuAl2 at solid solution grain 
boundaries may indicate lack of dislocation in 
solid solution which could be suitable for 
nucleation, or very small number of dislocations. 
That can explain high activation energies of Θ’ 
dissolution and CuAl2 precipitation. 

6 Conclusion 

Dilatometric and quantitative metallography 
methods can be applied for analysis of grain 
growth of solid solution and dissolution of 
precipitates during saturation annealing of Al-
4.7% Cu alloy, where both processes overlap each 
other. 
- Activation energy values of grain growth and 
dissolution of precipitates in Al-4.7% Cu alloy 
were determined by quantitative metallography 
and dilatometric method. The values of the 
activation energy indicates that both processes 
depends on diffusion of Cu atoms in solid 
solution. The differences between values obtained 
by each method are small and acceptable. 
 - Both methods (dilatometric and DTA) can be 
applied for analysis of precipitation and 
dissolution processes during ageing of 
supersaturated Al-4.7% Cu alloys. 
- Activation energy values of precipitation 
processes in Al-4.7 % Cu alloy were determined 
by DTA and dilatometric methods. The 
differences between values obtained by each 
method are small and acceptable. Results obtained 
for precipitation of G-P zones and for precipitation 

of Θ” and Θ’ in principle comply with those 
obtained before by other authors.  
- Activation energies of precipitates dissolution 
were determined by DTA. Activation energy 
values obtained for dissolution of the G-P zones 
comply with those obtained before by other 
authors. 
In the case of dissolution of Θ’ and CuAl2   
precipitation the obtained activation energies were 
higher than the activation energy of diffusion of 
Cu in solid solution.  
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Abstract

A pressure correction algorithm has been developed for predicting two-phase incompressible flow with phase transi-
tion, caused by bulk evaporation/condensation. The algorithm is based on the Semi-Implicit Method for Pressure-Linked
Equations (SIMPLE), coupled with Energy of Fluid (EOF) procedure allowing for phase transition simulation. EOF uses
an energy fraction f indicating amount of a substance undergoing the phase transition. EOF is coupled with Volume of
Fluid method (VOF) allowing for indication of phasic regions in a computational domain. VOF uses a volumetric fraction
α, which assumes the values 1 and 0 for pure vapor and liquid regimes, respectively. A vapor-liquid interface is thus lo-
cated within the range (0 , 1) ofα. The VOF method belongs to a group of interface capturing procedures, which removes
the discontinuity between phasic regimes by a transition layer in space. This allows preserving numerical stability and
facilitates mass conservation in a system.

Keywords: Multiphase flow; Phase transition; Energy of fluid; Interface capturing; Heat transfer

1 Introduction

Multiphase flows play a huge role in many
branches of industry. They are usually accompanied
by a phase transition brought about by changing the
pressure - temperature circumstances existing in the
flow. A phase transition takes place when a flow
passes thermodynamically a saturation line, which
is a function of temperature and pressure. In case
of lower pressures the saturation temperature is also
low and saturation conditions are such that a phase
change can be observe at a room temperature. This
may occur in various kind of flow devices such as
pumps, in which vapor structures appear at the suc-
tion side of rotor blades. In this case one deals with
cavitation phenomena, for which pressure plays the
main role as a driving force of the phase transition.
Bulk evaporation or condensation also takes place in
energy production industry e.g. in nuclear reactors,

where fuel rods must be cooled by light water to en-
sure stability of the entire system. In this situation
the pressure of the flow remains approximately on
the same level and now temperature is the variable
that determines a phase change.

Ability of predicting numerically phase transition
opens the possibility to improve the design of the
mentioned industrial systems, potentially decreasing
costs of their operation and preventing from even-
tual damage or even destruction of the system. Since
the past decades researchers have developed various
methods of phase transition simulation, primarily for
the case of stratified fluids. In this paper the whole
domain is treated as a single field, which allows to
implement one set of Navier - Stokes equations for
both phases present in a flow.

The widely used phase transition model of Rayleigh
and Plesset considers the dynamics of a gaseous

825



Int. Conf. DSL-2005, Portugal

sphere surrounded by a liquid. A vapor bubble grows
or shrinks in a potential flow in accordance with the
equation:

R
d2R

dt2
+

3
2

(
dR

dt

)2

=
pv − p∞

ρl
, (1)

whereR represents the bubble radius,t time, ρl the
liquid density,pv the vapor pressure inside the bub-
ble (or pressure of saturation) andp∞ the pressure at
a point far away from the bubble (or ambience pres-
sure). In case of Eq. (1) the pressure difference is the
driving force of the phase transition rate, but utilizing
thermodynamical relations it may be easily expressed
in terms of temperature difference, see Ref. [1]. The
method, called ”bubble growth model”, may be cou-
pled with the Volume of Fluid (VOF) procedure Ref.
[2], which allows for evaluation of a volumetric phase
change rate and motion of the vapor structures in a
computational domain. However, the above model
needs additional user-controlled information in order
to determine boundary conditions, namely a num-
ber of spherical vapor structures in a control volume,
their initial distribution and size. These data can only
be obtained from experiments. However, there are
many technical barriers, which impede measurement
of the variables, see Ref. [3]. Thus, one usually as-
sumes a homogenous distribution of vapor bubbles
having equal initial radius, see Ref. [4], which may
substantially affect the result.
In order to overcome the obstacle the new method,
outlined in this paper, has been developed. The en-
ergy fractionf is used to determine an amount of
substance, which undergoes transition. The energy
fractionf originates from the definition of the inter-
nal energy of a flow in a state of thermodynamical
imbalance in a control volume:

e = CvlTsat + α∆e + Cvv (T − Tsat) , (2)

wheree denotes the specific internal energy,∆e la-
tent heat,Cv the specific heat of constant volume,
T is the temperature andα denotes volumetric vapor
fraction in a control volume. Subscriptsat indicates
a variable in the state of saturation and subscriptsl,
v indicate a physical property assigned to the liquid
and vapor phase, respectively. Once a system departs
from an equilibrium state a phase transition occurs.
The change of energy fraction is defined as:

δf =
Cvv (T − Tsat)

∆e
, (3)

whereδf represents the change off caused by the
phase transition. However, the transition (depended
on its direction) may occur only in the liquid part of a
control volume for evaporation and in the vapor part
for condensation:

δf =

{
αCvv(T−Tsat)

∆e T < Tsat

(1− α) Cvv(T−Tsat)
∆e T > Tsat.

(4)

The procedure named Energy of Fluid (EOF), see
Ref. [5, 6], do not consider single gaseous struc-
tures during the phase transition, thus has less user-
controlled variables necessary as initial conditions for
a calculation process, than a bubble growth method.
The EOF approach utilizes a complete set of Navier-
Stokes equations including shear stress and body
forces (e.g. gravitation). It also incorporates latent
heat, which is released or absorbed depending on
the phase transition direction and constitutes a heat
source in the energy equation.

2 Approach

The set of governing equations used for the
present simulations allows to carry out calculations
in 2D. For simplicity physical properties such as heat
conductivity and viscosity are assumed constant for
each phasic component of a flow. Due to the assumed
incompressibility of the phases, the densities of each
phase are constant. In the region of an interface the
physical properties originate from weighted contribu-
tions of the two phases, i.e.:

φ = (1− f)φl + fφv, (5)

whereφ denotes any physical variable.

2.1 Momentum
The momentum equations for a two-phase single

field flow in a two-dimensional Cartesian coordinate
system read:

∂

∂t

∫

Ω
ρu dΩ +

∫

∂Ω
ρu (~u.~n) dS =

−
∫

∂Ω
p (~n.~ex) dS +

∫

∂Ω
~τx.~n dS, (6)

∂

∂t

∫

Ω
ρv dΩ +

∫

∂Ω
ρv (~u.~n) dS =

−
∫

∂Ω
p (~n.~ey) dS +

∫

∂Ω
~τy.~n dS+

∫

Ω
ρg dΩ, (7)
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wherep denotes static pressure,g gravity accelera-
tion, ρ fuid density,u, v velocity components in x
and y directions, respectively,Ω volume of a con-
trol volume andτ represents the stress tensor. The
incompressibility assumption implies the phasic den-
sities to be thermally independent, thus temperature
variations exert no influence on buoyancy force. This
has been avoided by implementation of the Boussi-
nesq approximation for effect of density differences
in the gravity term of Eq. (7):

ρ = (1− f) ρ0l (1− βl (T − T0)) +
fρ0v (1− βv (T − T0)) , (8)

where the subscript0 denotes a reference value of the
variable andβ reads

βl,v = − 1
ρl,v

(
∂ρl,v

∂T

)
. (9)

2.2 Mass
The presented model treats a two phase flow as

one computational field, thus it uses one continuity
equation at every point in the domain. In two phase
regimes density is averaged and substituted in the
equation of mass conservation:

∂

∂t

∫

Ω
ρ dΩ +

∫

∂Ω
ρ (~u.~n) dS = 0, (10)

where~n is the control volume boundary normal, a
unitary vector pointing outwards andS denotes the
boundary surface bounding the control volume. The
right hand side of Eq. (10) remains equal to 0 regard-
less the occurrence of phase transition, thus mass in
a system is conserved and a two phase flow with av-
eraged density behaves as quasi-compressible. How-
ever, the continuity equation for each phasic compo-
nent of a flow reveals a source term at its right hand
side, what will be utilized for construction of a volu-
metric source in the transport equation of the volume
fractionα. The transport equation forα is necessary
for evaluation of the functionα in the computational
domain. Rearrangement of Eq. (10) leads to finding
the system divergence, whose integration yields the
phasic volumetric source:

∫

Ω

~∇.~u dΩ=−
∫

Ω

1
ρ

Dρ

Dt
dΩ=

∫

Ω

ρl−ρv

ρ

Dα

Dt
dΩ, (11)

where D
Dt denotes a substantial derivative.

2.3 Divergence
Following the above consideration leading to the

divergence expression, Eq. (11), one needs to model
the substantial derivative ofα. It is assumed that the
phase transition occurring within a time step is not
convected by a flow. Consequently, the substantial
derivative become an ordinary time derivative. Trans-
lation of Eq. (4) into a volumetric change, its dif-
ferentiation with respect to time and substitution in
Eq. (11) yields the volumetric divergence of a sys-
tem. This divergence allows for proper modelling the
spatial distribution of volume fraction (the transport
equation) and the stress term in the momentum equa-
tion. It also plays a role in updating the pressure and
fluxes distribution in the pressure-correction equation
and evaluates the amount of absorbed or released heat
originating from heat of vaporization present in the
energy equation.

2.4 Transport equation
We consider distribution of flow parameters in a

domain governed mainly by convection forces. Con-
sequently, the volume fractionα determining phasic
regimes, needs to be transported. Therefore it obeys
the convection equation derived from the continuity
formulation, Eq. (10):

∂

∂t

∫

Ω
α dΩ +

∫

∂Ω
α (~u.~n) dS =

∫

Ω

ρl − ρv

ρl

~∇.~u dΩ. (12)

The right hand side of Eq. (12) constitutes a source
of volume flux, which appears during a phase change.
The form of this term comes from consideration of
the continuity equation for a fluid mixture, Eq. (10),
and the mass conservation equation for a pure sub-
stance undergoing a transition, which possesses, op-
posite to Eq. (10), a source at its right hand side.
Combination of these two formulations yields the
mentioned term. One should pay attention to the con-
stant factor containing densities at the right hand side
of Eq. (12). In the process of phase change one ob-
tains a certain amount of vapor (in case of evapora-
tion), which originates from a portion of liquid of a
substantially smaller volume. Thus, the increment
of a vapor volume is defined as the difference be-
tween the volume of evaporated vapor and the orig-
inal volume of liquid. Due to the incompressibility
assumption of the scheme the relation between the
mentioned volumes is constant and controlled by the
ratio of liquid and vapor densities.
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Figure 1: Computational domain.

The VOF system treats a computational domain as
one field smearing an interface between vapor and
liquid. It helps to maintain numerical stability and
mass conservation on an acceptable level, but in-
fluences accuracy of phasic distribution and conse-
quently dynamics of the entire system. In order to
diminish the problem one has incorporated a special
numerical treatment of the convective term of Eq.
(12), which ensures high sharpness and a monotonic
contour of the interface. The key of the procedure is
proper assessment of theα value at each control vol-
ume boundary. This value is a function of a spatial
distribution of the volume fraction and is estimated
using a flux rate represented by the Courant number
of the computational cell. The method blends the two
procedures - Universal Limiter (ULTIMATE) and
Quadratic Upwind Interpolation Estimated (QUICK-
EST). Following the above consideration a normal-
ized facial value of̌αf is found based on the formula:

α̌UQ
f =




m

{
m

{
1, α̌D

cfl

}U
,m{1, qc}Q

}
,α̌D∈〈0, 1〉

α̌D, α̌D/∈〈0, 1〉,
(13)

wherem denotes the minimum function,

qc =
8cflα̌D + (1− cfl) (6α̌D + 3)

8
,

cfl is the Courant number anďα represents the nor-
malized value ofα defined by

α̌ =
α− αU

αA − αU
. (14)

Subscripts U, D and A indicate an upstream, donor
and acceptor cell, aligned next to each other ordered
from upstream to acceptor cell. The direction of
alignment is controlled by the flux direction. A nor-
malized α̌ value allows to determine a relation be-
tween theα gradient measured somewhere between
an acceptor and upstream cell, e.g. at a node of the
donor, and theα gradient between an acceptor and
upstream control volume. Following a donor cell nor-
malizedα̌D value the most proper method is chosen
(ULTIMATE or QUICKEST), which will determine
the facial value ofα̌f . For details of the approach
see Ref. [7, 8]. The described model has been de-
signed for a 1D system, for which the gradient direc-
tion coincides with the flux vector. For a 2D scheme
the entire procedure needs to be adopted. This has
been obtained by employing the Compressive Inter-
face Capturing Scheme for Arbitrary Meshes (CIC-
SAM). The scheme determines aγ factor based on
the angleθ between theα gradient direction and the
vector connecting the nodes of two adjacent control
volumes (for the uniform grid used in the test case il-
lustrated in the paper the connecting vector coincides
with a flux vector):

γ = MIN

{
cos (2θ) + 1

2
, 1

}
. (15)

Theγ factor delineates a contribution of ULTIMATE-
QUICKEST or single ULTIMATE procedures in the
evaluation of the normalized face value ofα̌f :

α̌f = γα̌U
f + (1− γ) α̌UQ

f . (16)

In case theθ angle is small the interface is nearly
orthogonal to the flux direction and one may rather
expect larger volume fraction gradients and conse-
quently aγ factor obtains higher values giving pri-
ority to the ULTIMATE method. In the opposite sit-
uation normalized facial values are assessed with a
greater contribution of ULTIMATE-QUICKEST, i.e.
in caseγ is close to 0, the QUICKEST procedure
plays a role. CICSAM has been described in detail
in Ref. [9].

2.5 Energy equation
The energy equation for the specific internal en-

ergy is for convenience expressed in terms of the tem-
perature. It has been simplified by the assumption
of constant and equal values of specific heat for both
phases. Using the definition of internal energy given
by Eq. (2) one formulates the expression for energy.
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However, the latent heat appearing in Eq. (2) needs
to be treated with care - it may not be a part of the
unsteady or convective term of the energy equation
as long as that it is not a heat influencing the temper-
ature, because it would cause unphysical jumps of the
temperature in a system. Consequently, the formula-
tion of energy reads:

∂

∂t

∫

Ω
ρCvT dΩ+

∫

∂Ω
ρCvT (~u.~n) dS =

=
∫

∂Ω
λ
(
~∇T

)
.~n dS+

∫

Ω

(
¯̄τ ~∇

)
.~u dΩ−∆eρv

∫

Ω

dα

dt
dΩ, (17)

whereλ denotes the heat conduction coefficient. The
last term at the right hand side of Eq. (17) incorporat-
ing the heat of vaporization represents a heat released
or absorbed during phase transition.

2.6 Closure relations
In order to complete modelling of the governing

equation set a closure relation needs to be established.
It relates the temperature of saturation to the static
pressure present in the control volume. The function
has been expressed by a simple Clausius-Clapeyron
equation, which reads

Tsat =
C

D − ln(p)
, (18)

whereC andD are constants. In spite of its simplic-
ity the relation gives values ofTsat with acceptable
small differences from experimental distribution, par-
ticularly within the range of pressures including the
normal boiling point.

3 Results

The test case carried out concerns simulating the
growth of bubble patches as the result of evaporation
occurring on the isothermal boundary in the computa-
tional domain. The boundary is located at the bottom
of the domain. The domain is the lower part of the
vessel filled by subcooled water. The 2D domain di-
mensions are 500x750[mm], the level of subcooling
amounts to 81.9[K] and wall superheating 400.09[K]
with the local temperature of saturation 375.06[K].
The isothermal boundary of the length 40.8[mm] has
been placed in the middle of the domain bottom. The
domain has been spatially discretized by the uniform
rectangular grid of 50x70 control volumes, Fig. 1.
The time step chosen for the calculations has been
set to the level of 1e-4[s]. The vapor structures appear

periodically, detach and undergo condensation in re-
gions of lower temperatures. A condensation process
shrinks a patch. The distribution of the volume frac-
tion illustrating a vapor structure movement is shown
on Fig. 2. The patches are convected upwards by
natural convection caused by buoyancy forces. They
carry higher temperature fields and leave a wake of
higher temperature behind, Fig. 3. This decreases the
rate of condensation and causes a longer life time of
subsequent vapor structures. The behavior of vapor
patches, their time and space propagation manifested
by their shape, as well as the distribution of other flow
parameters caused by the phase transition are in qual-
itative agreement with results of the experiments de-
scribed in Ref. [10].

t=1.3[s] t=1.5[s] t=1.7[s]

t=1.9[s] t=2.1[s] t=2.3[s]

t=2.5[s] t=2.7[s] t=2.9[s]

α: 0 0.02 0.04 0.06 0.08 0.1

Figure 2: Volume fractionα propagation (the set of
pictures is focused on the region of isothermal

boundary and zoomed).

4 Conclusions

A phase change involving liquid-vapor transition
is always three-dimensional in nature. The scheme
used for the present simulation is 2D and contains
some simplifications e.g. related to flow physical
properties, as mentioned in the text. Thus, one needs
to emphasize, that the result may not be quantitatively
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assessed, but only qualitative comparison with an ex-
periment is allowed. The EOF method assumes that a
phase transition reaction occurs up to the moment of
thermodynamical equilibrium manifested by an equal
value of the temperature in a control volume and the
local temperature of saturation. This fact indicates
that the method fails in predicting the rate of the re-
action. Thus, the vapor-liquid source represented by
Eq. (4) needs to be factorized in order to obtain a bet-
ter approach to real phenomena as well as to maintain
numerical stability. Consequently, the purpose of the
simulation, which has been performed in this work,
has been aimed at the assessment of the feasibility of
the method for solving problems with a phase transi-
tion. Though EOF avoids the need of user-controlled
input data associated with a bubble growth model,
lack of a relation with the phase change reaction time
is a disadvantage, which challenges a further effort to
overcome this weak point of the model. An idea is
to combine the EOF procedure and a bubble growth
approach, what will be the next step of this project.

t=1.3[s] t=1.5[s] t=1.7[s]

t=1.9[s] t=2.1[s] t=2.3[s]

t=2.5[s] t=2.7[s] t=2.9[s]

T[K]: 293 319.75 346.5 373.25 400

Figure 3: Temperature propagation (the set of
pictures is focused on the region of isothermal

boundary and zoomed).
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Abstract 
 

The diffusion coefficients of 32P and 67Cu in Pd42Cu28Ni10P20 alloy have been determined in a supercooled liquid 
state from 573 to 615 K using a serial sputter-microsectioning technique.  The diffusion coefficient of 32P in the 
alloy is found to be two orders of magnitude smaller than that of 67Cu.  The small diffusivity of P in comparison 
with that of Cu is not explained by the size dependence of self-diffusion coefficients in the alloy.  This suggests that 
the local chemical interaction around P is more important for the P diffusion than the atomic radius.  
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1 Introduction 

Pd-Cu-Ni-P bulk metallic glass has an 
exceptional glass-formability and shows a large 
supercooled-liquid region of about 100 K[1, 2].  
Since the bulk metallic glass is in 
thermodynamically metastable state, it undergoes 
various rearrangement processes such as structural 
relaxation, phase separation and crystallization as 
a result of diffusion of constituent elements when 
temperature rises[3, 4].  Therefore, diffusion study 
is critical to understand and control the phase 
stability.  

Self-diffusion of Ni[5] and P[6], impurity 
diffusion of Co[7-9], and interdiffusion[10] have 
been studied in the Pd-Cu-Ni-P bulk metallic 
glasses.  The most detailed diffusion study in the 
Pd-Cu-Ni-P glass has been carried out by Faupel's 
group[7-9].   The impurity diffusion of Co and the 
isotope effect of Co diffusion have been 
determined in the liquid, supercooled liquid and 
glassy states.  According to them, the diffusion of 
Co in the supercooled liquid and glassy states 
occurs via highly collective hopping process.  
However, the diffusion coefficient of Co[7] in the 
Pd40Cu30Ni10P20 alloy is about one order of 
magnitude smaller than that of Ni[5].  This 
suggests that the impurity diffusion of Co does not 
represent the self-diffusion of Ni.  In order to 
elucidate the diffusion mechanism in the Pd-Cu-
Ni-P bulk metallic glass, experimental data on 
self-diffusion of both metal and metalloid 
elements in the supercooled liquid state is 
essential.  In the present work, the self-diffusion 

of P and Cu in the Pd-Cu-Ni-P bulk metallic glass 
was studied. 
 
2 Experimental procedure 

Starting materials were Pd (99.95 mass%), Cu 
(99.9999 mass%), Ni (99.97 mass%) and P 
(99.9999 mass%).  Cu and Ni were chemically 
polished.  Pd60P40 alloy was melted in a SiO2 tube.  
Pd42Cu28Ni10P20 alloy was induction-melted in a 
SiO2 tube and cast into a Cu cold crucible under 
argon atmosphere.  The rod was cut into disc 
specimens having 1 mm in thickness.  The flat 
face of the specimens was ground on abrasive 
papers and carefully polished using diamond 
pastes. 

The radioisotope 32P (β-ray 1.711MeV: half-
life 14.26days) in the form of chloride in a 1 k 
mol ⋅m−3  hydrochloric solution was purchased.  
On the other hand, the radioisotope 67Cu (γ-ray 
0.185MeV: half-life 2.58days) was produced by 
68Zn(γ,p)67Cu reaction with a linear electron 
accelerator in Tohoku University. Target material 
(natZn) and radioactive impurities produced as by-
products were chemically separated by a solvent 
extraction method and an anion exchange method.   
The radioisotopes were electroplated onto the 
mirror-like surface of the specimen from the 
solutions.  The specimens surrounded by a 
zirconium foil were held at temperatures in the 
range from 573 to 615 K for 1.8-9.0 ks under a 
pressure lower than 10-5 Pa.   

A serial ion-beam sputter-microsectioning 
technique was employed to measure the 

831



 
Int. Conf. DSL-2005, Portugal 

penetration profiles of 32P and 67Cu.  Details of the 
method were described elsewhere[11].  For each 
specimen 20-40 successive sections were 
sputtered.  The intensity of the β-rays from each 
section was measured by a plastic scintillation 
detector in conjunction with a 1024-channel pulse-
height analyzer.  On the other hand, the intensity 
of the γ-rays was measured by a well-type Tl-
activated NaI scintillation detector. 
 
3 Results and discussion 

Experimental results were analyzed using the 
solution of Fick's second law for one-dimensional 
volume diffusion of a tracer from an 
infinitesimally thin surface layer into a sufficiently 
long rod, 

 

I (x,t) ∝C(x,t) = M

πDt
exp

−x 2

4Dt

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟  (1) 

 
where I(x,t) and C(x,t) are the intensity of the 
radioactivity and the concentration, respectively, 
of the tracer at a distance x from the original 
surface after a diffusion time t; D is the volume 
diffusion coefficient of the tracer; and M is the 

total amount of the tracer deposited on the surface 
before the diffusion. 

Figure 1 shows the typical plots of lnI(x,t) vs. 
x2 for the diffusion of 32P in the Pd42Cu28Ni10P20 
alloy.  The linear portion follows the Fick's second 
law.  Thus the volume diffusion can be analyzed 
using Eq. (1).  Figure 2 shows the Ahhrenius plot 
of DP

*  and DCu
*  determined in the alloy together 

with DP
*  determined in the Pd43Cu27Ni10P20 alloy 

by Rätzke et al.[6] and DNi
*  determined in the 

Pd40Cu30Ni10P20 alloy by Nakajima et al.[5].  The 
diffusion coefficients of 32P in the Pd42Cu28Ni10P20 
glass in the supercooled liquid state is 
approximately equivalent to that reported in the 
Pd43Cu27Ni10P20 by Rätzke et al.[6], suggesting 
that a small deviation in composition of the Pd-
Cu-Ni-P glass does not largely affect the P 
diffusion.  On the other hand, the value of DP

*  in 
the Pd42Cu28Ni10P20 glass is two orders of 
magnitude smaller than that of DCu

* .  Furthermore, 
the value of DCu

*  is the same order of that of DNi
*  

at the corresponding temperature.  This suggests 
that the diffusion of P which is a metalloid 
element is largely different from those of metal 
elements in the alloy. 

Figure 1: Plots of ln I(x,t) vs. x2 for diffusion of 32P 
in supercooled liquid state of Pd42Cu28Ni10P20 glass. 

Figure 2: Temperature dependence of self-
diffusion coefficients of P and Cu determined in 
Pd42Cu28Ni10P20 glass in comparison with that of 
P in Pd43Cu27Ni10P20 glass and that of Ni in 
Pd40Cu30Ni10P20 glass. 
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To discuss the slow diffusion of P in the 
Pd42Cu28Ni10P20 bulk metallic glass, we compare 
this result with the previous diffusion data in 
metallic glasses.  Diffusion behaviour in 
conventional amorphous alloys has been attributed 
to the size dependence; smaller atoms diffuse 
faster than larger ones.  This dependence has been 
mainly discussed for impurity diffusion in the 
amorphous alloys[3, 12, 13].  However, there are 
numbers of exceptions from the rule.  To simplify 
the situation, we compare our result with the self-
diffusion data reported in the literature.   

Diffusion coefficients of more than two 
constituent elements have been determined in the 
Fe-Zr[14], Co-Zr[15-17] and Zr-Ti-Cu-Ni-Be[18, 
19] (metal-metal type) glasses and the Fe-Ni-B 
[20-22], Fe-Ni-P-B[23, 24] and Pd-Cu-Ni-P[5, 6] 
(metal-metalloid type) glasses.  The sizes of 
constituent atoms in the metal-metal type glass are 
compared on the basis of their metallic radii for a 
coordination number CN of 12 [25].  In the Fe-Zr 
and Co-Zr conventional amorphous alloys, the 
diffusion of Zr[14, 17] whose atomic radius r is 
0.1602 nm is slower than the diffusion of Fe[14] 
(rFe = 0.1274 nm) and Co[15] (rCo = 0.1252 nm), 
respectively.  Furthermore, in the 
Zr46.7Ti8.3Cu7.5Ni10Be27.5 bulk metallic glass (Vit4), 
the Be atoms with the smallest size (rBe = 0.1128 
nm) has the highest diffusion rates followed by 
those of Ni (rNi = 0.1246 nm) and Zr.  The self-
diffusion coefficient decreases with increasing in 
the atomic radius of the constituent element.  
These results suggest that the size dependence of 
D holds in both conventional and bulk metal-
metal type glasses.   

In the metal-metalloid type glasses, both the 
metallic radius for a coordination number of 12 
and the covalent radius [25] are considered for the 
comparison.  In the Fe-Ni-B system, the diffusion 
coefficient of small B atoms[20] (rB = 0.098 nm 
for CN 12 and 0.08 nm for covalent bond) is two 
orders of magnitude larger than the diffusion 
coefficients of larger Ni [21] (rNi = 0.1246 nm) 
and Fe[22] (rFe = 0.1274 nm) atoms, suggesting 
that the size dependence holds also in this system.  
On the other hand, in the Fe-Ni-P-B system, the 
diffusion coefficient of P (rP = 0.128 nm for CN 
12 and 0.11 nm for covalent bond) is smaller than 
that of Fe[24] (rFe = 0.1274 nm).  Since the 
diffusion coefficient of P dose not obey the 
Arrhenius law [23], the reliability of the diffusion 
data of P is questioned.  However, this implies 

that the diffusion behavior of P is different from 
the other metalloid element such as B.   

The diffusion coefficients of P and Cu 
determined in the present work and the diffusion 
coefficient of Ni[5] determined by Nakajima et al. 
at 580 ± 3 K are plotted against atomic radii and 
shown in Fig. 3.  The same order of diffusion 
coefficients for Cu and Ni is attributed to the close 
atomic radii between them (rCu = 0.1278 nm and 
rNi = 0.1246 nm).  This is the same trend observed 
in the Fe-Ni-B conventional amorphous alloy[21, 
22] and in the Zr-Ti-Cu-Ni-Be bulk metallic 
glass[18, 19].  On the other hand, the diffusion 
coefficient of P is about two orders of magnitude 
smaller than that of Cu, although the atomic radius 
of P for CN 12 (rP = 0.128 nm) and covalent 
radius (rP = 0.11 nm) are equivalent to and smaller 
than that of Cu, respectively.  The small 
diffusivity of P is not explained by the size 
dependence of self-diffusion coefficients in the 
alloy.  This suggests that the local chemical 
interaction around P, that is, strong covalent bond 
of P, is more important for the P diffusion than the 
size dependence of constituent elements in the 
alloy. 
 
4 Conclusions 
 The diffusion coefficients of 32P and 67Cu in 
Pd42Cu28Ni10P20 alloy have been determined in the 
supercooled liquid state from 573 to 615 K using a 
serial sputter-microsectioning technique.  The 
diffusion coefficient of 32P in the Pd42Cu28Ni10P20 
glass is approximately equivalent to that reported 
in the Pd43Cu27Ni10P20 by Rätzke et al., suggesting 

Figure 3: Plot of self-diffusion coefficients of Cu, 
Ni and P at 580 K in Pd-Cu-Ni-P glass vs. atomic 
and covalent radii. 
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that a small deviation in composition of the Pd-
Cu-Ni-P glass does not largely affect the P 
diffusion.  The diffusion coefficient of P in the 
alloy is two orders of magnitude smaller than that 
of Cu.  The small diffusivity of P is not explained 
by the size dependence of self-diffusion 
coefficients in the alloy but by the strong covalent 
bond of P. 
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Abstract 
 

The mode of light diffraction and minimal periodicity are evaluated for graded index diffraction gratings formed 
in glasses with ion exchange technique. Spontaneous thermal ion exchange can be used only for the formation of 
gratings demonstrating Raman-Nath mode of light diffraction. Electrically stimulated ion exchange can be applied 
for the formation of gratings diffracting ~60-80 % of incident light in one diffraction order, however thick diffraction 
gratings with high angular selectivity can hardly be formed. The relation of glass parameters, the temperature of ion 
exchange processing and driving electrical field with grating periodicity and the depth of phase modulation is 
evaluated as well as the magnitude of field, which can be applied to stimulate ion exchange. 

 
Keywords: Diffusion in amorphous materials; Glasses; Ion exchange; Diffraction gratings; Bragg; Modeling 

 

 
1 Introduction 
 
 Ion-exchange technique has recently been 

implemented in diffractive optics for the formation 
of periodical phase profiles in glasses [1,2], and the 
applications of the structures of this kind were 
reported [3]. Here approximately linear dependence 
of induced index variation on the concentration of 
dopants [4] allows to model optical profiles of ion 
exchange structures using Fick's equations. The 
interest in the ion-exchanged structures is due to a 
possibility to have optical elements with flat 
surfaces, which are more stable comparatively to 
etched periodical structures, and they can be used for 
the construction of stacked optical systems. Most of 
applications need high (> 250 mm-1) periodicity and 
deep, at least ϕ = π/2, phase modulation ϕ of light 
by the diffractive elements since it is necessary to 
provide preferable (about 80-90 %) diffraction in the 
first diffraction order. One more topic of interest is 
the formation of thick diffraction gratings, which 
can provide high angular and spectral selectivity of 
diffraction in a single order (Bragg mode of 
diffraction) and 100 % effectivity of diffraction [5]. 
That is why the evaluation of periodicity available 

for ion-exchanged structures with deep phase 
modulation is actual.  

 
2 Basics of existing theory 
 
Ion exchange originates from two types of force. 

The first is due to the concentration gradient of ions, 
and it leads to the ion flux JD proportional to the 
gradient of concentration C and diffusion coefficient 
D. The second force is due to the external electric 
field E, and the ion flux JE is proportional to the ionic 
mobility μ, the field magnitude, and the concentration 
of ions. In accordance with the relation of Nernst-
Einstein modified by Haven ratio [6], diffusion 
coefficient D and ionic mobility μ are connected as 

 

HkT
eD

=μ                                (1) 

 
where e – charge of electron, k – Boltzman 
coefficient, T – absolute temperature and H – Haven 
ratio, the coefficient, which takes H = 1 for ideal gas 
systems and can take values between 0.1 and 1 for 
glasses [6]. Let us consider ion exchange in glass 
where two types of ions participate in the diffusion 

835



Int. Conf. DSL-2005, Portugal 

process – incoming ions a and outcoming b. In this 
case inserting total ion flux J = JD + JE into the 
continuity equation results in interdiffusion 
equation [6]: 
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0

0
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J
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,          (2) 

 
where t is the time of diffusion, C0 is the initial 
concentration of b-type ions in glass, C = Ca/C0, J0 
is the total ionic flux, J0 = Ja + Jb, Da and Db are 
the diffusion coefficients of a-type and b-type ions, 
respectively, and β = 1-Da/Db. Generally both β 
and the diffusion coefficients Da and Db depend on 
concentration, and equation (2) is nonlinear. But 
for rough estimation one can neglect the 
nonlinearity of diffusion, and further consider the 
diffusion coefficients to be constant. Moreover, if 
the radii of a- and b-ions are close, we can assume 
that Da = Db = D, and β = 0. Under these two 
assumptions equation (2) takes the following form 
[6]: 
 

CCD
t
C

∇−∇=
∂
∂ Eμ2 .                 (3) 

 
This equation is to be completed with the initial 
and boundary conditions. In the case of planar ion 
exchange from molten salt to a glass substrate and 
E parallel to x, the initial and boundary conditions 
are 
 

0)0,(;0),(;),0( 0 ==∞= xCtCCtC a ,      (4) 
 

where we denote the glass surface by x=0. 
Diffusion equation (3) with boundary conditions 
(4) has an analytical solution, that is [7] 
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If the diffusion is nonlinear, for rough estimations 
one can take as D the effective diffusion 
coefficient, i.e. the coefficient which provides 
closest complimentary error-function 
approximation of (5) in case E = 0 [8]. For the 
formation of a graded-index diffraction grating in 

glass a mask with periodic openings should be 
applied to the glass surface (see Fig. 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The geometry of the formation of 
diffractive grating with ion exchange technique. 

 
Equation (3) with corresponding boundary 
conditions can be solved numerically with the use of 
finite-difference scheme [9]. This solution will 
describe spatial distribution of the variation of 
refractive index Δn(x,y), for Δn~C. Periodical 
distribution of Δn(x,y) forms graded index 
diffraction grating embedded in the glass. This 
grating diffracts incident light the same way as a 
hologram or acoustic wave, propagating in a 
photoelastic medium, and the mode of this 
diffraction depends on the value of Bragg parameter 
α [5]: 

 

2Λ
=

n
Lxoλ

α                           (6)  

 
Here λo is vacuum wavelength of light, Lx is the 
thickness of the grating, and n is average index of 
media refraction. Further in calculations we will take 
the diffusion depth as the grating thickness. Situation 
α << 1 corresponds to Raman-Nath mode of 
diffraction. This mode has no angular selectivity, and 
multiple diffraction orders appear. The efficiency of 
the diffraction in nth order is [5] 
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where Ii is the intensity of incident light, In is the 
intensity of nth diffraction order, n = 0 corresponds to 
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non-diffracted light, Jn – nth Bessel function, and ϕ 
is phase modulation, i.e. the amplitude of phase 
ψ(y) gained by the index variation: 
 

))(min)((max(
2
1,),(2)(

00

yydxyxny ψψϕ
λ
πψ −=Δ= ∫

∞

(7) 

 
Maximal efficiency of Raman-Nath diffraction can 
be reached in ±1st diffraction orders, and it can not 
exceed ~33.9%, for max(J1)=0.582.  

If α >> 1, angular selective Bragg diffraction 
mode takes place: incident light diffracts only if it 
falls at the grating surface (plane x = 0) at the angle 
θ/2 = λo/(2Λ). In the case of Bragg diffraction the 
efficiency of the single (first) diffraction order 

)(sin2
1 ϕη = , and )(cos2 ϕη =o . Bragg diffraction 

mode can provide up to 100% diffraction 
efficiency. The case of α ~ 1, that is intermediate 
diffraction mode, gives several diffraction orders, 
and angular selectivity is much worse than that in 
Bragg diffraction mode. The maximal diffraction 
efficiency is between ones for Raman-Nath and 
Bragg modes. This mode requires numerical 
calculations of the diffraction efficiency, which 
can reach up to 60-80 % for α ~ 1.  
 
3 Discussion 
 
3.1 Thermal ion exchange 
Thermal ion-exchange can not be treated as the 
technique to produce effective highly periodical 
gratings because isotropic motion of ions in glass 
is approximately the same in normal (x) and 
tangential (y) directions, i.e. effective lengths of 
diffusion Lx (depth) and Ly (lateral) are equal, Lx ~ 
Ly. In case we take as effective length of diffusion 
the distance where the dopant concentration drops 
down to 5% of the concentration at the surface, in 
accordance with (5) we have Lx~ 3(Dt)1/2 - see 
Figure 2. If we took into account approximately 
triangle profile of the dopant concentration in 
depth, the phase modulation φ at the middle of the 
mask gap can be written as 
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For relatively high index variation Δn0 ~ 0.1 induced 
by ion exchange (this corresponds to the case of 
silver-sodium exchange in the glasses good for ion-
exchange processing) and wavelengths of light in 
visible range, λo ~ 0.5 μm, the phase modulation φ = 
π/2 corresponds to ~5 microns of light propagation 
in the region with index increase, or to the effective 
diffusion depth Lx ~ 5 μm. For effective diffraction 
of the grating having equal gap and the distance 
between gaps (Fig. 1) the period Λ of the structure 
must about 4 times exceed the value of Lx, Λ ∼ 4Ly 

∼ 4Lx. If the grating period is less than 4Lx, the 
diffraction efficiency in the first order drops since 
lateral diffusion flows overlap, and effective index 
variation goes down. This gives us evaluation Λ > 20 
μm for π/2-phase modulating periodical structures 
formed with thermal ion exchange.  

 Figure 2: Index profile for thermal and 
electrically-stimulated ion exchange plotted 

according to Eq. (5). 
 

The evaluation of Bragg parameter α of the 
diffraction grating according to (6) gives 
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(we took n ~ 1.5 for glasses, and Lx ~ 5 microns), 
while for thick gratings α >> 1 is necessary. In the 
case of diffusion mask having narrow openings we 
have Λ ∼ 2Ly ∼ 2Lx. Even in this situation we have 
α ∼ 0.1/Lx. Double increase in index variation, Δn0 ~ 
0.2, could allow double decrease in Lx and provides 
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π/2 phase modulation for Lx ~ 2.5 microns. 
Anyway we have α << 1 This means that thick 
gratings can not be made with thermal ion 
exchange, and even the gratings demonstrating 
intermediate (α ∼ 0.5−1) mode of diffraction can 
hardly be formed. Thus, thermal ion exchange 
technique ought to be used mainly for the 
formation of graded index diffraction gratings 
without angular selectivity and with multiple 
orders of diffraction corresponding to Raman-Nath 
diffraction mode. 
 
3.2 Field-assisted ion exchange 

To make effective gratings with higher 
periodicity and/or higher value of parameter α it is 
necessary to provide essential anisotropy of the 
motion of ions in the glass, or, the same, to 
provide Lx >> Ly. For this it is natural to apply 
electric voltage and to use field-stimulated drift of 
ions in x direction (depth) as it was proposed by 
Izawa and Nakogame in 1972 [10] for the 
formation of optical waveguides. In the case of 
strong electric field E the depth of the diffusion Lx 
can be evaluated as Lx ~ μEt, where μ is effective 
value of ionic mobility of the dopant ions, and t – 
time of the processing (Fig.2). At the same time, 
for lateral motion of ions we still have 
approximately the same length Ly ~ 3(Dt)1/2, which 
we had for thermal ion exchange. Using Eq.(1), 
we can, principally, evaluate the value of electric 
field, which provides given periodicity Λ of the 
structure with π/2 phase modulation. In the case of 
field-stimulated diffusion we have approximately 
step profile of dopant concentration and phase 
shift φ ~ 2πΔnLx/λο. Thus, taking together 
relations Λ ~ 4L y~ 12(Dt)1/2, π = 2πΔnLx/λο, and 
Lx ~ μEt, leads to the relation of Λ and E: 

 

nEe
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nEe
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Δ
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Δ
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For values of T ~ 600K, Δn ~ 0.1 and H ~ 0.5 we 
have Ε (in V/μm) ∼ 9/Λ2(in microns). This means 
that 2 μm period could be provided by applying 
electrical field about 2.25 V/μm or, the same, 2250 
V/mm, and for 1 μm period it must be about 9000 
V/mm. These values are out of practical reasons, at 
least due to possible electrical breakdown.  

Figure 3: Numerical calculations of maximal phase 
modulation for thermal and field assisted ion 

exchange. The influence of Haven ratio is shown in 
the insertion. 

 
Double increase in Δn allows double decrease of 
electric field for given grating periodicity, and, in 
this case, applying electrical field of 1000 V/mm 
could be used to the formation of gratings having 1.5 
μm periodicity. In ion exchange through the mask 
additional ionic flows arising due to the influence of 
mask potential are supposedly increasing the 
necessary field value. Moreover, in the case of 
strongly nonlinear diffusion, effective value of μ can 
also go down due to the influence of local charges 
inducing electrical field slowing the drift. From 
general point of view it is evident that using glasses 
with lower value of Haven ratio (see Fig. 3) as well 
as lower temperatures of processing and higher 
index variation are preferable in spite of increasing 
necessary processing time.  

The anisotropy of ionic motion can be evaluated 
using the relation 
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Here Λ ~ 4Ly, for this eliminates overlapping of 
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stimulated diffusion one can write for Bragg 
parameter α: 
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 (for H=0.5 and T=600K). 
 

Here E is in V/μm. The evaluation of E for 
α >> 1 (the case of thick grating) gives us E >> 
10000 V/mm. This value is independent on the 
diffusion constant, and it looks over practical limits 
as well. Additional factors, like mentioned above 
the influence of mask potential, could even 
increase the magnitude of necessary field. Using 
masks with narrow windows could allow four-
times increasing of α, but even this can not provide 
α >> 1. This means that the formation of thick 
graded index diffraction gratings by electrically 
stimulated ion exchange is also hardly possible. 
Nevertheless periodical structures with α ~ 0.1-0.2, 
which can diffract 60-80 % of incident light in one 
diffraction order, could be formed (see Fig. 4).  

Figure 4: Numerically calculated time 
dependence of phase modulation and Bragg 

parameter for 4μm-period grating formed by field-
assisted ion exchange. Applied field E = 0.4/μm, 

Haven ratio H = 0.5. 
 

Practical value of E is additionally limited just 
due to the resistive heating of glasses by ionic 
current, which induces local increase of ionic 
conductivity. Small non-uniformities of the 
conductivity could induce non-uniformities of 
ionic current, and this leads to the increase in local 
conductivity and, finally, to avalanche process, 

local overheating and glass destruction. The glass 
sample can also be destroyed due to stresses arising 
under non-uniform thermal expansion. According to 
our experience reasonable value of electrical power 
P, which can be scattered in the glass sample without 
the sample damage is about several watts per square 
centimeter of the glass substrate under processing. 
We can write P/S = jEd < 10 W, where j is the 
density of ionic current (j = I/S, I – current), d – 
thickness of the glass sample and S – area of the 
sample surface under processing. Since j = μEC0e, 
where C0 is the concentration of alkaline ions in the 
glass, the substitution of μ  gives us the evaluation of 
possible driving field: 
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The concentration C0 of alkalines in glasses 

aimed for ion exchange must be about 1022cm-3 to 
provide necessary high index increase, Δn~0.1. 
Taking typical thickness d ~ 1 mm we have 
evaluation for Emax value: Emax (in V/mm) < 4·10-5/ 
(D, in m2/s)-1/2. For glasses with D ~ 10-14 m2/ s [11] 
at 300 C the evaluation gives Emax ~ 400 V/mm. For 
glasses with lower diffusion coefficient, like most 
industrial glasses, this value is higher. However even 
1000 V/mm, that is high for ion exchange 
processing, is too low for the formation of thick 
gratings (α >> 1), but the diffractive structures, 
which provide π/2 phase modulation and periodicity 
of several microns as well as the mode of diffraction 
corresponding to 1≤α  and ~ 80 % efficiency of the 
diffraction can be formed. The recommendation for 
producing deep diffractive structures could be only 
decreasing temperature and, such manner, diffusion 
coefficient D, and corresponding increasing the 
duration of the processing. Besides, the same 
recommendation can be applied to the formation of 
buried channel optical waveguides if minimal 
transformation of index profile formed in these 
waveguides before burying is required. 
  
4 Conclusion 
 

Thermal ion exchange technique ought to be 
used mainly for the formation of graded index 
diffraction gratings without angular selectivity and 
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with multiple orders of diffraction corresponding 
to Raman-Nath diffraction mode. High (more than 
π/2) phase modulation by such gratings can be 
provided only in the case of low periodicity, that is 
more than 20 microns for ion exchange induced 
index variation Δn ~ 0.1. For higher Δn the 
periodicity can be decreased in inverse proportion. 
The periodicity of ion-exchanged diffraction 
gratings can be decreased if electrical field 
stimulated ion exchange is used. In this case the 
grating period drops with Haven ratio decrease and 
the field increase. That is why glasses with lower 
Haven ratio and lower diffusion coefficient of 
penetrating ions, which provides prevailing ion 
drift over thermal diffusion, should be preferably 
used. For H = 0.5 and Δn ~ 0.2 applying electrical 
field of 500 V/mm could provide the grating period 
~2 microns. This magnitude of the field is close to 
the critical value, which can induce the damage of 
the glass substrate in the case of field stimulated 
ion exchange. The prospective of the formation of 
highly angular selective thick diffraction gratings 
by electrically assisted ion exchange is doubtful 
since necessary electric field exceeds reasonable 
value of driving field for stimulated ion exchange 
by order of magnitude. The formation of 
diffractive structures providing high efficiency in 
the first diffraction order is real in the case of 
graded index diffractive gratings with periodicity 
in the range of several microns. 
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Abstract 
 

The quality of metallic materials depends on their composition and structure and these are determined by 
various physico-chemical and technological factors. To effectively prepare materials with required composition, 
structure and properties is necessary to carry out research in two parallel  directions:  
1. Comprehensive analysis of thermodynamics, kinetics and mechanisms of the processes taking place at the solid-
liquid-gaseous phase interface during welding processes; 
2. Development of mathematical models of the specific welding technologies.   
We have developed unique method of mathematical modeling of phase interaction at high temperatures. This 
method allows us to build models taking into account: thermodynamic characteristics of the processes, influence of 
the initial composition and temperature on the equilibrium state of the reactions, kinetics of heterogeneous 
processes, influence of the temperature, composition,   hydrodynamic and thermal factors on the velocity of the 
chemical and diffusion processes.      The model can be implemented in optimization of various technological 
processes in welding, surfacing, casting as well as in manufacturing of steels and non-ferrous alloys, materials 
refining, alloying with special additives, removing of non-metallic inclusions.   

 
Keywords: Mathematical modelling, Phase transformations 

 

 
1 Introduction 

 
The development of new flux-cored 

compositions is the topical area in the current 
research, especially when we consider such 
problems as the welding of special-purpose steels 
and alloys, built-up layers with special properties, 
or specific maintenance works. The brief review 
of currently existing calculation techniques for 
flux-cored compositions demonstrates that they 
are based on the experimentally deduced 
dependence which allows to calculate the 
chemical composition of built-up metal (weld 
metal) using so called transition coefficients [1] 
or assimilation coefficients [2] In some cases the 
attempt is made to take into consideration some 
redox reactions in the welding zone (on molten 
metal-slag boundary in the welding pool) [1,3]. 
Usually, however, the composition of built-up 
metal (weld metal) is calculated using the mixture 
method without taking into consideration 
physico-chemical processes in the welding pool 
[4]. This approach can be appropriate in order to 
forecast the chemical composition of built-up 
metal (weld metal) or to calculate electrode 

coating for the welding of low-alloy steel and 
carbon steel, but leads to erroneous results for 
high-alloy steel and alloys or for built-up layers 
with special properties. In the latter case the 
considerable amount of experimental work can be 
required in order to develop the new composition 
of electrode coating which can take months or 
even years. 

During the last decade both the increasing 
potential and the availability of personal 
computers opened new possibilities for the 
solution of the above-mentioned problems, and 
along with it we can consider the computer 
modeling of physico-chemical processes in the 
reaction zone connected with technological 
parameters of the welding process. Computer 
modeling used now for industrial chemical 
processes study and for the analysis of real 
technologies allows us to decrease the amount of 
time and the amount of labor needed for the 
research, as well as makes it possible to carry out 
experiments which cannot be performed or can be 
performed only with great difficulty on a real 
object. The development of computer technology 
and its accessibility have made it possible to 
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solve problems for which there were previously 
no known methods of solution or these methods 
were so tedious that they proved to be unsuitable 
for the practical application. Computer approach 
is especially valid for physico-chemical processes 
since their complexity stems from the 
simultaneous occurrence of a considerable 
number of physical and chemical processes 
involving liquid, solid, and gas phases, as well as 
the high temperatures, the complex character of 
the hydrodynamic and heat fluxes, and the 
nonstationary nature of the processes. This 
complexity is manifested in the large number of 
parameters determining the course of the 
processes and in the fact that the variation of a 
few parameters causes the variation of many 
others. Such complex physico-chemical objects 
are studied by constructing models, i.e., 
simplifying systems, which reflect the most 
significant aspects of the object under 
consideration. 

 
 

 2 Computer Modeling as an Up-to-date 
Approach to New Welding Materials 
Development 

 
One of the most promising directions of 

physico-chemical objects computer modeling is 
the usage of these models for welding 
technologies analysis which is represented in [5-
33]. The first stage of these modeling is generally 
thermodynamic models construction. This stage 
is very important both for ascertaining the 
fundamental possibility of the combined 
occurrence of particular chemical processes and 
for listing the most important thermodynamic 
characteristics. If the rates of the chemical 
reactions are sufficiently high, the composition of 
the reactant mixture at the outlet of the chemical 
reactor should be fairly close to the equilibrium 
composition and can be found by thermodynamic 
methods. There are several approaches to the 
creation of thermodynamic models. They include 
the employment of polymer theory to model 
complex multicomponent systems, modeling for 
the purpose of constructing phase diagrams, the 
construction of statistical thermodynamic models, 
the determination of the enthalpy and other 
thermal characteristics, the modeling of melting 
processes and structure-building processes. 

When there are no or only few theoretical data 
on the process being modeled, the mathematical 

description can take the form of a system of 
empirical equations obtained from a statistical 
study of the real process. A correlation between 
the input and output parameters of the object is 
established as a result of such a study. Naturally, 
the employment of statistical models is restricted 
by the width of the range of variation of the 
parameters studied. 

In recent years mathematical modeling has 
been applied not only to the investigation of 
theoretical aspects of physicochemical processes, 
but also to the analysis of actual technologies. 

The areas of the prediction and optimization 
of the composition and properties of materials 
obtained in different technological processes are 
especially promising [5-8,21,24-33]. Some of the 
results were obtained from the modeling of the 
process of the formation of a weld pool [5,30], 
from the modeling of metal transfer [28,31,32] 
and weld metal transformations [22,23,27,30], 
and from the modeling of temperature 
distribution [25] and electrode melting [24], from 
metallurgical modeling of the welding [11,26] 
and diffusion-controlled kinetics of metallurgical 
processes [6,20,2]. 

Important results were obtained from the 
studies of the physical and chemical parameters 
of welding processes [20] and development of 
kinetic model of  alloy transfer [21]. 

By determining the chemical composition of 
the weld metal researchers have developed  the 
kinetic model [21]. Basing on this model the 
authors described the transfer of alloying 
elements between the slag and the metal during 
flux-shielded welding. The model also takes into 
consideration the practical welding process 
parameters such as voltage, current, travel speed, 
and weld preparation geometry. The model was 
tested experimentally for transfer Mn, Si, Cr, P, 
Ni, Cu, and Mo. 

In our opinion the problem of modeling 
complex objects with consideration of the 
kinetics of the chemical processes occurring them 
is more complicated. This applies both to 
diffusion processes [21] and especially to the 
analysis of the kinetics of complicated 
heterogeneous reactions. 

A more complete, adequate description of 
actual chemical processes requires the 
construction of a mathematical model which 
takes into account the diffusion of all the 
components in the complex multicomponent 
system, the kinetics and mechanism of the 
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individual chemical reactions, the special features 
of their simultaneous occurrence, and the 
influence of heat transfer and the hydrodynamics, 
as well as the influence of the engineering 
parameters and other factors. There is presently a 
large amount of experimental and theoretical 
data, which make it possible to solve such 
problems. 

The present research is also intended to be 
devoted to the development of mathematical 
models of such a type on the basis of a new 
method for the kinetic analysis of reactions in 
multicomponent systems. 

 The main problem which the technologies 
cited solve is the production of deposited metal 
(welds, coatings, etc.) with a required 
composition and assigned properties. At present 
time, these problems are generally solved 
empirically, i.e., either by means of technological 
experiments or by the statistical treatment of 
existing experimental data. 

Such an approach requires great expenditures 
of time and resources and the consumption of 
considerable amounts of expensive materials.  In 
addition, the results of such researches have a 
random character and are far from optimal. 

 
3  Peculiarities of Proposed Approach, 

Objects, and Stages of the Research 
 
The approach employed in the present 

research fundamentally different from the above 
mentioned ones. The mathematical model of the 
physicochemical processes developed and the 
computer program written on its basis will make 
it possible to “run” a large number of variants 
within a short time without considerable expenses 
and to select the optimal variant, which provides 
products with the required composition and 
properties.  Such a result cannot be obtained, in 
principle, even after the performance of hundreds 
of technological experiments. 

The use of such a program permits to 
investigate the possibility of replacing expensive 
metallic components metal- and oxide-containing 
industrial waste products, something which is 
practically impossible to do under the empirical 
approach. 

The research is carried out in three stages: 1) 
mathematical description of the process being 
studied, i.e., construction of the mathematical 
model; 2) development of an algorithm for 
solving the problem, i.e., a procedure for 

determining the numerical values of the output 
parameters; 3) establishment of the equivalence 
of the model to the process being studied. Special 
attention was focused on the stage of constructing 
the model, which was based on a thorough 
analysis of the physico-chemical essence of the 
phenomena being described and on constructing 
based on the model computer program.  

From these considerations the following 
problems of the work were defined: 

- to develop a mathematical model of 
industrial welding processes on the basis of a 
thermodynamic and kinetic analysis of the 
metallurgical processes, involving the metal, slag, 
and gas; 

- to use the model and the computer program, 
written on its basis, to optimize welding 
technologies employing flux-cored wires; 

- to optimize the flux-cored composition 
which produce welded joints with the preset 
composition; 

The object of modeling for the analysis of the 
physico-chemical processes, taking place during 
welding, is a system which includes the following 
phases: metal, oxide melt (slag), gas, and solid 
phases, in which various chemical and physical 
processes take place. 

 
4  Phase Interaction Analysis 

 
Metal-slag interaction in the process of arc 

welding exerts a substantial impact on the 
chemical composition of built-up metal (weld 
metal) which ultimately determines the working 
characteristics of weld metal or built-up layer. 
The consideration of this interaction in the 
process of flux-cored wire development which 
can ensure the preset composition of weld metal 
is based on the mathematical modeling of the 
welding technological process, taking into 
account the following features of the process: 

- metal-slag interaction at two consecutive 
stages - electrode (drop) and welding pool - 
which differ in temperature, geometrical and 
hydrodynamic parameters; 

- continual renewal of interacting phases 
(molten metal and slag) at each stage through the 
melting and crystallization of base and adding 
materials; 

- simultaneous occurrence of all reactions at 
each stage and their interplay. 

Since it is impossible to built a model 
describing a process with the absolute adequacy, 
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we offer some assumptions and simplifications. 
Thus in the model under consideration basing on 
the experimental data for the stationary welding 
conditions the following assumptions were made: 

- within the phases under consideration there 
are not any gradients of chemical potential (the 
ideal mixing of phases); 

- while considering the interaction between 
gas and slag phases we take into account only the 
reactions with oxygen and carbon oxide; 

- metal-slag reactions surfaces for each stage 
are kinetically homogeneous. 

Figure 1 is a scheme showing the interaction 
of phases with regard to these assumptions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Interaction of phases in FCW-welding 
process 

 
 

On the scheme figures denote the direction of 
material transfer, and letters denote the 
interaction of phases: 

1 - melting of the flux-cored and formation of 
slag film over the drop; 

2 - melting of the electrode band and 
formation of a drop; 

3 - transfer of the drop metal (which has 
reacted with slag film at the stage of transfer) to 
the metal pool; 

 4 – transfer of the slag film (which has 
reacted with the drop metal at the stage of 
transfer) to the slag pool; 

 5 - melting of base metal; 
 6 - crystallization of slag pool; 
 7 - crystallization of metal pool; 
 a, b - redox reaction at slag-metal boundary 

in a welding drop; 
 c, d - redox reaction at slag-metal boundary 

in a welding pool. 
 

 5  Development of the Basic Model 
 
The welding process has a stage-like 

character, and it goes without saying. It should be 
only specified that the stage of electrode melting 
as well as the existence of the drop are of 
considerable importance. At this stage we already 
observe that the reactions of interaction between 
phases exert considerable effect on the changes in 
the chemical composition of molten metal and 
slag incoming to the welding pool, for which pool 
they provide the starting chemical composition of 
incoming electrode metal and slag. Regardless of 
the process stage and phase type the material 
balance of elements can be described by the 
following equation [6]: 

 

τd
Edm

MSI
E

V
E

V ij
EjE

outi
out

inpi
inp iji

][][][
⋅+±=∑ ∑ 100100100    (1) 

 
 where: 

 Vinp    - the input speed of i-th element 
incoming to the phase, kg/s; 

 Vout    - the output speed of i -th element 
out of the phase, kg/s; 

 [ ]Ei inp  - the concentration of i -th element 
in the incoming flow, wt %; 

 [ ]Ei out  - the concentration of i -th element 
in the outgoing flow, wt %; 

      
I Ei j      - the rate of mass-transfer of the i -

th element through a phase boundary of area 
S j at j-th stage, mol / m2 s; 

S j   - the area of the reaction surface at j -th 
stage, m2; 

MEi    - element’s molecular (atomic) mass, 
kg/mol. 

Slag  film 

Weld arc
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Welding  direction

Electrode  band 

 Molten metal  pool
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m d E
d

j i

100
⋅

[ ]
τ  - the accumulated amount of 

an element in the phase  volume under the non-
stationary conditions, and therefore in our case 
equals to zero; 

Thus for each stage of the welding process we 
can compute the concentration of an element 
(metal phase) or its oxide (slag phase). 

 
6  The Stage of Electrode Melting (the Drop 
Stage) 

 
Metal Phase on the Electrode Drop Stage 
 
From (1) follow the material balance equation 

for the metal phase of the electrode drop: 
 

idi EEddieeie MISEVEV ⋅+= 100][][
  (2)  

 
where: 

 Ve        - the speed of electrode melting, 
kg/s; 

 [ ]Ei e   - the element’s concentration in the 
electrode band, wt %;  

 [ ]Ei d  - the element’s concentration in the 
drop metal, wt %; 

 Sd   - the area of the drop’s reaction 
surface, m2; 

 
I Eid    - the rate of mass-transfer of the i -

th element through a phase boundary of slag –  
drop metal, mol / m2 s; 

iEM   - element’s molecular (atomic) mass, 
g/mol. 

 
Then the concentration of the element in  

drop metal is defined as: 
 

 e

EEd
eidi V

MIS
EE idi⋅−= 100][][

 (3)  
 
Slag Phase on the Electrode Drop Stage 
 
By analogy with the preceding: 
 

 c

OEEd
cmindmin nV

MIS
100)OE()OE( mindi⋅+=

 (4)
  
where: 

  ( )E Oin m d  - oxide concentration in slag 
film, wt %; 

  ( )E Oin m c  - oxide concentration in flux-
cored, wt %; 

  Vc   - the speed of flux-cored’s 
melting, kg/s . 

 
7  The Stage of the Pool 

 
Metal Phase on the Pool Stage 
 
From (1) follow the material balance equation 

for the metal phase of the welding pool: 
 

ipi EEppicrmbmibmeie MIS100]E[V]E[V]E[V ⋅+=+  (5) 
 where: 

 [ ]Ei bm  - the concentration of i-th 
element in base metal, wt %; 

 [ ]Ei p  - the concentration of i-th 
element in welding pool, wt %; 

 crmV  - the crystallization speed of metal 
pool, kg/s; 

 Vbm  - the melting speed of base metal, 
kg/s; 

 S p  - the area of pool’s reactive surface, 
m2; 

 
I Ei p  - the rate of mass-transfer of the i -th 

element through a phase boundary of slagl –       
                           metal pool, mol / m2 s; 

 
Hence the concentration of i-th element in 

welding pool is: 
 

crm

EEpbmibmeie
pi V

MIS100]E[V]E[V
]E[ ipi

⋅−+
=

 (6) 
  
 Slag Phase on the Pool Stage 
 
By analogy with the metal phase concentration 

of i-th oxide in welding pool is 
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crs

OEEpemine
pmin nV

MIS100)OE(nV
)OE( minpi

+
=

  (7) 
 where: 

 crsV  - the crystallization speed of slag 
pool, kg/s; 

 
From (3), (4), (6), (7) one can see that in order 

to compute the chemical composition of phases 
we need to know rate of mass-transfer of the i -th 
reagent through a phase boundary of slag – metal 
I Ri j  ( where: Ri  - reagent, i.e. Ei or EinOm  and 
j - the stage of the process ), which can be 
computed using the method of kinetic analysis 
[34] for the reactions at the molten metal-slag 
boundary, the latter being generalized as: 

][)()(][ FeOE
m

FeOE
m
n

mini +=+
1

  (8) 
 
If stoichiometry coefficient n = 1, the rate of 

mass-transfer of the i –th element through a phase 
boundary [34]:  
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with n = 2 
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 ( [Fe]′ and (FeO)′ are 

concentrations of iron and iron oxide 
correspondingly on slag – metal boundary); 

 
Ki  - the coefficient, including: 

 - the equilibrium constant of reaction (8)  for  
i –th element; 

- activite’s coefficients γ i  ; 
  - coefficients of recalculation of molar 

concentration into weight ones. 
Limiting diffusion rates of the components in 

the metal and the slag [35]:  
 

   iR

iR5.0
iRiR

lim
iR M100

C
DI

ρ
β=

  (11) 
where: 

 β Ri  - convection constant, s-0.5 
 CRi - the concentration of i-th element or 

oxide, wt % 
 ρ  - metal or slag density, kg/m3; 
DRi - reagent’s diffusion coefficient, m2/s; 
MRi - reagent’s molecular (atomic) mass, 

kg/mol. 
 
For the solution of our task we’ll take into 

account the obvious stoichiometry correlation 
following from the (8): 

 

  
∑ ∑ ∑===

mini OEEiFeO ImI
n
mII

  (12) 
 
The system of the above equations 

(3,4,6,7,9,10,12) presents the general 
mathematical model of physico-chemical 
processes of the fusion arc welding. 

In actual practice the solution of this problem 
allows to compute the chemical composition of 
built-up metal (weld metal) provided that we 
know the electrode formula and the type of base 
metal. Rather often, however, we are faced with 
the inverse problem when it is necessary to 
compute such an electrode formula that can give 
us the required chemical composition of built-up 
metal (weld metal) in the process of welding (or 
building-up) of specific metal (hereafter, “the 
inverse problem”). 

The computation is based on the above model. 
The initial stage of the solution (the preliminary 
computation) determines the initial formula of an 
electrode. Using it as a base one can easily 
compute the chemical composition of built-up 
metal (weld metal) and forecast its properties. If 
the results of this computation do not satisfy the 
verification criteria, then appropriate corrections 
are introduced into the initial formula whereupon 
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it becomes “the intermediate formula”. The 
computation is repeated, and the results are again 
checked. This procedure is repeated until (after n 
iterations) the desirable results are gained and the 
final formula of an electrode is obtained 

 
8  Computer Program Implementation 

 
A computer expert system based on the model 

was designed. This program is based on the 
mentioned above approach and equations. To 
make it more obvious, the mathematical 
modeling results will be illustrated by step-by-
step the real life example which shows the 
optimal electrode coating compositions 
development.  

We assume that our task is to develop a new 
flux-cored wire(i.e., a new flux-cored 
composition) for obtaining build-up layers with 
an assigned composition and required properties.  
We assume that we are dealing FCAW of carbon 
steel (as the base metal).  The chemical 
composition of this steel, which is needed for the 
calculation, is stored in the database together with 
the compositions of other standard materials. 

The technological parameters of the welding 
process must also be determined. We enter the 
technological parameters in accordance with the 
welding procedure selected. 

Then we must ensure that the weld metal has a 
definite composition. We enter the chemical 
composition of the weld metal that must be 
obtained. 

To solve the problem, the material of the 
electrode band must be selected and the optimal 
composition of the flux-cored must be 
determined, i.e., a new electrode formula must be 
developed. 

We choose, for example, the simple carbon 
steel as the band material.  The choice of a simple 
carbon steel band is stipulated primarily by 
economic considerations. Of course, to obtain a 
weld metal with a high degree of alloying, it will 
be necessary to use an alloyed band metal. 

The next and most important step is 
optimization (which, in the case at hand, is 
essentially development) of the flux-cored 
composition.  The required joint composition can 
clearly be obtained with different combinations of 
components in the coating. The database contains 
the chemical compositions of various components 
(alloying and slag), which should be utilized in 
selecting the optimal electrode coating 

composition.  We present some of the materials 
needed for our case (Table 1.). 

The program has to determine the flux-cored 
composition that provides the required weld 
metal composition and to select the most 
inexpensive variant among them. This clearly 
requires a large number of iterations to perform 
calculations with all the possible component 
ratios. 

In particular, four flux-cored compositions 
were found for the case under consideration, and 
one of them was specified as the flux-cored 
which provides the required joint composition 
with the lowest production costs. The results of 
the calculation (both the optimal composition and 
the other three compositions) are stored in the 
database of the program. 

Such a coating provides the solution for the 
problem posed, i.e., the required joint 
composition.  This composition agrees well with 
the composition which we assigned when we 
posed the problem. Closer agreement between the 
required and calculated compositions can clearly 
be provided, but this would require a larger 
number of iterations and, accordingly, a greater 
amount of computer time. 

 
The program includes a special module, which 

provides an evaluation of the weldability and 
mechanical properties of the joint metal having 
the composition obtained. 

 
The approximate time for the calculations and 

optimization was 15-20 min in the case 
considered. The result is a new formula for an 
flux-cored electrode that provides assigned build-
up layers composition (Table 2). In the Table 3, 
the compared data of calculated and experimental 
weld metal compositions are shown. 
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Table 1: Raw Materials 

Material Type Main 
FeCr-68 Alloy Cr 
FeCr-80 Alloy Cr 
FeMn-77 Alloy Mn 
FeMn-83 Alloy Mn 
FeMn-80 Alloy Mn 
FeSi-45 Alloy Si 
FeSi-85 Alloy Si 
FeTi-88 Alloy Ti 
FeTi-82 Alloy Ti 
FeMo-78 Alloy Mo 
FeMo-75 Alloy Mo 
Graphite (s09) Alloy C 
Graphite (g17) Alloy C 
Mrb-bl Slag CaO 
Mrb-gr Slag CaO 
Flc123 Slag CaF2 
Flc016 Slag CaF2 
Rutil01 Slag TiO2 
Rutil0156 Slag TiO2 
Sld1820  Slag Al2O3 
Sld2341  Slag Al2O3 
BaFF17 Slag BaF6 
BaFF94 Slag BaF6 
Qz1003 Slag SiO2 
Qz1008 Slag SiO2 
Qz1199 Slag SiO2 
WG- Sg Water glass SiO2 
WG -df Water glass SiO2 
WG (Na11123) Water glass SiO2⋅Na2O 
WG (Na09876) Water glass SiO2⋅Na2O

 
 

Table 1 displays good agreement between 
experimental and calculated results (deviation did 
not exceed 20%). 

 
Table 2  and Table 3 see in appendix 
 

9  Conclusion 
 
The mathematical model of welding 

technology process on the basis of the kinetic 
analysis method [34] had been developed. 

The model takes into consideration: 
- stage-by-stage implementation of the 

welding process; 
- continuous renovation of interacting phases; 
- simultaneous running of all reactions and 

their mutual influence; 

- physico-chemical properties of the 
interaction phases; 

- hydrodynamic conditions of the welding 
process; 

- interconnection between welding process 
parameters (welding conditions) and kinetics of 
reactions. 

The proposed method can be applied to the 
development of new compositions of welding 
materials (electric coatings, flux cored wires, 
welding fluxes). The practical implementation of 
this approach is considered. 
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Appendix 

 
Table 2: New electrode formula obtained using designed computer expert system 

  Flux - cored electrode(FCE) formula:     
    Parameters     �         Value   
      Wide of the electrode band, mm        12    
      Thickness of the electrode band, mm       0.5    
      Density of the flux, g/cm3         2.33    
      Coefficient of fullness, %         27    
      Deposition rate factor, g/A*h             13    
      Recomended parameters of the welding(building up) process:       

Current, A Voltage, V Feed Speed, m/h Travel speed,m/h Gas flow, m3/h Weld output Polarity 
360 26 200 27 - CV DCNE 

     Coating composition       
            Component Density             Quantity in 100kg of the FCE, kg   Relation in the dray mixture
    g/cm3               of the flux, %   
Graphite (g17)  0.530    1.220     4.530  

FeMn-77  4.300    0.900     3.360  
FeCr-80  3.480    6.610     24.620  
FeMo-75  6.100    0.840     3.140  
FeTi-88  3.150    14.350     53.490  
Qz1008  1.900    0.290     1.090  
Sld1820  1.290    0.670     2.510  
Flc123  2.440    0.290     1.090  

Rutil0156  0.670    0.220     0.840  
Mrb-gr  1.030    0.870     3.260  
BaFF17  1.250    0.560     2.080  

             
             
             
 Composition of the base materials and the build-up layers, wt%   
 C Si Mn Cr W V Mo Ti Al Nb B Ni 

Base Metal 0.0800 0.2000 0.3000 0.10 0.0150 0.0100 0.1000 0.0350 0.0200 0.0020 0.0001 0.1000
Electrode band 0.0800 0.0300 0.5000 0.12 0.0150 0.0100 0.1000 0.0100 0.0100 0.0050 0.0001 0.2500
Required weld* 1.3000 0.9500 1.2000 7.00 0.0120 0.0500 0.9500 4.5000 0.2000 0.0040 0.0500 0.2000

Layer 1 0.9985 0.7570 0.9695 5.00 0.0123 0.0842 0.7888 3.4303 0.3425 0.0033 0.0414 0.1649
Layer 2 1.2426 0.9063 1.1474 6.3014 0.0116 0.1039 0.9719 4.3633 0.2995 0.0036 0.0524 0.1822
Layer 3 1.3074 0.9384 1.1948 6.6473 0.0114 0.1091 1.0205 4.6484 0.2413 0.0037 0.0495 0.1867
Layer 4             
Layer 5             

 
Table 3: Weld metal composition obtained in 3-d layer of build-up metal using new flux-cored electrode 

Composition C Si Mn Cr Mo W V Ni Ti Nb S P 
      wt %       
Calculated 1.3000 0.9500 1.2000 7.00 0.0120 0.0500 0.9500 4.5000 0.2000 0.0040 0.0500 0.2000
Experiment 1.3074 0.9384 1.1948 6.6473 0.0114 0.1091 1.0205 4.6484 0.2413 0.0037 0.0495 0.1867
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GONZÁLEZ E. 87
GORBACHEV I. I. 561
GÓRSKI Z. 815
GOUNE M. 335
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RIVIÈRE A. 265
RIZZO F. C. 767
ROBINET P. 25
RODIN A. 63,613
ROGOSIN S. 617
ROSSI W. 551
ROUSSEV D. 283,289,295
RUDYAK V. 623

S
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