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10329-1, Session 1

Optical metrology in industry: exciting
times and some history (/nvited Paper)

John H. Bruning, Corning Tropel Corp. (United States)
No Abstract Available

10329-2, Session 1

Polarization and phase shifting
interferometry

Sergej Rothau, Friedrich-Alexander-Univ. Erlangen-
NUrnberg (Germany); Klaus Mantel, Max-Planck-Institut
flr die Physik des Lichts (Germany); Norbert Lindlein,
Friedrich-Alexander-Univ. Erlangen-NUrnberg (Germany)

The spatially resolved polarization and phase distributions of a wave front
are two important quantities of a light beam. For this reason it is often
useful to characterize optical elements with respect to their impact on
the polarization and the phase of an incoming light wave simultaneously
and full field. Here a theoretical description and experimental results of

a novel interferometric approach to solve this task are presented. With
this method the phase and the polarization of a light wave with arbitrary
polarization can be determined in one measurement.

The characterization of polarization state of a light wave, accomplished
by a measurement of the Stokes parameters, resulting in the local

phase retardation, but not the global phase. On the other side, for the
phase measurement the well established method of the phase shifting
interferometry (PSI) can be used, but without measuring any polarization
results. PSlis furthermore impaired by the fact that for general
polarization distributions, regions of vanishing contrast appear in the
interferograms, making full field phase measurements impossible.

The newly developed method, called ”polarization and phase shifting
interferometry” (PPSI), solves these problems by measuring both
quantities simultaneously and for the full field. The measurement strategy
is based on the idea of changing the polarization of the reference wave

in a way which is analogous to common phase shifting, combined with
PSI. Several different algorithms were introduced, varying in the number
of frames and variation steps and strategies. The minimal algorithm
needs just five intensities to calculate the full description of the object
phase and polarization in addition to the mean intensity and fringe
contrast. An increase in the frame number leads to more stable and more
precise algorithms. Therefore, one of the most metrologically interesting
algorithms with high accuracy is a so called (5/2/1)-algorithm, working
with 10 frames. This measurement procedure is based on two sets of five
interferograms with an equidistant phase step of w/2 (0; w/2; w; 3w /2;
2w) made for two reference polarization states, namely a horizontally and
vertically linear polarization.

For the experimental verification, two different versions of the
measurement setup as modified Mach-Zehnder-interferometers were
realized, for a macroscopic and for a microscopic observation of the
light fields. Both setups were designed for the measurement of objects
in transmission for light of wavelength of 633nm. Moreover, both setups
can be used for the classical PSI method and Stokes analysis without
any and with minimal rearrangement, respectively. That allows to make
a direct comparison between the PPSI results and results made by well
established and commonly used methods. Measurement accuracies,
calculated in that way, lie in the sub-lambda range and are comparable
with the classical methods.

Furthermore, the PPSI method can be enhanced to the full
characterization of the object, e.g. by the complete Mueller matrix.
That allows us to characterize the impact on the phase front and
the birefringence of the element under test. Therefore, the current
investigations of this research field will be presented.

10329-3, Session 1

Increasing the accuracy of tilted-
wave-interferometry by elimination of
systematic errors

Johannes Schindler, Univ. Stuttgart (Germany);
Alexander Bielke, Christof Pruss, Wolfgang Osten,
Institut far Technische Optik (Germany)

In the last years, the Tilted Wave Interferometry (TWI) has evolved to a
tool for the flexible and precise measurement of aspheric and freeform
surfaces in non-null configuration. The key to the method has been the
development of a sophisticated set of algorithms for the calibration

of non-null interferometers [1]. This comprises a spatially and field
dependent polynomial black-box description for the wave fronts in
suitable reference planes, the selection of a set of positions in which
interferograms of reference spheres are recorded and the solution of an
inverse problem for the reconstruction of the model parameters.

Yet, the accuracy can be further increased if redundancies in the
measurement process are used to correct for remaining systematic errors
arising from the calibration of the system. Such calibration errors are
identified and classified in simulations and by measurements of precisely
characterized reference objects. The simulation environment allows
representing typical error sources of the measurement and calibration
procedure, such as misalignments of the instrument components, figure
errors of individual lenses and calibration objects, positioning errors and
phase noise. In contrast to the experimental results, the true state of
system is known in the simulations and can be used in order to assess the
accuracy of the calibration process. The accuracy of the calibration can be
accessed experimentally if a sphere with known form errors is measured
in a strongly defocused position and evaluated like an aspheric surface
under test.

As the Tilted-Wave-Interferometry allows for large departures from

the null configuration, a given specimen can be tested in a range of
different positions and orientations. This includes lateral and axial
shifts, rotations around the z-axis and small rotations around the x- and
y- axis. The resulting redundancies are analyzed and models for the
simultaneous reconstruction of surface and system parameters are
proposed. Depending on the configuration, it is investigated which part
of the calibration error can be eliminated. This is strongly linked to the
symmetries of the system and the surface under test. The models are
adapted such that the resulting inverse problems are sufficiently precise
and well conditioned to allow for a unique solution.

The proposed evaluation strategies are validated by simulations and
experimental results. Different benefits arise: Measurements in setups
with changing environment conditions are facilitated and even for well
calibrated setups an increase in accuracy can be achieved.

10329-4, Session 1

Full-field heterodyne dynamic
interferometry based on hertz-level low
differential frequency AOFS

Zhou Wu, Academy of Opto-Electronics, CAS (China)
and Univ. of Chinese Academy of Sciences (China);
Wenxi Zhang, Xinxin Kong, Academy of Opto-
Electronics, CAS (China)

With the development of science and technology, especially
aerospace?astronomy and high-power laser and other large-diameter,
long-length optical system, requirements for manufacture precision of
surface shape of optical components with large-diameter, and long-
focal length are increasingly high. As it is known to all, measurement is
the basis of processing. Because of longer cavity length measurement
of long focal optical element, as well as vibration, airflow and other
environmental impact on measurement accuracy, high precision
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measurement of this kind of optical elements has been research focus
and difficulty.

Optical interferometry is a non-contact, high-precision measurement
technique utlizing the coherence of light, which is one of the most
effective and accurate way to measure the precision of optical system
and elements. The phase-shift interferometer, generated by laser
technology, electronics, computers, precision machinery and traditional
interferometer, has high precision of wavefront analysis and can

achieve automatic measurement. But it is particularly sensitive to the
environment. Vibration, airflow and other factors will affect the results for
high-precision measurements of optical components with large diameter
and long focal length.

In order to solve the above problem, we propose a full-field heterodyne
interferometric measurement technique that could effectively suppress
the environmental interference. In the early related research, a Hertz-class
high-stability, low-differential frequency acousto-optic frequency shifter
was successful developed, which is applied to heterodyne interferometry,
instead of traditional phase-shifting intererometry. On this basis, a full-
field heterodyne interference measurement system is developed. In the
system, the reference light and measuring light respectively go through
an acousto-optic frequency shifter, after that the heterodyne frequency
of the two beams can by stabilized at Hertz level. The two coherent lights
form full-field heterodyne interference signal, which could be collected
continuously by array detector, and therefore we can obtain the ultra-
multi-step phase-shift data of the whole interferogram. By processing the
time line data of each pixel at a certain sampling time, phase information
can be accurately extract, thereby accurately recovering the surface
shape. Adopting full-field heterodyne interferometric measurement
program, with direct phase calculation to heterodyne frequency, can be
effectively isolated from spectral noise caused by vibration, airflow and
other factors. Furthermore by average of certain measurement time,

the interference of various environmental factors could be effectively
suppressed, so as to achieve high-precision dynamic interference
measurement.

This new dynamic interferometric measurement scheme can solve the
problem of different optical paths of reference light and measuring
light in dynamic interferometers, avoid the use of short-coherent

lasers with performance not perfect enough, thereby simplifies the
structure of dynamic interferometer and reduces the difficulty and

cost of interferometers. It could effectively suppress the vibration,
noise, airflow and other factors, and thus significantly improve the
system’s measurement accuracy and environmental adaptability. In the
conventional non-vibration environment, the system can achieve technical
indicators as follows: surface measurement accuracy is better than ?/10
and repeated measurement accuracy is better than ?/1000. As a result,
the dynamic measurement problems of the need for large-diameter
optical components and systems quality inspection, system installation
correction, on-line measurement and other areas could be solved.

10329-5, Session 2

Phase imaging using a single-pixel
camera
Yoshio Hayasaki, Kazuki Ota, Utsunomiya Univ. (Japan)

Single-pixel camera is composed of optical coding masks and a photo
detector. An object image is encoded on the masks displayed on a spatial
light modulator (SLM) and the encoded image is detected by the single
photo detector. The reconstruction image is built up from a number of the
light detections. The most important feature of the single-pixel camera is
a simple hardware structure, therefore it is useful for an imaging in broad
spectral range, especially in temporal and spatial frequency ranges that
have no good image sensor.

The masks decide the performance of the imaging system. The
Hadamard mask is one of good choices for a small measurement time
and a small calculation cost, but it has a weak point in optical intensity
implementation that has no negative value. Therefore, it required the
twice measurements and the subtraction calculation.

In this paper, the phase imaging method based on a single-pixel
camera with a complex-amplitude representation to measure a surface
profile of objects is demonstrated. The use of the complex-amplitude
representation of the input signal enables us to perform the phase
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imaging of an object in combination with the phase-shifting technique.
The masks are also represented by the complex-amplitude, the positive
and negative values of the Hadamard patterns are represented by a
phase, and the subtraction is performed by interference. The complex-
amplitude masks are displayed on phase modulation using a liquid crystal
on silicon spatial light modulator (LCOS-SLM). Furthermore, the residual
area of the mask is used for the reference beam with the phase shifting.
Therefore, the phase imaging system has high stability for external
disturbances because it has the coaxial structure.

Firstly an object image was modulated by a mask. The modulated image
was coherently summed up (interfered) on a photodetector. The -1 or

1 element of the Hadamard mask is expressed by -w/2 or w/2 phase
modulation, respectively.

A reference beam was given a four-step phase shifting to get a phase of
the object. It is performed with the outside area of the rectangle mask

in the circular aperture. The object light and reference light were in the
coaxial, therefore the optical setup has a vibration tolerance. The phase
detections were iterated with changing the mask. Typically, the number of
iterations is the same as the number of pixels. It is noted that the number
of the optical detection is its 4 times. If it can be applied the compressive
sensing technique with depending on a sparsity of the object, the number
will be decreased. The object is easily reconstructed using the inverse
matrix calculation.

An experimental single pixel camera with 256 pixels was composed of

a liquid crystal on silicon spatial light modulator (LCOS-SLM) (X10468-
07, Hamamatsu), photodetector (52281-01, Hamamatsu), and a He-Ne
laser as an illumination light source. The single-pixel phase imaging was
successfully performed based on a complex single-pixel camera with the
in-line interferometer with the phase-shifting method. We demonstrate
the computer simulation of the phase imaging for some objects and the
experimental verifications. We also demonstrate an estimation of the
measurement accuracy.

10329-6, Session 2
Applications of digital interferometer

Sen Han, Univ. of Shanghai for Science and Technology
(China)

Digital interferometer is widely used for evaluating optical surfaces due
to its outstanding sub-nanometer accuracy and precision. In this paper,
we will summarize its advantages and then describe its applications in
industry, especially in both inner surface and absolute flat measurements.
Inner surfaces measurement of cylindrical ring can be achieved without
map stitching, by a Fizeau interferometer with a 90°conical mirror.

The alignment of this arrangement, however, is very crucial to the
accomplishment. Any small misplacement of 90° cone or hollow cylinder
from their ideal settings may result in large measurement errors. These
errors are not intuitive and hard to be removed if their origins are not

well understood. In other words, it is very important to know how these
measurement errors are generated from the optical misalignment in order
to eliminate them. Transmission flat has normally 1/20 wavelength PV.
However, when a flat surface under test is better or much better than the
transmission flat, we need the absolute flat measurement. We developed
a new method to be easily able to achieve the accuracy of 1/100
wavelength PV. We have dedicated our efforts to do so. The theoretical
analysis, computer simulations, and experimental validation are presented
in the paper.

10329-7, Session 2

Spatial-temporal phase shifting
interferometry: suppressing phase errors
in dynamic Fizeau interferometer

Wenhua Zhu, Lei Chen, Rihong Zhu, Rui Zhang, Donghui
Zheng, Nanjing Univ. of Science and Technology (China)

Surface topography measurement plays an important role in many
applications in engineering and science. The most commonly used
method at present for surface topography measurement are temporal
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phase shifting interferometry [1]. However, phase shifting interferometry
cannot be used effectively in the presence of unstable conditions such
as vibration, air turbulence, or when the object under test is in motion.
Recently, we proposed a dynamic Fizeau interferometer, which is based
on lateral displacements of a point source array to obtain simultaneous
phase shifting [2]. The proposed interferometer is immune to retrace
error, poor contrast, and aperture restrictions compared with the prior
technologies [3-7]. However, just like other dynamic interferometers,

it is difficult for the proposed interferometer to avoid the phase errors
induced by inaccurate phase shift, pixel mismatch and intensity [8].

In order to realize high-precision measurement, these errors must be
suppressed. The temporal phase shifting interferometry often suppresses
the errors by using more phase steps, but it not suitable for the dynamic
Fizeau interferometry because the number of interferograms is limited
by detector. Thus, there is an urgent need to suppress the phase errors
contained in the dynamic Fizeau interferometer.

In this paper, we propose a new algorithm to suppress the phase errors in
dynamic Fizeau interferometer. Since the proposed algorithm introduces
temporal phase shifting into spatial phase shifting interferometry, we call
this algorithm the spatial-temporal phase shifting interferometry. All the
effects of the error sources will be viewed as a complex instead of being
calibrated independently in the proposed interferometry, thus it provides
a new way to suppress all the phase errors simultaneously.

The process of phase errors suppression can be divided into the following
three main stage: (1) utilizing the spatial phase shifting interferometry to
calculate the initial phase; (2) viewing all the effects of the error sources
as a complex; (3) utilizing the temporal phase shifting interferometry

to obtain multiple different initial phases and calculate the average
phase. The spatial phase shifting interferometry is based on the lateral
displacements of the point sources while the temporal phase shifting
interferometry on the wavelength modulation.

Experimentally, the spatial-temporal phase shifting interferometry was
achieved in the dynamic Fizeau interferometer with a semiconductor laser
by measuring an optical flat. The phase errors are suppressed effectively
in the measurement result, which verifies the validity of the proposed
method. In addition, the high measurement accuracy of the proposed
method is shown by comparing with the result measured by a Zygo GPI
interferometer.

In conclusion, we propose a spatial-temporal phase shifting
interferometry to suppressing phase errors in dynamic Fizeau
interferometer. The proposed interferometry not only remains the benefit
of vibration insensitive of the dynamic interferometry, but also has the
error suppressing capability of the temporal method. In addition, it
provides a good application for the wavelength modulation phase shifting
interferometry because the main problems contained in the wavelength
modulation such as the inconsistent intensities and modulations of the
interferograms can be solved by spatial phase shifting interferometer.
Moreover, the proposed spatial-temporal phase shifting interferometry

is not only suitable for the presented dynamic Fizeau interferometer,

but can also be applied to other kind of dynamic interferometers such

as pixelated phase-mask dynamic interferometer [9] and low-coherence
vibration insensitive Fizeau interferometer [10].
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10329-8, Session 2

Study on measurement accuracy of active
optics null test systems based on liquid
crystal spatial light modulator and laser
interferometer

Shijie Liu, Shanghai Institute of Optics and Fine
Mechanics (China)

With the increasingly applications of aspherical optics in modern optical
systems, the wavefront measurement methods for aspherical optics are
becoming more and more challenging due to the variation of complex-
shaped optics. A common way to test high-quality aspherical lenses

is to use a measurement system based on a set of null corrector and a
laser interferometer. The null corrector can either be a combination of
spherical lenses or be a computer generated hologram (CGH), which
compensates the aspheric wavefront being tested. However, the null
optics can’t be repeatedly used once the shape of tested optics changes.
Alternative active null correctors have been proposed based on dynamic
phase modulator devices. A typical dynamic phase modulator is liquid
crystal spatial light modulator (LCSLM), which can spatially change the
refractive index of the liquid crystal and thus modify the phase of the
input wavefront.

Even though the measurement method based on LCSLM and laser
interferometer has been proposed and demonstrated for optical testing
several years ago, it still can’t be used in the high quality measurement
process due to its limited accuracy. In this paper, we systematically study
the factors such as LCSLM structure parameters, encoding error and laser
interferometer performance, which significantly affect the measurement
accuracy. Some solutions will be proposed in order to improve the
measurement accuracy based on LCSLM and laser interferometer. Finally,
experimental measurement on spherical optics will be implemented to
testify the effectiveness of these partial improved methods.

10329-9, Session 3

Evaluation of refocus criteria for in
holographic particle imaging

Pascal Picart, Univ. du Maine (France); Soumaya Kara-
Mohammed, Larbi L. Bouamama, Derradji Bahloul, Univ.
Ferhat Abbas de Sétif (Algeria)

Digital holography and digital holographic microscopy are techniques

for recording and reconstructing three-dimensional images of objects.

As a general rule, the object field is numerically reconstructed using a
propagation operator (discrete Fresnel transform, angular spectrum)

in which an important parameter is the refocusing distance. Thus,

an in-focus image can be obtained under the condition that the

focusing distance is closest as possible to the exact optical path

in the experimental set-up. Therefore, a criterion to estimate if the
reconstructed image is at the best focus has to be considered. A lot of
refocus criteria were proposed in the past years. As a general rule, the
best focusing plane is determined by the reconstruction distance for
which the considered criterion function presents an extremum (maximum
or minimum). A brief review of refocusing criteria deals with self-
entropy, variance, integrated amplitude (L1 norm), Gradient, Laplacian,
logarithmically weighted Fourier spectral function, correlation coefficient,
complex ratio, Tamura coefficient, and finally Gini index. These criteria
were widely applied to amplitude and phase and there is no rule to guide
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the choice for one or more of these criteria. It follows that a systematic
approach for studying these criteria has to be implemented, in order to
objectively compare them with the same set of data. In addition, such an
approach has to test the criteria with both simulated and experimental
data. Using simulated data is the most objective way to verify if the peak
(or valley) of the metric is in good agreement with the exact best focus
distance. Using experimental data is more powerful to test the robustness
of the criteria according to noise and alias that cannot be always perfectly
simulated. So, in this paper, for holographic particle imaging, we aim at
comparing the refocusing criteria mentioned above for amplitude and
phase images obtained from off-axis holograms, on one hand simulated
and on the other hand experimentally recorded. Simulations were carried
out to generate digital holograms of opaque and phase particles by
taking into account some alias and noise. Refocus criteria were applied
to both amplitude image and phase image obtained from off-axis digital
holographic simulations. This was also conducted in the same way by
considering experiments with a non-calibrated opaque particle. The
computational costs were estimated for each criterion. In order to briefly
summarize the results obtained within this study, it was found that the
most robust criteria are the correlation coefficient and the complex ratio.
Such criteria are able to systematically produce a regular curve with a
peak or a valley at the correct focus distance; for this reason they are of
major interest. Such regular curve could be fitted by analytical equation
and this modelling would not require too much distance computations to
determine the peak (or valley) and to determine the optimal distance by
least square fitting with a reduced set of reconstructed images. Future
work will consider such an approach for high-speed refocusing in digital
holographic particle imaging.

10329-10, Session 3

Topography measurements of high

NA aspherical microlenses by digital
holographic microscopy with spherical
illumination

Michal Jézwik, Warsaw Univ. of Technology (Poland);
Marta Mikula, Warsaw Univ of Technology (Poland);
Tomasz Kozacki, Julianna Kostencka, Warsaw Univ. of
Technology (Poland); Christophe Gorecki, FEMTO-ST
(France)

Digital holographic microscopy (DHM) is a versatile measurement
technique applicable to metrology of microstructures. Conventional DHM
systems use plane wave illumination of an object. The measurement of
high numerical aperture (NA) object topography cannot be successfully
realized because of discontinuity of the phase data and a problem with
reconstruction of the correct profile [1]. Due to this fact, the use of the
conventional DHM systems is limited to the objects with low gradient

of shape. One solution to this problem is application of the directional
illumination. Such an approach was proposed for transmission [2] and
reflection [3] configuration of DHM. Second solution consist of use
spherical illumination [4,5] that allows obtaining information from

the areas with high spatial frequencies of high NA object without
manipulation of the illumination direction. Thus the spherical illumination
offers optimal illumination conditions for testing of objects with spherical-
like surfaces.

In this contribution we propose a DHM configuration enabling
measurement of high NA microstructures of spherical and aspherical
shape. The novelty of the system is an application of an optimized
spherical illumination scheme that simplifies the setup and special
calibration procedure improving the measurement accuracy. The
proposed method utilizes reflection of the spherical illumination beam
from the concave or convex object surface and the interference with
spherical reference beam of the same radius of curvature. In this case, the
NA of DHM is fully used for illumination and imaging of reflected object
beam. Thus, the system allows capturing the phase in entire area of the
quasi-spherical object and, therefore, offers possibility of high accuracy
characterization of its surface even in the areas with high surface
inclination.

For reconstruction of the object shape we apply the algorithm based on
Local Ray Approximation (LRA) [6], which was developed for the case of
spherical object illumination. The proposed precise calibration procedure
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allows identifying all parameters required for the accurate shape recovery
with the LRA method: location of the object focus point and the positions
of the illumination and reference point sources. Additionally, the high
measurement accuracy is ensured by spherical aberration compensation.

The utility of the proposed approach is demonstrated with
characterization of surface of high NA focusing objects. The accuracy is
firstly verified by characterization of known reference sphere with low
error of sphericity. Then, our method is applied for characterization of
spherical and rotationally symmetric aspheric surface of microlenses
replicated in glass and polymer. The results provide a full-field
reconstructed topography with resolution in nanometer range over NA up
to 0.8. At the end of the measurement procedure we apply an effective
method for extracting the important parameters of microlens: e.g.: radius
of curvature and conic constant.
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10329-11, Session 3

Digital holography on moving objects

Annelie Schiller, Markus Fratz, Tobias Beckmann,
Dominik Belzer, Alexander Bertz, Daniel Carl, Fraunhofer-
Institut fUr Physikalische Messtechnik (Germany);
Karsten Buse, Fraunhofer-Institut flr Physikalische
Messtechnik (Germany) and Univ. of Freiburg (Germany)

Digital holography (DH) is a well-qualified technigue for measuring 3D
surface profiles due to its high precision with a resolution being in the
range of nanometer. 100%-inspection of products is increasingly common
in manufacturing processes. In order to improve the applicability of

DH in production lines with high throughput, multiwavelength digital
holography on moving objects is investigated.

The surfaces of many technical objects are optically rough with height
differences in the micrometer range. Multiwavelength holography

is used to achieve reliable height data with a height unambiguity of
several micrometers despite the speckle pattern of diffusely reflecting
surfaces. In production lines objects under test are usually transported
on assembly lines or carried in reels. Up to now, it is essential for every
interferometric measurement to prevent movements of the test object
in the scale of a fraction of the wavelength, which is time consuming
and thus expensive. Digital holography on moving objects would enable
higher efficiencies and expand the field of application. For instance it
would be possible to measure large scale components without loss of
resolution, just by moving the object along the sensor. In this work we
describe the impact of object motion on the interference contrast as well
as height measurements of objects moving with more than 100 mm/s,
using spatially phase-shifted multiwavelength holography with eye-safe
cw lasers.

The interference contrast of a holographic measurement can be
considered as a measure for data quality: The higher the contrast, the
higher the maximum possible height resolution. In the stationary case, it
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is given by the intensity ratio of reference and object beams. In case of
a moving object, interference contrast depends mainly on the change of
the optical path length during exposure time. If this change equals one
wavelength, the contrast is zero. Therefore the interference contrast of
a holographic measurement of moving objects depends on the distance
covered during exposure and the direction of motion, as well as on the
illumination and reflection angle of the object beam. Consequently,
describing diffusely reflecting surfaces, the aperture of the imaging
system is crucial, because it limits the scattering angles. We present
theoretical considerations describing the dependence of the interference
contrast on aperture size and object speed. We find that the contrast
decreases with increasing velocity. The noise in the height measurement
increases accordingly. However, even for large velocities exceeding one
speckle diameter per exposure, the contrast decreases slowly, allowing
useful height measurements at relatively high speeds.

The velocity dependence is investigated experimentally by performing
height measurements of a metal object with heights of several
micrometers. In the presented experiment two wavelengths (632 nm and
634 nm) are employed. This leads to a maximum height difference of
100 um, which can be detected unambiguously. Spatial phase shifting is
chosen because it requires just one camera frame per measurement. The
dependence of resolution and accuracy of the height measurements on
velocity are shown. Height resolutions of better than 5 um are achievable
at 100 mm/s using an exposure time of 2 ms.

10329-12, Session 3

Surface contouring digital holographic
microscopy for shape measurement

Marta Mikula, Tomasz Kozacki, Julianna Kostencka,
Michal Jézwik, Warsaw Univ. of Technology (Poland)

Elements of micro-optics are widely applied in both modern industry and
consumer products, therefore there is a strong need for high precision
measurement of their topography. The aim of this work is to develop a
novel holographic method that provides the shape reconstruction with an
extended measurement range (MR) and improved accuracy. An accurate
measurement of three-dimensional deep topography of reflective micro-
optics can be achieved with a non-contact digital holographic microscopy
(DHM) system based on Twyman-Green interferometer. This technique
ensures high resolution, short measurement time and outstanding
flexibility of holographic tools. However, in DHM, the direct measurement
result is an ambiguous modulo-2w version of unwrapped phase
distribution, which means that the measured phase is in the range from
-w to w. Hence, beyond this range the information about fringe order
cannot be determined from a single DHM measurement, i.e. the phase
step cannot be higher than 2w. Especially in reflective configuration of
DHM, the height MR is limited to 22.

To overcome this problem, in this work we propose a DHM system that
employs optical contouring [1-3]. The contouring technique is based

on recording two holograms with slightly different inclination angles of
the object illumination ?. The phase difference obtained from those two
holograms enables the height measurement with MR?( ?Y(A? sin?). Our
DHM system in reflective configuration ensures extended MR and provides
high accuracy measurement of the phase objects with high numerical
aperture.

The high accuracy is provided by developed here specialized shape
reconstruction algorithm, which considers two inclined illumination
angles in the shape reconstruction. Proposed algorithm is based on
non-paraxial Tilted Local Ray Approximation (TLRA) [4]. The principle of
the algorithm is based on precise reconstruction of optical path length
using exact reflection law for a given condition of illumination. However,
in order to ensure high accuracy of the shape reconstruction, there

is a need to precisely determine the location of the imaging plane in
reference to the measured object. For the phase object, the application
of the conventional autofocusing methods, which are based on analysis
of amplitude distributions in various axial locations, does not ensure
sufficient accuracy in finding imaging plane [5]. Therefore, here we
propose to take additional advantage of the two-directional illumination
used in the proposed DHM system and utilize more accurate technique
proposed by P. Gao [6]. In this algorithm, the location of the object plane
is determined basing on interdependence of two optical fields reflected
from the sample for two various directions. As it was shown in [6], the
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off-axis illumination based autofocusing outperforms the standard
methods in terms of accuracy and possibility of application of the method
for wide range of the sample types.

The precision of the proposed non-paraxial algorithm for shape
calculating is evaluated with numerical simulation of the measurement
process of continuous and step micro-objects. The validity of the
proposed method is demonstrated experimentally with measurement of
topography of selected challenging micro-objects.

1. I. Yamaguchi, S. Ohta, and J. Kat, “Surface contouring by phase-shifting
digital holography,” Opt. Laser. Eng. 36, 417-428 (2001).

2.S. M. Solis, M. del S. Herndndez-Montes, and F. M. Santoyo, “Tympanic
membrane contour measurement with two source positions in digital
holographic interferometry,” Biomed. Opt. Express 3, 3203-3210 (2012).

3. J. Heil, T. Bauer, S. Schmax, T. Sure, and J. Wesner, “Phase shifting
Fizeau interferometry of front and back surfaces of optical flats,” Appl.
Opt. 46, 5282-5292 (2007).

4. T. Kozacki, et al., “Holographic method for topography measurement
of highly tilted and high numerical aperture micro structures,” Opt. Laser
Technol. 49, 38 (2013).

5. K. Li?ewski, S. Tomczewski, T. Kozacki, and J. Kostencka, “High-
precision topography measurement through accurate in-focus plane
detection with hybrid digital holographic microscope and white light
interferometer module,” Appl. Opt. 53, 2446-2454 (2014).

6. P. Gao, B. Yao, J. Min, R. Guo, B. Ma, J. Zheng, M. Lei, S. Yan, D. Dan, and
T. Ye, “Autofocusing of digital holographic microscopy based on off-axis
illuminations,” Opt. Lett. 37, 3630-3632 (2012).

10329-13, Session 3

A method for total noise removal in
digital holography based on enhanced
grouping and sparsity enhancement
filtering

Vittorio Bianco, Pasquale Memmolo, Melania Paturzo,
Andrea Finizio, Pietro Ferraro, Istituto di Scienze
applicata e Sistemi Intelligenti (ltaly)

Digital Holography (DH) is a powerful imaging technique allowing to
capture the complex information of an object, thus being suitable for
optical metrology, e.g. for non-disruptive testing in industrial inspections
and material science, or as a diagnostic tool for biology and medicine

[1]. However, due to the coherent nature of the employed light sources,
DH reconstructions can be severely degraded by a mixture of speckle

and incoherent additive noise. These can affect both the visual quality

in holographic imaging and display, and the accuracy of quantitative DH
interferometry. In the framework of non Bayesian methods, the speckle
problem is tackled by reducing the illumination coherence. Among them,
the most intuitive way involves the recording of multiple uncorrelated
holograms to be incoherently combined [2-5]. In particular, Multi-Look DH
(MLDH) has been demonstrated to be very efficient to improve the quality
of both numerical [2] reconstruction and optical display [3]. However,
single shot recordings are highly desired in DH, and numerical methods
are required to go beyond the improvement bound of ML techniques.
Among the existing image processing methods, the 3D Block Matching
filtering (BM3D) has shown the best performance, introducing the
concepts of grouping and filtering the groups in a suitable 3D transform
domain [4]. These are very effective in reducing the noise mixture
provided that the observables present a minimum level of Signal-to-Noise
Ratio (SNR). A too low SNR can provoke incorrect grouping and the
algorithms fail. Here we present the MLDH-BM3D, a method specifically
suitable to filter DH images that combines ML and BM3D to overcome
their respective limitations. The use of ML preprocessing allows obtaining
enhanced grouping of similar image fragments, so that a sparsity
enhancement filtering can be applied to work without introducing

image distortions and overcoming the typical ML improvement bound
[4]. Numerical ML is performed by random resampling masks applied

on the hologram to simulate the action of a moving aperture [2]. Thus,
MLDH-BM3D is applicable to single-shot recordings. We will show both
qualitatively and quantitatively that MLDH-BM3D achieves near noise-free
DH reconstructions of single wavelength holograms and color holograms
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in the visible region. The performance quantification shows a level of
improvement far beyond the current state of the art in DH [4]. Finally, the
challenging case of far Infrared Digital Holography (IRDH) is faced, where
the noise degradation is more severe due to the large size of the speckle
grains [5]. We show the quasi noise-free reconstructions of large size
objects captured by IRDH and processed by MLDH-BM3D.

References

[11 P. Memmolo et al. “Breakthroughs in Photonics 2013: Holographic
Imaging,” IEEE Photon. J. 6(2), 0701106, 2014.

[2] V. Bianco et al. “Random resampling masks: a non-Bayesian one-shot
strategy for noise reduction in digital holography,” Opt. Lett. 38, 619, 2013.

[3] P. Memmolo et al. “Encoding multiple holograms for speckle-noise
reduction in optical display,” Opt. Express 22, 25768-25775, 2014.

[4] V. Bianco et al. “Quasi noise-free Digital Holography,” Light Sci. Appl.
5, 16142, 2016.

[5] V. Bianco et al. “On-speckle suppression in IR digital holography,” Opt.
Lett. 41, 5226-5229, 2016.

10329-14, Session 3

Extensive in-machine tool measurement
with a miniaturized multiwavelength
digital holography sensor

Tobias Seyler, Markus Fratz, Tobias Beckmann, Alexander
Bertz, Daniel Carl, Fraunhofer-Institut fur Physikalische
Messtechnik (Germany)

In this paper we present a miniaturized digital-holographic sensor
(“HoloCut”) for operation inside a machining center.

With state-of-the-art 3D measurement systems, short-wave structures
such as tool marks cannot be resolved inside a machine tool chamber.
Until recently, measurements had to be conducted outside the machine
tool and thus processing data are generated offline [1, 2].

The sensor presented here uses digital multiwavelength holography

to get 3D-shape-information of the machined sample. The underlying
measurement principle is that of an interferometer where laser light

is split up into an object beam, which illuminates the sample, and an
unaffected reference beam. Both beam paths are superimposed on

a camera subsequently, which enables us to extract amplitude and

phase through temporal phase shifting. The light is coupled into the
measurement system through a fiber from a switchable laser system with
3 wavelengths (633.41 nm, 633.82 nm and 638.37 nm). The measurement
object is illuminated coaxially which is an essential requirement to
resolve short-wave structures on complex object geometries. By using
multiple wavelengths, we get a large synthetic wavelength with a large
unambiguous measurement range of 492 um and are able to suppress the
effect of speckles on phase measurements on rough surfaces efficiently.
In addition, a digital refocusing algorithm based on phase noise is
implemented to extend the range of unambiguousness and depth beyond
the limits of the synthetic wavelength and geometrical depth-of-focus.
With complex wave field propagation [3], the focus plane can be shifted
after the pictures have been taken and a sharp image is constructed
consequently. Furthermore sharp image portions of an object at different
digitally refocused planes are merged to get height measurement with
extended depth of field up to several mm while the geometrical depth of
field of the imaging setup is in the range of several 100 um. With 20x20
mm? field of view it measures both macro- and micro-structure (such as
tool marks) with an axial resolution of 1 um, lateral resolution of 7 um and
consequently allows processing data to be generated online which in turn
qualifies it as a machine tool control.

HoloCut is small enough for operation within a machine tool. To make
HoloCut compact enough for operation inside a machining center, the
beams are arranged in two planes: After splitting the beams on the
bottom plane, the reference beam remains in the bottom plane whereas
the object beam is transferred to the top plane, until both beams are
combined onto the camera in the top plane. The sensor measures
perpendicular relative to cutting direction and extends no more in height
than a typical processing tool. Using a mechanical standard interface
according to DIN 69893 and having a very compact size of 235 mm x 140
mm x 215 mm (WxHxD) and an approximate weight of 8 kg, HoloCut can
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be easily integrated into different machine tools.

In the future, microelectronics and software will be integrated into the
sensor which will enable it to detect process errors and communicate with
the machine tool as a stand-alone system.

10329-15, Session 4

Tomographical process monitoring of
laser transmission welding with OCT

Philippe Ackermann, Fraunhofer-Institut fur
Produktionstechnologie IPT (Germany); Robert H.
Schmitt, RWTH Aachen Univ. (Germany)

Laser transmission welding as a contactless and locally limited joining
technique is well-established in different production areas. It is used in a
variety of demanding applications like for example parts which require a
particle-free joining process. Sensitive parts demand a joining technique
which does not affect the inner components. The welding process itself
faces higher requirements concerning for example tightness of the weld
joint or cleanliness of the produced part (no material must impurify the
part during the process).

During the laser transmission welding process the laser radiation is
locally focused on an absorbing surface. The joining is performed
between a transmissive part (regarding the process laser wavelength)
and an absorbing part. After solidification the weld seam is created
at the intersection of both parts within the material. The weld seam

is hermetically enclosed within the material and cannot be visually
inspected.

A very narrow process parameter window during the laser process

or process deviations have led to an increase on the requirements for

the laser transmission welding process and on monitoring devices. A
qualitative feedback for process adaptation is not given by today 's state
of the art measurement systems. Pyrometers detect the process emission
but return no tomographical information. Quality assurance of the
fabricated product is done via destructive testing resulting in production
of scrap parts.

Inline integrated optical measurement systems capable of providing
non-invasive tomographical images of the transparent material, the weld
seam and its surrounding areas with micron resolution would improve the
overall process by providing more detailed information about the actual
forming process. Hereby obtained measurement data enable qualitative
feedback into the system to adapt process parameters to obtain a more
robust laser transmission welding process. Non-destructive testing during
the laser welding process would reduce the process cost as well.

Within the European-funded research project Manunet “Weldable” an
inline monitoring device based on Fourier-domain optical coherence
tomography was developed at the Fraunhofer IPT. This device, after
adaptation to the laser transmission welding process is optically
integrated into the existing laser machine. Pre-process analysis of the
work piece can as easily be performed as well as post-process quality
assurance inspection. The main target lies within the inline process control
destined to extract tomographical geometrical measurement data from
the weld seam forming process. Hereby process feedback is given to
adapt prior set laser parameters as well as high resolution images are
made available for quality inspection. In-process obtained data make
obsolete the need for further testing and reduce the handling of the
product. Usage of this non-destructive and non-invasive technology
makes offline destructive testing of produced parts unnecessary as any
defects occurring during the process can be identified and its information
feedback for laser process adaptation, delivering hereby a reliable weld
process and a safe product.

10329-16, Session 4

Nondestructive testing of layer-to-layer
fusion of a 3D print using ultrahigh
resolution optical coherence tomography

Niels M. Israelsen, Technical Univ. of Denmark (Denmark);
Michael Maria, Univ. of Kent (United Kingdom) and
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of Kent (United Kingdom); Ole Bang, DTU Fotonik
(Denmark)

No Abstract Available.

10329-17, Session 4

Applications of optical coherence
tomography in the noncontact
assessment of automotive paints

Samuel J. Lawman, Jinke Zhang, Bryan M. Williams,
Yalin Zheng, Yao-Chun Shen, Univ. of Liverpool (United
Kingdom)

The paint on cars serves two end purposes; firstly they protect against
corrosion and secondly give the desired visual appearance. To achieve
this, the paint systems of modern cars are composed of multiple layers. To
ensure consistent corrosion protection and appearance, suitable Quality
Assurance (QA) measures on the final product are required. Currently the
most common assessment method for measuring the layer thicknesses of
car paints is ultrasound sensor which only provides thickness information
in single position and needs to be in contact with the sample for best
performance.

Optical Coherence Tomography (OCT) is a 3D imaging technique with
?m resolution, which uses broadband interferometry for ranging. Since
its inception, its main application has been for ophthalmological and
other medical imaging. It has also found a variety of applications outside
medicine [1], including the assessment of multiple coating layers in
historic works of art [2]. However, it is only since 2016 [3, 4] that its
potential applications to automobile paints have been reported. Whereas
the current single point ultrasound method only returns information on
one variable (i.e. the thicknesses of the layers at one position), OCT can
provide multiple different pieces of information simultaneously.

Currently three applications have been reported. Firstly, though currently
more limited by transparency than ultrasound, OCT can measure the
thickness of the coating layers over a significant lateral distance instead
of a single point. Secondly, 3D OCT can return information on the size,
shape and quantity of metallic flakes within the base coat. Thirdly, the
image signal decay properties of scattering layers are dependent on its
scattering and absorption properties. Unwanted changes to a layer could
lead to an identifiable change in the signal decay properties.

In this paper we will add two more novel applications of OCT to
automotive paints. Firstly, the orange peel (Benard-Marangoni) effect
usually leaves a low spatial frequency texture (roughness) to the top
clear coating of modern car paint systems. Historically, this has been
considered a visual defect. However, due to the inhibitive cost of removal
it is now generally tolerated. Surface profile with nm measurement
precision can be extracted by OCT, either by finding the centre of the
axial PSF [5] or utilising the Fourier phase information [6]. Here we apply
this method to quantify and characterise the orange peel on car paint
samples. Secondly, the PSF and Fourier phase information could also be
used to measure the rate of change of thickness of the clear coat, and
thus determine how dry it is. Here we demonstrate this on a nail varnish -
glass model.

1. Stifter, D., Beyond biomedicine: a review of alternative applications
and developments for optical coherence tomography. Applied Physics
B-Lasers and Optics, 2007. 88(3): p. 337-357.

2. Liang, H., et al., En-face optical coherence tomography - a novel
application of non-invasive imaging to art conservation. Optics Express,
2005.13(16): p. 6133-6144.

3.Dong, Y., et al., Nondestructive analysis of automotive paints with
spectral domain optical coherence tomography. Applied Optics, 2016.
55(13): p. 3695-3700.

4. Zhang, N., et al., Characterization of automotive paint by optical

coherence tomography. Forensic Science International, 2016. 266: p. 239-
244,

5. Lawman, S. and H.D. Liang. Fourier domain optical coherence
tomography for high-precision profilometry. in O3A - Optics for Arts,
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6. Yagoob, Z., et al., Improved phase sensitivity in spectral domain phase
microscopy using line-field illumination and self phase-referencing. Optics
Express, 2009. 17(13): p. 10681-10687.

10329-18, Session 4

Single-shot multilayer measurement
by chromatic confocal coherence
tomography

Tobias Boettcher, Marc Gronle, Wolfgang Osten, Institut
far Technische Optik (Germany)

Oftentimes situations occur in industrial inspection, where samples
consist of multiple semi-transparent layers, whose refractive index is
either of interest itself or not exactly known. Even in the latter case, this
refractive index has to be retrieved in order to correct the measured
results of most optical measurement systems.

We introduce Chromatic Confocal Coherence Tomography (CCCT) as

a single-shot manner for the simultaneous measurement of the layer
thickness and its refractive index. Hereby we aim for multiple inspection
tasks: Thickness and refractive index of thin semi-transparent materials
or stacks of such shall be measured with high axial as well as lateral
precision. Layers carrying possibly unknown refractive indices like
varnish on machined surfaces shall be measured while giving raise to
detailed topography of both surfaces. In inline measurement, precise
topography inspection shall be possible without the need for removing
contaminations like oil or drilling emulsion.

Most of these tasks are not easily achieved by well-known techniques

like confocal or white light scanning microscopy, nor by their single-

shot counterparts like chromatic confocal microscopy or spectral
interferometry. All of these schemes are affected by the material’s
refractive index, but in different ways. CCCT utilizes the fact that confocal
and interferometric information are disturbed in an reciprocal manner: On
the one hand, Interferometers measure optical path lengths, which are
increased in materials of higher refractive index. Confocal systems on the
other hand underestimate axial lengths in materials of higher refractive
index due to refraction at the material’s surface.

As mentioned above, especially in situations where fluids are involved,

it seems important to realise a single-shot system. This is obtained

by a combination of chromatic confocal microscopy and spectral
interferometry. The experimental setup is based on the corresponding
topography measurement system, Chromatic Confocal Spectral
Interferometry (CCSI). A superluminescent diode provides 50 nm of NIR
illumination bandwidth. It’s joined to the detecting spectrometer via a
fibre-coupler, whose other end is connected to the sensor head, where it
also acts as the confocal aperture. The linnik type sensor head provides

a chromatically separated focal range in the measurement volume by the
use of a refraction compensated diffractive optical element near the back
focal plane of the microscope objective. The back propagated signal from
layered specimen consist of super-imposed wavelets from each surface,
where the envelope of each peak is defined by the confocal signal and the
spectral frequency below is given by the corresponding difference in path
length regarding the reference arm.

We will present first proof-of-concept measurements of different thin
slabs of fused silica and diamond. Even using a rather simple frequency
analysis for the interferometric information channel, discrepancies in

the low percent range were met with respect to thickness and refractive
index. Also, different sources of uncertainties and errors are evaluated.
Here, mainly the system’s numerical aperture is important, as it has a
strong influence on the confocally measured thickness. Furthermore, the
interferometric channel is severely affected by uncompensated dispersion
due to the non-identical design of the two arms of the interferometer.
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10329-19, Session 4

Tolerance of sphere radius for the
calibration of the transfer function of
coherence scanning interferometers

Rong Su, The Univ. of Nottingham (United Kingdom);
Jeremy M. Coupland, Loughborough Univ. (United
Kingdom); Yuhang Wang, Harbin Institute of Technology
(China); Richard K. Leach, The Univ. of Nottingham
(United Kingdom)

Although coherence scanning interferometry (CSI) commonly achieves

a sub-nanometre noise level in surface topography measurement, the
absolute accuracy is difficult to determine when measuring a surface
that contains varying local slope angles and curvatures. Traditional

step artefacts that contain two parallel flat surfaces are, therefore, not
considered sufficient for calibration of CSI systems for measuring complex
geometry. One method to characterise a CSl system for three-dimensional
(3D) measurement is by obtaining its 3D transfer function (TF). The 3D
TF contains rich information about the metrological characteristics of

a CS| system, for example both vertical and lateral resolutions can be
derived from the TF and an inverse Fourier transform reveals the point
spread function (PSF). It is not easy to measure the 3D TF of a CSI
system. Coupland et al. have derived an approach to characterisation of
surface measuring systems as 3D linear filtering operations in which the
so-called “foil model” of a surface is linearly related to the interference
signal obtained from the CSI system. Recent research has shown that

it is possible to use a single sphere with a radius much greater than

the source wavelength to calibrate the 3D TF of a CSI system. A major
requirement of this calibration approach is the accurate knowledge of
the sphere radius, but the 3D measurement of a sphere with nanometre
level uncertainty is a highly challenging metrology problem, and is not
currently feasible. Perfect spheres do not exist and every measurement
has uncertainty. Without having a quantitative understanding of the
tolerance of the sphere radius, the calibration method cannot be used
confidently for calibration of the transfer function of a CSI system that
may be used in research laboratories or industry. The calibration errors
may occur when the TF is measured using, e.g. a 51 ?m radius sphere,
that is measured/estimated to be a 50 ?m radius calibration sphere. The
calibration errors of the ideal CSl instrument may cause additional tilt
dependent errors when measuring the topography of a surface. In this
paper, the effects of the tolerance of the radius of the calibration sphere
on surface topography measurements are quantitatively analysed through
a computational approach. For example, if 1 nm additional height error
(due to the mis-calibration) is desired at 30° surface tilt, the radius error
of the calibration sphere should be smaller than 6 nm. CSI measurements
of sinusoidal and rough surfaces are also investigated in the presence

of various degrees of radius error. For example, the mis-calibration due
to 1?m radius error may cause an additional height error of a few tens

of nanometre for the measurement of a sinusoidal surface with 5 ?m
period and 0.2 ?m amplitude. In this paper, a lookup table that relates the
surface height error as a function of the radius error and surface slope
angle is provided. The users may estimate the required tolerances of the
sphere radius for their specific surface measurements if this calibration
approach is used. The output of this paper provides a feasibility analysis
and the foundation for this calibration method for further development
and applications.

10329-20, Session 5

New challenges for optical inspection in
the times of industry 4.0 (/nvited Paper)
Robert H. Schmitt, RWTH Aachen Univ. (Germany)

No Abstract Available
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10329-21, Session 5

Underwater 3D measurement devices
using Gobo-projection

Peter Kihmstedt, Christian Brauer-Burchardt, Stefan
Heist, Ingo Schmidt, Fraunhofer-Institut fir Angewandte
Optik und Feinmechanik (Germany); Gunther Notni,
Technical Univ. Imenau (Germany) and Fraunhofer-
Institut fir Angewandte Optik und Feinmechanik
(Germany)

New developments of structured light based optical 3D scanners provide
high-speed data acquisition and processing and make 3D reconstruction
of dynamic processes or 3D measurements using moving scanners
possible. Many fields of application, especially in industrial quality
management require such quick 3D scanners. A necessary precondition
for the realization of high-speed 3D scanners is the use of high-speed
cameras and projection units. Whereas classical beamers are not suitable
for high-speed projection, the Gobo principle is appropriate concept to
realize 3D scanning in motion, e.g. at ROVs for underwater use.

Photogrammetric measurements of objects under water become more
and more important in the application fields of archaeology, biology,
and industrial inspection, especially for deep sea facilities. Structured
light should help to overcome the big challenges of underwater
photogrammetry namely the short visibility, spectral differences in ray
refraction, and identification of corresponding object points.

Recently photogrammetric underwater setups or devices have been
introduced and the power of these setups has been shown. However, this
principle allows short measurement distances and limited measurement
fields of approximately 0.5 m x 0.5 m so far using classical beamers

for structured light projection. However, the Gobo projection principle
allows using stronger light sources and hence is going to achieve larger
measurement fields and measurement distances.

In this paper the Gobo projection principle is introduced, the use of
aperiodic sinusoidal fringes for structured light projection is explained,
and realizations of 3D scanners in air and water are shown as examples.
The principle of aperiodic sinusoidal pattern for identification of
corresponding points in two camera images requires a-priori-calibration
of the system and the use of epipolar lines. However, these lines are not
straight in the underwater case. This is a remarkable challenge of the use
of the Gobo principle for underwater.

The calculation of the 3D measurement data will be obtained using the
triangulation principle well known from photogrammetry. The usual
pinhole camera modeling is extended by consideration of the refraction
effects at the interfaces between air and glass and glass and water. Using
the projection of aperiodic sinusoidal fringe patterns by a Gobo projector,
epipolar curves are used for the realization of finding corresponding
points in the two camera views. A special calibration procedure was
developed in order to get the necessary geometric system properties
which allow the calculation of the epipolar curves and the correct
determination of the 3D measurement points.

The new principle was realized in a laboratory setup. The measurement
accuracy was determined by experiments using certain specimen as plane
ceramic tile and a calibrated ball-bar for the evaluation of flatness and
length measurements. First underwater measurement examples are given
showing the possibilities of the new methodology and the limitations of
the currently used hardware configurations.

Future work will be addressed to the building up of different laboratory
setups of 3D scanners with different measurement volume sizes in water
basins using Gobo projection and the simulation of deep sea conditions.
Many experiments have to be performed in order to evaluate the theoretic
assumptions concerning 3D point calculation and measurement accuracy.

10329-22, Session 5

Verification of real sensor motion
for a high-dynamic 3D measurement
inspection system

Andreas Breitbarth, Martin Correns, Technische Univ.
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llImenau (Germany); Manuel Zimmermann, GOPEL
electronic GmbH (Germany); Chen Zhang, Maik
Rosenberger, Technische Univ. Imenau (Germany);
Jérg Schambach, GOPEL electronic GmbH (Germany);
Gunther Notni, Technische Univ. IImenau (Germany)

Inline three-dimensional measurements are a growing part of optical,
contactless inspection. Considering increasing production capacities
and economic aspects at once, dynamic measurements under motion
are inescapable. Using a sequence of different pattern, like it is generally
done in active fringe projection systems, relative movements of the
measurement object with respect to the 3d sensor system between

the single images of one pattern sequence have to be compensated.
Therefore, motion estimation is one major task.

Based on the application of fully automated optical inspection of circuit
boards at an assembly line, the knowledge of the relative speed of
movement between the measurement object and the 3d sensor system
should be used inside the algorithms of motion compensation. In an
optimal way, this relative speed is constant over the whole measurement
process and consists of only one motion direction to avoid sensor
vibrations. The quantified evaluation of this two assumptions and the
error impact on the 3d accuracy are content of the research project
described in this paper.

The 3d measurement system under investigation consists of one
monochrome camera and one LCoS system using for pattern projection.
The combination of this two hardware elements is designated as 3d
sensor head and represents the mobile part considering the 3d inspection
systems as a whole. For our experiments we use a glass etalon with non-
transparent, solid filled circles. Furthermore, we used a homogeneous
transmitted light source in red spectrum to illuminate the etalon and
create hard black-and-white contrasts of filled circles and transparent
background in the camera images. Focused on the circle borders, this

is one of the most reliable methods to determine subpixel positions
using a couple of searching rays. Depending on the amount of border
pixels of each circle, the number of search rays have to be increased up
to the situation, that two rays intersect the same border pixel with high
probability. The intersection point of all rays characterize the center of
each circle.

Based on the circle centers determined with a precision of approximately
1/50 pixel, the motion vector between two images could be calculated
and compared with the input motion vector. To further increase the
reliability of the estimated motion vector, we use the arithmetic mean

of five circle positions. These verifications were firstly realized for a
constant input velocity and secondly motion with an acceleration phase.
To confirm the results, experiments were done with two opposite motion
directions and five different values of velocity. Overall, the results are used
to optimize the weight distribution of the 3d sensor head and reduce
non-uniformly vibrations. Finally, there exists a dynamic 3d measurement
system with an error of motion vectors about +4 micrometer. Based

on this outcome, simulations result in a 3d standard deviation at planar
object regions of 6 micrometers. In comparison, the same system yields
a 3d standard deviation of 5 um with static setup and 9 um without the
optimization of weight distribution.

10329-23, Session 5

High speed imaging for assessment
of impact damage in natural fibre
biocomposites

Karthik Ram Ramakrishnan, Stephane Corn, Nicolas Le
Moigne, Patrick lenny, Romain Leger, Pierre R. Slangen,
Mines Alés (France)

Enhancement in imaging technologies and the development of ultra high
speed cameras has made possible the use DIC methods for dynamic
event testing [1]. High speed DIC has been used for many experiments
including for fracture, and impact testing [2]. Tiwari et al. [1] used a
2D-DIC method to make full field measurements during high speed
impact conducted using the split Hopkinson Pressure Bar (SHPB)

setup. High speed imaging (HSI) is nowadays commonly used even on
production site thanks to rugged high speed sensors. In the industrial
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sector, high-speed camera experiments were conducted on Printed Circuit
Boards to fine-tune drop impact simulations [3]. However, Liu et al. [4]
reported that synchronization difficulties and poor image resolution from
high-speed camera limited the use of high speed imaging under impact
loading rates. For example, in ballistic testing high speed cameras were
used to measure the initial and residual velocities of the projectile but
not for damage assessment [5]. The assessment of impact damage is
typically done after the impact using visual inspection, ultrasonic C-scan
or other NDI methods. The evolution of damage is identified from the
force-displacement curve obtained from the impact experiment. The
creation of cracks results in the loss of stiffness and a corresponding
drop in the force history. However, the force-displacement data is not
correlated to the actual creation and propagation of damage due to
difficulties of setting up high speed camera equipment to observe the
bottom surface of the impacted plate. For this application, the HSI
integration is really specific and enables the user to better depict the
successive events occurring upon the crack propagation. Indeed, post
mortem inspection of the cracked plate does not always show if the
impactor was completely piercing the plate under study.

In this paper, a method is presented to correlate the force- displacement
data from the sensors to the slow motion tracking of the cracks in natural
fibre reinforced composites. Natural fibres are considered a potential
replacement to traditional composite reinforcements such as E-glass due
to their low density, high specific properties, relative abundance, low cost
of raw material, and positive environmental profile. Bensadoun et al. [6]
reported that the use of natural fibres for high performance applications
has been limited in part by a lack of data for loading conditions such as
fatigue and impact. Impact loading can occur during the service life due
to dropped tools, or collisions with loading and unloading fixtures and
the resultant damage, such as delaminations and back-face splitting, can
severely reduce the mechanical properties.

The low velocity impact tests were conducted using a CEAST
instrumented drop tower. Flax composites with thermoset and
thermoplastic matrix were chosen for the project. Woven flax /
polypropylene (PP) commingled fabric was supplied by Composites
Evolution as Biotex Flax/PP. Dry flax woven fabrics (Biotex Flax) also from
Composites Evolution were chosen for the manufacture of Flax-Epoxy
composites. The thermoset matrix was a two part epoxy resin supplied

by Resoltech (1800 epoxy resin and 1805 aliphatic amine hardener). Both
the thermoset and thermoplastic composites were fabricated using a
compression moulding method.

The drop tower setup consists of an instrumented impactor that is
secured to a carriage that falls along guideposts and collides with

the plate. The weight of the impactor was 3.1 kg with a hemispherical
impactor of diameter 20 mm. The drop height varied from 0.1 m to

0.3, 0.35, 0.4, and 0.5 m to give a range of kinetic energies of 3 J to15
J. The impact tests were conducted until complete perforation of the
plate was observed, in order to assess the absorbed energy behaviour
of flax composites. Three specimens were tested at each condition to
ensure the repeatability of the experiment. A Phantom V2512 high speed
camera, coupled with long distance macrozoom lens, was used for slow
motion observation of the bottom surface of the composite plate during
the impact event. A mirror setup placed at 45° below the composite
plate allowed the camera to safely capture the impact event without
fear of damage and also to shine about 15000 lumens from superLEDs
cold light device. The images were acquired at a frame rate of 39000
fps and exposure time of 25 ?s with a resolution of 786 x 786 pixels.
Photoelectronic switches acted to trig the camera and was also used to
measure the initial velocity and rebound velocity of the impactor. The
bottom surface of the (dark) composite plate was painted with a thin
layer of white powder to allow the skeletonisation of the images during
the cracking of the plate. The crack lengths were measured from each
image using a skeletonisation algorithm in ImageJ software. The evolution
of damage observed in the plate was correlated to the mechanical
response of the composite plate. Additionally, some composites were
painted with a fly-speckled pattern and the results of the digital image
correlation were compared to the results obtained for the white paint.
For clear color composite, no preparation of the samples is required as
dynamic range of the V2512 is really high. The proposed method can
be a valuable tool to study the impact behaviour of fibre-reinforced
composites and better depict the successive events that lead to their
breakage.
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10329-24, Session 6

Miniaturization of an optical 3D sensor by
additive manufacture of metallic mirrors

Andre Sigel, Markus Merkel, Andreas Heinrich,
Hochschule Aalen (Germany)

In automated inspection tasks multiple sensor technologies are available
for purchase. The diversity of systems includes intelligent cameras and
3D acquisition systems based on photogrammetry, laser triangulation
and fringe projection. All these systems have in common that they

have fixed properties concerning field of view, accuracy and sensor

size. For many applications these properties can fulfill the requirements
of industrial manufacturing control, but for inspection tasks with
exceptional inspection part geometries sensor size and field of view are
insufficient and standard devices fail. With use of additive manufacturing
technologies optical elements can be generated cost efficiently in low
numbers to build sensor devices which adapt to requirements of the
inspection part. By printing optical elements the design of the sensor
system is not limited anymore because freeform optics of almost any
shape can be printed and utilized for the application in mind. In this
article a solution for an inspection application is presented which cannot
be solved with standard technologies. Focusing on the customized,
additive manufactured illumination optics opportunities of additive
technologies for automated inspection are exemplified. Utilizing selective
laser melting technology metallic mirrors are generated to miniaturize a
laser triangulation setup. With the miniature device the interior of plastic
parts manufactured by injection molding is inspected. These parts to be
inspected are components of fluid pumps which are characterized by an
up to four meter long but only 26 millimeter in diameter undercut. By
integrating this micro optical system in a robotic kinematics the sensor
device can be inserted into the inspection part and a 3D point cloud of
the interior can be generated. Beginning with the optical design and the
additive manufacture of the optical element the complete process chain
to manufacture such customized optical elements is illustrated by this
example optics. So far it is not possible to generate surfaces with optical
quality by 3D printing. Therefore different methods to rework surfaces
are compared. In addition to the manufacture of the optical element a
simple but highly accurate 3D acquisition algorithm and calibration setup
is explained to analyze laser lines and calculate 3D data time efficiently.
The setup is finished with the electronical components of the device. Also
the camera module as well as the illumination unit include approaches to
minimize the size of the optelectronical device by using laser diodes with
diffractive optical elements and cameras in millimeter size. To minimize
not only the sensor device itself but the complete measurement setup
efforts are being made to execute the 3D acquisition algorithm as well
as an analyzing software on a miniature Raspberry Pi computing device.
Finally an evaluation of the sensor device is presented illustrating the 3D
point output and comparing the output data with the CAD model of the
inspection part.

10329-26, Session 6
Platform for 3D inline process control in
additive manufacturing

Marc Preissler, Chen Zhang, Maik Rosenberger, Gunther
Notni, Technische Univ. IImenau (Germany)
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3D - Inline - Process - Control is getting more attention in any fields of
manufactures processes to increase productivity and quality. Sensor
systems are necessary to capture the currently process status and are
basement for Inline-Process-Control. The new fields for Inline - Process -
Control are given together with the establishment of new manufacturing
methods like the additive manufacturing. Adjusted process parameters
in additive manufacturing are necessary for proper final results. Other
currently published papers used 2D - image processing methods or
measure only the final 3D - shape of the additive manufactured part.

This approach uses the 3D - inline - scanning in additive manufacturing
processes like melt layer forming methods such as Fused Filament
Fabrication (FFF) for Inline - Process - Control. Reasons are findable

in the initial cost of the different additive manufacturing machines. The
higher costs for metal-based manufacturing allows earlier the application
for Inline - Process - Control and amortize the extra initial cost for the
necessary hard- and software in an acceptable relation. But sensor
systems, for example image sensors, are getting cheaper and cheaper
and getting more interesting for lower priced additive manufacturing
processes like FFF. Furthermore the large variety of available filaments
for an FFF manufacturing system requires adapted machine parameters
for an acceptable manufacturing result. The parameters are normally only
adjustable with the help of iterative manufacturing process steps or the
machine operator has high expertise in handling with different filament.
The number of possible process failures is very diverse and can be
reasonable in different causes.

The aim of the presented work was to accomplish a 3D - Inline -
Processing - Platform to evaluate objectively additive manufacturing
processes in Fused Filament Fabrication. The own created and adaptable
hardware platform for the Inline - Process - Control is able to output

3 - dimensional information about the manufactured object during
processing time. The developed 3D Sensor system using pattern
projection method is currently build in an Ultimaker 2 extended+, but
adaptable in other additive manufacturing systems with requirement

to have an free field of view to the manufacturing process on the upper
side. A 3D scan in a bird eyes view arrangement is captured after every
finished manufactured layer and is the basis for the subsequent image
processing. The image processing of the several captured layer point
clouds constitutes the Inline - Process - Control and can manipulate the
manufacturing machine in only a few seconds. If a manipulation has no
success and the manufacturing result is disappointed, the Inline - Process
- Control can decide to stop the manufacturing process. The automatic
stop process allows to reduce raw material, manufacturing time and other
costs.

Additionally the separate layer scans are also use to transform a complete
point cloud stack of the manufactured part to get a filled point cloud

of it like a tomographic dataset. This procedure allows to takes a look
inside the manufactured part and gives more possibilities to assess the
manufacturing process. The analyzation of the several layer and the
layer stack offer (tomographic dataset) a great potential to characterize
the additive manufacturing result in dimensional accuracy, stability and
finishing. For the geometry reference the STL file of the manufactured
part is used.

The presented research provides a suitable solution to 3D monitoring
and regulate an additive manufacturing process - in example of Fused
Filament Fabrication. The main parts of the work are the developing and
integration of an adaptable 3D hardware platform and the analyzation of
captured layer point clouds and the filled point cloud stack to regulate
inline the manufacturing process.

10329-27, Session 6

Flexible registration method for light
stripe sensors considering sensor
misalignments

Waldemar Gorschenew, Markus Kéastner, Eduard
Reithmeier, Leibniz Univ. Hannover (Germany)

In many application areas such as object reconstruction or quality
assurance it is required to measure the complete shape of an object or at
least a whole cross section. For complete measurements of 3D objects,
multiple views are needed to avoid undercuts. Hence the developed
measuring system consists of several light stripe sensors surrounding the
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measurement object. The final number of sensors depends on the object
geometry and dimension. Each light stripe sensor is mounted on an
adjustment unit to align the laser planes. In order to create a uniform 3D
data set from individual sensor data, a registration of each individual data
set into a common global coordinate system has to be performed.

A common method is to use 3D reference objects with well-known
geometry in advance. The registration is performed by measuring the
reference objects in different positions and orientations. After fitting a
spare geometry or a CAD model in the range data, the corresponding
points in each individual data set will be manually determined.
Subsequently a rigid body transformation of the corresponding points is
performed to calculate the transformation between two adjacent sensors
by minimizing the squared error. For this method the alignment of the
reference objects as well as of the sensors play a major role, because
possible misalignments or offsets of both reference objects and laser
planes will not be considered.

Another widespread approach is to use an iterative closest point (ICP)
algorithm directly on the range data of a 3D reference object, so that the
alignment of the reference object is no more important. There is also no
need for fitting the measurement data to get the corresponding points.
The corresponding points are located in the overlap of the projected
laser planes and can be specified either as a part of the data or as a
percentage. The ICP searches for corresponding points of a part of one
dataset in the other one and then performs a rigid body transformation.
The procedure repeats until the stopping conditions have been reached.
Usually a good initial guess transformation has to be applied in order to
avoid local minima, which will cause the registration to fail. For successful
registration, this method also requires good sensor alignments, because
similar to the previous approach misalignments and offsets of the laser
planes will not be considered as well.

In this paper a new registration method based on 3D pose estimation
using the camera calibration data of the sensors will be presented. The
developed method is flexible regarding to the position and orientation of
the reference object and considers possible misalignments of the sensors.
This method is especially interesting for the object reconstruction, where
is no need for perfect cross sections, cause of polygonising the measured
points to a mesh. So an accurate adjustment of the sensors becomes
incidental. As reference object a 2D checkerboard pattern is used. The
results of the developed registration method will be discussed and
compared with the other methods.

10329-73, Session PS1

Parallelism measurement of plane glass
at oblique incidence by interferometry

Yi Yang, Lin Zhang, China Academy of Engineering
Physics (China)

Parallelism is an important parameter of plane glass in high power
solid-stat lasers such as SG-IIl and NIF etc which consists of many large
rectangular plane glasses with slight wedge angle. It will influence the
collimation of laser beam.

This parameter should be measured at full aperture. To realize high
measurement accuracy, these glasses is tested by interferometers.
Parallelism measurement is often done at 0° incidence by interferometers,
so the size of large rectangular plane glasses which can be tested is
limited to the interferometer aperture. Subaperture stitching is a well
known method which could enlarge the size of testing aperture, but the
positioning inaccuracy bring much error and the algorithm should be
improved, and also, subaperture stitching testing will take too much time.

If position a plane glass at an oblique incidence angle in interferometer,
the parallelism of the glass could be obtained at full aperture, but the
result is quite different from the result obtained at 0° incidence angle.

In this paper, a new method is proposed to parallelism measurement that
plane glasses can be measured at oblique incident angle. This method

is based on least square method and refraction law, and the parallelism
testing modeling is built. Each transmission wavefront of plane glass

at oblique incidence and interferometer empty cavity can be obtained
by interferometry testing, then they will be fitting to two planes by

least square method, so the included angle ? of the two planes and the
included angle ? between ? and X axis could be obtained. With angle

? and ?, the emergence direction of the testing beam light at different
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incidence angle and with different glass rotation could be calculated, the
direction of tilt could also be obtained, and the optical path difference
between different testing angles could be obtained too. With these

3 factors mentioned above, the relation equation of the results of
parallelism with different testing incidence angle could be figured out.
So those rectangular plane glasses could be qualified at incidence angle,
the results of parallelism could be converted to the results obtained at
0° incidence angle---that means the dimension of sample measured at
horizontal direction is enlarged, those rectangular plane glasses could
be measured at some oblique angle by full aperture but with a smaller
aperture interferometer.

This method will not take anymore equipment nor extra measuring time.
In this paper, a same plane glass is measured at 0° angle and at other
angles, and the testing results are matched with each other. The error
sources of this method are discussed, and the ways to avoid these errors
are also pointed out.

10329-74, Session PSI1

New technique for generating light
source array in tilted wave interferometer

Jia Li, Hua Shen, Rihong Zhu, Qing Lu, Nanjing Univ. of
Science and Technology (China)

Smaller and lighter optical systems with better performance can be

built by the use of freeform optics. However, most optical imaging
systems were constrained to traditional surfaces for the accurate
metrology of freeform surfaces is a challenge so far unsolved. One
high-precision approach to measure freeform surfaces with less time

and expense is using tilted wave interferometer (TWI). In the test path

of the interferometer, an element is placed, which can generate light
source array that act as test beams. But each source generated by lens
array is not ideal spherical wave which contains aberrations. In addition,
the sources cannot be activated individually during the measurement,

so that it is impossible to perform an irregular source array according

to the gradient variation of each test surface. Thus, a novel technique
based on fiber array is proposed for generating irregular source array.
Whereas, some system errors that affect the measurement accuracy are
introduced by the use of fiber array, such as the position deviation of
each fiber and phase difference produced by the length of each fiber. In
this paper, the consequences of the above system errors are analyzed.
With regard to position deviation of each fiber, we conclude that it must
be controlled within 15um to make the wave error of each test beam

less than?/10 (?=632.8nm). Based on the imagine theory in geometrical
optics, a calibration method can obtain the exact spatial coordinates

of the center of each fiber is suggested. In the experiment, a known
magnification lens was used to image the fiber array onto the CCD.

Then the spatial coordinates of each fiber of the developed fiber array

is calculated by Newton’s Formula in geometrical optics. The calculation
results show that the position deviation of each fiber is less than 3um,
which satisfies the requirements of the tilted wave interferometer. In order
to calibrate the phase difference produced by the length of each fiber, as
long as we measure the length difference of the each fiber. So a Mach-
Zehnder interference system is built based on the principle of excess
fraction method, which can get the value of length difference accurately.
During the measurement, the center fiber of fiber array is selected as

the reference fiber, and the length difference in the order of millimeters
between the other fiber and the reference fiber is obtained. Afterwards,
the data obtained by the two calibration methods are introduced into the
mathematical model of system error for eliminating the measurement
error introduced by the use of fiber array. A non-coaxial ellipsoid mirror is
measured by our tilted wave interferometer based on fiber array showing
the feasibility of the proposed methods.

10329-75, Session PS1
Absolute test using the conjugate
differential method

Ya Huang, Jun Ma, Nanjing Univ. of Science and
Technology (China); Caojin Yuan, Nanjing Normal Univ.
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(China); Lei Chen, Rihong Zhu, Zhishan Gao, Nanjing
Univ. of Science and Technology (China)

The conjugate differential method we presented before, has been applied
to the absolute test of flat, cylindrical, and axicon surfaces. The basic
idea is to make the data difference between the adjacent positions be

an approximation of the differential data of the test surface. And the
absolute shape of the test surface can be reconstructed. To achieve the
goal, two interferometric measurements at conjugate positions along
two orthogonal directions need to be carried out to get the difference
data along each direction. With the numerical calculation, it is possible to
remove the systematic error from the original test result. The schematic
diagram is indicated below.

In the previous work, we have made simulations for the flat, cylindrical,
and axicon surfaces, and given the experimental test cases to verify the
feasibility of conjugate differential method. For analysis and calculation
convenience, we combine both the reference error and systematic
error together. In fact, their influences upon the measurement result
are different from each other. We will discuss the conjugate differential
method in detail according to the following aspects.

First of all, we will discuss the application possibility of the conjugate
differential method. Surface types of the test surfaces in the previous
work have a similarity that the difference along two orthogonal directions
can be obtained by a certain minimal shift. For cylindrical and axicon
surfaces, an additional compensator, like computer generated hologram
(CGH), is normally inserted to fulfill the null test criteria. In this paper, we
will take the flat surface as an example in the analysis.

Secondly, the reconstructed spatial frequency information of the test
surface is mainly restricted by two aspects. One is the characteristic

of the interferometer, and the other is the algorithm limitation of the
conjugate differential method. Interference system can be considered as
a linear system approximatively if the frequency band is mainly low. The
corresponding ingredient are linearly addible. In addition, the distortions
caused by interferometric imaging, coherent noise, electronic noise in
interferometric image acquisition and so on, will make the test results
deviate from the ideal ones. These factors are static factors relatively, and
they will be introduced into the difference calculation in the conjugate
differential calculation process. In order to obtain higher test precision,
the difference amounts obtained by subtraction of two measurements
should be as close as possible to the actual differential amounts. This
means that the translation amount between the conjugate positions
must be as small as possible to ensure better approximation. However,
at the same time, the influences of systematic errors will be increased
when the translation amount decreased. Furthermore, if the test piece is
a large aperture element, the sampling frequency has to be reduced, in
order to maintain effective aperture. So the translation amount will be
increased, and the bandwidth of the test surface reconstructed by the
conjugate differential method will be further limited. We will focus our
current research on how to choose an appropriate translation amount
and sampling frequency, and explore the range of the shape that the
conjugate differential method can be applied.

10329-76, Session PS1

Experimental comparison of
photogrammetry for additive
manufactured parts with and without
laser speckle projection

Danny Sims-Waterhouse, Patrick Bointon, Samanta
Piano, Richard K. Leach, The Univ. of Nottingham (United
Kingdom)

The ability to measure highly complex, freeform parts manufactured

from a range of materials typical in additive manufacturing (AM) is a
difficult challenge. Mechanical contact techniques can provide accurate
3D measurements, but for complex parts, measurement times can be
substantial. Optical techniques, however, can provide the fast and high
accuracy form measurements and are suitable for the types of surfaces
produced using AM. For instance, fringe projection has already been
adopted widely by both the aerospace and automobile industries (Salvi et
al. 2010, Gorthi and Rastogi 2010). Unfortunately, many optical techniques
are still subject to their own limitations due to surface geometries,
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material properties and optics (Stavroulakis and Leach 2016).

Photogrammetry is a passive triangulation technique based on the
matching of points between many images of an object (Luhmann and
Robson 2011). Through the matching of points over the surface of an
object, photogrammetry is able to triangulate a point cloud for which
geometric information about the object may be extracted. Using this
technique with commercial DSLR cameras, 3D point measurement
uncertainties in the order of tens of micrometres are possible with

a very low-cost system. A requirement of photogrammetry is that

some texture must be observable on the object surface, making the
highly textured surfaces of many AM parts ideal for finding point
correspondences. For AM parts that do not display sufficient surface
texture for correspondences to be found, we have developed a laser
speckle projection system to project observable texture onto the object
surface (Sims-Waterhouse et al. 2016). By using a combination of typical
and laser speckle projection photogrammetry, a vast range of AM parts
with different geometries, materials and post-processing finishes can be
measured to high accuracies.

In this paper, we have experimentally determined the measurement
uncertainties for a series of AM test artefacts. The test artefacts were
produced in three materials: polymer powder bed fusion (nylon

12), metal powder bed fusion (titanium 64) and polymer material
extrusion (ABS plastic). Each test artefact was then measured with the
photogrammetry system in both normal and laser speckle projection
modes and the resulting point clouds compared with the artefact CAD
model. The traceability of all measurements was also ensured by scaling
the reconstructions using a calibrated ball bar. Each artefact was also
measured using a commercial fringe projection system, for which the
same comparison with CAD data has been made. The aim of this paper
is to show that laser speckle projection is able to increase the density
and accuracy of photogrammetry measurements and provide form
measurements comparable to a commercial fringe projection system.
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10329-77, Session PS1

Phasing piston error by analyzing the
intensity distribution on image plane

Weirui Zhao, Genrui Cao, Beijing Institute of Technology
(China)

As the demand for space exploration increasing, telescope’s resolution
has become higher and higher. In order to get a high resolution, the
telescope primary mirror’s aperture must be enlarged. This makes optical
processing and testing, and transportation or launch very difficult. A
segmented and deployable primary mirror was adopted to address this
problem. Segmented mirror telescopes provide a high resolution, but
introduce the cophasing problem. Piston error between the segments
must be reduced from an initial state of 100 microns to several tens of
nanometers to realize a diffraction-limited imaging. This makes cophasing
detection vital. Several methods have been adopted, some of them

fit coarse detection and the others fit fine detection. Consequently,
cophasing is divided into coarse and fine regimes which involve separate
dedicated hardware solutions. In this paper we propose a novel method
to address this issue. We detect the piston error based on analyzing

the intensity distribution on the image plane of a segmented telescope,
which is of a large capture range and high accuracy. A mask with a sparse
sub-pupil configuration is set on the exit-pupil plane to sample the

wave reflected by the segmented primary mirror. The relation between
the piston error and the heights of MTF’s surrounding peaks is derived
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by analyzing the intensity distribution on the image plane according

to the Fourier optics principle. Simulation has been done to verify the
relation is correct. Thus, the piston error can be obtained by using

this relation after measuring the heights of MTF’s surrounding peaks.
This method’s capture range is the input light’s coherence length, the
accuracy is of nanometer scale. But this relation, derived theoretically,
is complex to be used directly in a realistic piston error measurement.
We try to find out a kind of function similar to this relation and it could
be used to measure the piston error easily. We fit it with Gaussian,
linear, parabola, cubic polynomial, quartic polynomial, and piecewise
quartic polynomial functions. The best fitted one is the piecewise quartic
polynomial function. By a fit error analysis, the difference is 1.8nm RMS.
Thus, the piston error between the segments can be retrieved by using
the piecewise quartic polynomial function. Finally, experiments have
been carried out on the ACAT (Active cophasing and aligning testbed
with segmented mirrors) which was set up before to validate the
feasibility of this method. ACAT was set up to validate some methods for
cophasing errors detection. It consists of a source module (SM), beam
splitting module (BSM), piston error detection module (PEDM), tip-tilt
error detection module (TEDM), sensitive micro-displacement actuator
module (SMAM), segmented mirror module (SMM), FISBA spherical
interferometer, laser plane interferometer (LPI), and computer control
system (CCS). And the process of the cophasing errors detection and
correction can be carried out under the computer closed-loop control
in nanoscale. The validation experiments show that our method can
capture segments with the piston errors as large as the coherence
length of the input light and reduce these to 0.026 wavelength RMS
(wavelength=633nm).

To show the potential of this method, it can be used to realize piston
error parallel detection for a multi-segment primary mirror telescope
with a high accuracy in a large capture range, and just need to set a
mask with a sparse multi-subpupil configuration on the exit-pupil plane
of the telescope or rotate the mask to cophase the entire segmented
mirror. The design principle for the sparse multi-subpupil configuration is
to avoid overlap of the MTF’s surrounding peaks which formed by each
pair of subwaves sampled by corresponding subpupils. This method can
be adapted to any segmented and deployable primary mirror telescope,
whatever the shape of the segmented mirror and the number of the
segments is.

10329-78, Session PS1

Development of a width and camber
measurement system in a steel plate mill

Yung-Yi Yang, China Steel Corp. (Taiwan)

Quiality is one of the most important issues for both producers and
customers. Camber is one of the most significant defects in the steel plate
mill. Conventional methods for characterizing product parameters fail

in these unfavorable measurement conditions. An alternative is optical
measurement technique. It is non-contact and can be positioned in a safe
location. The design and implementation of an optical-based width gauge
and camber measurement system in the steel plate mill will be described
in this paper.

The system has three main functions, such as width measurement as well
as sidewalk and camber measurement. In this system two high-resolution
line-scan cameras configured with a stereoscopic view are used to
measure the silhouette of the strip. With this configuration, the influence
factors for measurement, such as vibration, tilt and wandering of running
steel plate, are greatly diminished. The accuracy of width measurement is
+2mm for widths in the range of 900 to 4100mm.

The system has been currently installed and working in the steel plate mill
for one year without any problem. By using this system, it not only can
lighten the load of the inspectors and acquire on-line measuring data in
time but also very helpful for quality and process control.

10329-79, Session PSI1

Optical scanner system for inline high
resolution measurement of lubricant
distributions on metal strips based on
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laser induced fluorescence

Philipp Holz, Christian Lutz, Albrecht C. Brandenburg,
Fraunhofer-Institut fUr Physikalische Messtechnik
(Germany)

Current trends in metal processing industry require forming procedures
with increasing deformations. Thus a sufficient amount of lubricant is
necessary to prevent the material from rupture. However a surplus of
the lubricant layer causes dints as well as problems in post-deforming
procedures, like welding, gluing and soldering. For monitoring this
sensitive process a spatial resolved measurement for the thickness of the
lubricant layers is required. Measurement systems for the thickness of
lubricant layers are either based on infrared spectroscopy or laser induced
fluorescence. Information on the lubricant distribution is achieved by
moving the sensor heads along the object on a linear axis. The spatial
resolution of these systems is insufficient at strip speeds, which are
typically more than 1 m/s in the forming processes, e.g. at press plants.

In this article we present a new optical setup, which uses scanning mirrors
in combination with laser induced fluorescence to monitor the spatial
distribution of lubricants on metal sheets. Although scanner systems

for laser induced fluorescence have been published before mostly in
microscopy applications, there are no systems known for inline analysis in
industrial environments.

By using fast rotating scanner mirrors combined with a fast analogue
digital conversion, data rates of 200 lines/s consisting of 1000 data points
each can be reached. In the presented setup the beam of a 405 nm

diode laser is used to excite autofluorescence of investigated lubricants.
The fluorescence signal is collected by a coaxial optic, spectrally filtered
and recorded using a photomultiplier. From the acquired signal a two
dimensional image is reconstructed in real time. As the trajectory of the
scanned laser beam is nonlinear, the position of the laser spot on the
metal surface, depending on the deflection angle of the scanning mirror,
is calculated to gain undistorted images.

Special care has been taken on the quantitative measurement of

the thickness of the lubricant layers. The presented system has been
calibrated using reference samples. These samples are made both using
a spray system and a spin coater. For calibration reference samples

are weighted. Standard lubricant oil from German Federal Institute

for Materials Research and Testing (BAM) is used for the experiments.
Calibration results in the range of 0.1to 5 g/m? will be presented.

Linearity and stability of the presented system were characterised using
a target made of Spectralon® fluorescence material. Using this standard,
a linearization of the photomultiplier output at different gains for
fluorescence intensities of six orders of magnitudes is achieved. The drift
of the system is less than +/- 1% over 60 hours. An etched aluminium
stencil is combined with the fluorescence standard to characterise the
spatial resolution. At a scan rate of 50 lines per second and a scan field of
0.3 m the spatial resolution is 0.5 mm.

For using the system inside production sites, a concept for a laser safe
housing was implemented. Furthermore the influence of ambient light on
the fluorescence signal was analysed.

10329-80, Session PSI

Characterizing the quality of the fiber
optic reference for cylindrical wave
testing

Ayshah Alatawi, Tabuk Univ. (Saudi Arabia); Patrick J.
Reardon, The Univ. of Alabama in Huntsville (United
States)

With continued advances in cylindrical optics manufacturing capability,
interferometric testing of such optics is difficult and continues to be

a challenge. The primary reason of this challenge is the lack of a well
characterized cylindrical reference surface. One approach that has been
investigated is the fiber optic reference. The fiber optic reference test
utilizes a specially processed optical fiber to provide a clean high quality
reference wave from an incident line focus from the cylindrical wave
under test. However, to date, there is not sufficient information about the
quality of the fiber optic reference surface; one publication has discussed
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the accuracy of using the fiber as a cylindrical reference, stating only
that the fiber is “ lambda/15 P-V” or better” along the plane axis. Due to
asymmetry, a discussion of cylindrical wavefront accuracy would not be
complete without a description of the accuracy along the powered and
the plano axes.

In this paper, the Random Fiber Test (RFT) is used to experimentally
quantify the quality of fiber surface as a cylindrical reference. The

basic method of the experiment is to take measurements at different
rotations about and translations along the axis of the fiber. From these
measurements, the quality of the fiber surface in both direction can be
determined. The experimental setup consists of an interferometer with

a transmission flat and a computer generated hologram (CGH). The CGH
cylindrical null diffracts the collimated wavefront from the interferometer
into a high quality F/4 cylindrical test wavefront. A specially prepared
fiber reference with a radius of curvature of ~ 62.5 um placed at the focus
line ~ 285mm from the CGH . This fiber is fixed in a two degree of freedom
adjustment stage controlling tilt and clocking, but neither adjustment

is particularly smooth or capable of fine motion. To measure different
patches of the fiber surface, the fiber stage is then mounted to crossed
translation stages that enable motion in x (perpendicular to the focused
line), y (fiber axis direction) and z (defocus). Finally, a rotation stage was
added to enable rotations about the fiber axis. A series of 60 different
patches of the fiber surface were randomly measured by y-shifting and
rotating the fiber about the y-axis. The interferometer testing system
error and the misalignments error were subtracted from each of the

60 measurements leaving only the individual fiber test measurement
errors. The results of these fiber reference quality tests are presented in
two different ways. One is simply in terms of PV and RMS. However, for
many applications, PV and RMS are not sufficient to describe the surface
quality as they provide no information about the form of the surface error.
Cylindrical-wave tests are often over rectangular apertures, which is not
amenable to Zernike decomposition. Therefore, the 60 measurements
were decomposed into Chebyshev polynomials.

Experimental results show that the performance using one specific fiber
depends highly on what portion of the fiber is illuminated. However, for
the fiber tested, results ranged from “lambda /13 to “3 lambda / 4” .

10329-81, Session PSI1

Fiber Bragg grating vibration
measurement device

Sharath Umesh, Shweta Pant, Srivani Padma,
Sundarrajan Asokan, Indian Institute of Science (India)

Vibration monitoring is an important area in mechanical and civil
engineering. Presence of vibration in any mechanical system or civil
structure is not desirable as it reduces the efficiency of the system. It is
imperative to measure these vibrations in order to evaluate the stability
of the structure. Vibration measurement can be carried out by either
inertial response of the Vibration Measurement Device or by a contact
type Vibration Measurement Device. The present study proposes a

Fiber Bragg Grating Vibration Measurement Device (FBGVMD) which
will comprise the ability to measure vibrations of varying acceleration.
Frequency response scan and amplitude response scan is carried out with
the developed FBGVMD. Also, the developed FBGVMD can be employed
for displacement measurement. With the inherent advantages of the
FBG sensor (fiber optic sensor) such as insensitivity to electromagnetic
interference, passive sensor element and ultra-fast response making the
developed FBGVMD as an effective means for measurement of vibration
and displacement in any kind of industrial environment

10329-82, Session PSI1

Analysis of the fractures of metallic
materials using optical coherence
tomography

Gheorghe Hutiu, Aurel Vlaicu Univ. of Arad (Romania);

Virgil-Florin Duma, Aurel Vlaicu Univ. of Arad (Romania)
and Polytechnic Univ. of Timisoara (Romania); Dorin
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Demian, Aurel Vlaicu Univ. of Arad (Romania); Adrian
Bradu, Adrian Podoleanu, Univ. of Kent (United
Kingdom)

Forensic in situ investigations, for example for aviation, maritime,

road, or rail accidents would benefit from a method that may allow

to distinguish ductile from brittle fractures of metals - as material
defects are one of the potential causes of such accidents. Currently,

the gold standard in material studies is represented by scanning
electron microscopy (SEM). However, SEM are large, lab-based systems,
therefore in situ measurements are excluded. Also, they are expensive
and time-consuming. We have approached this problem and propose
the use of Optical Coherence Tomography (OCT) in such investigations
in order to overcome these disadvantages of SEM. In this respect we
demonstrate the capability to perform such fracture analysis by obtaining
the topography of metallic surfaces using OCT. Two types of metallic
materials have been analyzed: low soft carbon steel (with a carbon
content ranging between 0.20% and 0.22%, lamellar graphite cast iron,
and an antifriction alloy. An in-house developed Swept Source (SS)

OCT system has been used, and height profiles were generated for the
sample surfaces. These profiles allowed for concluding that the carbon
steel samples were subjected to ductile fracture, while the cast iron and
antifriction alloy samples were subjected to brittle fracture. A validation
of the OCT images obtained with a 10 microns resolution has been made
with SEM images obtained with a 4 nm resolution. Although the OCT
resolution is much lower than the one of SEM, we thus demonstrate
that it is sufficient to obtain clear images of the grains of the metallic
materials and thus to distinguish between ductile and brittle fractures.
This study analysis opens avenues for a range of applications, including:
(i) to determine the causes that have generated pipe ruptures, or
structural failures of metallic bridges and buildings, as well as damages
of machinery parts; (ii) to optimize the design of various machinery; (iii)
to obtain data regarding the structure of metallic alloys); (iv) to improve
the manufacturing technologies of metallic parts.Selected References:
Hutiu Gh., Duma V.-F.*, Demian D., Bradu A., and Podoleanu A. Gh.,
Surface imaging of metallic material fractures using optical coherence
tomography, Applied Optics 53(26), 5912-5916 (2014)

10329-83, Session PSI1

A novel white-light interferometry using
low differential frequency heterodyne
system

Xinxin Kong, Beihang Univ. (China) and Academy of
Opto-Electronics, CAS (China); Wenxi Zhang, Zhou Wu,
Yang Li, Xiaoyu Lv, Academy of Opto-Electronics, CAS
(China)

The optical surface profilers, offering fast, non-contact, high-precision

3D metrology for complex surface features, widely used in the field of
precision machining manufacturing, such as automobiles, aerospace,
high-brightness LEDs, solar energy and semiconductors. The optical
surface profiler traditionally adopts white light interference, mainly
including optical interference system and high-precision displacement
stage. The accuracy of the displacement table determines the longitudinal
resolution of the instrument. But the displacement with both high
precision and large range is very expensive, which, in the meantime, could
not avoid the hysteresis effect of piezoelectric materials. By matching

the zero-path difference and detecting the intensity of the interference
fringes, the height information is extracted. The direct inversion of the
intensity signal is susceptible to all kinds of noise and meanwhile reduces
the measurement accuracy.

In this paper, a novel white-light interference technique is proposed, i.e.
full-field heterodyne white-light interferometry, which combines common
displacement stage, low differential-frequency heterodyne system and
optical interferometry system. The displacement stage achieves full-scale
scanning, and stay still in discrete Positioning during measurement. The
low differential-frequency heterodyne system generates heterodyne
signal and in the range of laser coherence length, by using the digital
phase shift in substitution for the mechanical phase shift, the vertical
resolution increases from the sub-nanometer level to the sub-angstrom
level. The frequency shift of the laser beam with center wavelength of

16 SPIE Optical Metrology

www.spie.org/om Return to Contents



Conference 10329: Optical Measurement
Systems for Industrial Inspection X

520nm and line width of 10nm can be achieved by using the developed
dual-band wide-band acousto-optic frequency shifter. After the frequency
shift, it generates two homologous beams. The center frequency
difference of the two beams is 10Hz and the phase noise of frequency
shift is controlled below -110dBc. One beam is irradiated to the surface of
the measured object by the imaging lens, and the diffuse reflection light
is received on the detector. The other beam is used as a reference light to
directly interfere with the signal light. Due to the low difference frequency
technique, the common area array detector acquisition is available.

In principle, any frame rate that is greater than 20fps can be used. In
order to improve the detection accuracy, a 100fps CCD detector is used
for acquisition in this experiment. A fixed displacement stage position
obtains a set of three-dimensional data cubes. Through Fourier-Transform
process of the time series data, the initial phase of each pixel at a specific
heterodyne frequency is calculated and transformed into surface height
information. By using phase unwrapping, the object surface profile

can be restored within the laser coherence length. With 10 nanometer
displacement stage scanning, it is available to achieve full range of high-
precision contour acquisition.

The experimental results show that the accuracy of longitudinal repetitive
measurement of silicon wafer groove measurement is 0.37 A. Through
digital phase-shifting, phase extraction technology replaces the intensity
extraction technology, the moving distance of the displacement can be
calibrated with high precision. Thus it can achieve a large range of high-
precision contour measurement and reduce the cost of the instrument.

10329-84, Session PS1

Fiber Bragg strain sensor calibration
system on the basis of mechanical
nanomotion transducer

Vladimir A. Lazarey, Stanislav O. Leonov, Mikhail K.
Tarabrin, Valerii E. Karasik,, Bauman Moscow State
Technical Univ. (Russian Federation)

Fiber Bragg Grating (FBG) strain sensors are powerful tool for structural
health monitoring. However, it should be noted that for fabrication

of Bragg sensors special glue joints, metal structures, polymeric and
composite materials with elastic properties are usually used, that leads to
a non-linear component of the transmission characteristic of the Bragg
sensor, that have an impact on an accuracy of strain measurements.

Here we present a novel, non-destructive calibration technique for FBG
strain sensors using a mechanical nanomotion transducer. Mechanical
nanomotion transducer is a commercially available high-precision sensor
based on the Michelson’s interferometer (Intellegent Technologies Ltd.,
Moscow, Russia). The accuracy of mechanical motions is 0.02 nm.

A customized calibration setup was designed on the basis of dovetail-
type slideways mechanized by a stepping motor. For the initial calibration
of the FBG strain sensor the calibration setup was placed into a heat
chamber to maintain temperature. At each point of the strain variation
range mechanical deformation of the sensor is measured by the
mechanical nanomotion transducer and the reflected wavelength is
measured by the wavelength meter. The wavelength meter is a part of
State Special Standard for Metrological Support of Measurements of
Optical Fiber Transmission System at VNIIOFI (Root-Mean-Square Error
is of 9.1?10-8, Systematic error is of 9.1?10-7). The wavelength meter has
been developed specifically for operation with optical fiber and possesses
a number of specific features related to fiber properties (small sizes and
power levels, specific spectral range of operation of 1100--1700~nm).

During the calibration, the difference between the strain obtained from
the measuring system and from the precision mechanical nanomotion
transducer was calculated. According to the results of measurements
a table of values of the transfer characteristics of the sensor under
calibration was obtain.

The resulting transfer characteristic for each FBG strain sensor records in
the computer memory and uses for further strain measurements.
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Evaluation and tolerancing of irregularly
shaped interferometric test regions

Christian Beder, Carl Zeiss Meditec AG (Germany); Martin
Peschka, Carl Zeiss AG (Germany)

The evaluation of non-circular test ranges poses an unusual but

tricky problem to interferometric testing since typical polynomial
decompositions of the measured wavefront like Zernikes are only valid in
a circular region. Despite the fact that of course non-circular polynomial
decompositions exist they still rely on regular regions like ellipses or
rectangles. For irregular shapes of test ranges no widely accepted general
decomposition exists.

Unfortunately it is necessary in some cases to test completely irregularly
shaped test ranges. May it because the optics simply is of this shape and
needs to be tested in this state or because the used area is irregular and it
is undesired to extend the test region to a larger, but regular shape.

We present a simple method that not only provides a possibility to
evaluate any arbitrary shaped test region but also to have a tolerance
model that gives reasonable and worldwide accepted specification
standards.

Certain interferometer software may be suited for an appropriate data
analysis. An overview over some commercially available interferometer
software is given with respect to the requirement of the presented
method.

10329-86, Session PS1

Remote sensing of atmospheric
turbulence profiles by laser guide stars

Xiwen Qiang, Tianhua Liu, Shuanglian Feng, Fei Zong,
Min Wu, Jinyong Chang, Junwei Zhao, China Satellite
Launch & Tracking Control General (China)

Atmospheric turbulence has a important influence on optical wave,

and results in beam spreading, jittering or wandering, and scintillation.
Characteristics of atmospheric turbulence varies temporally and

spatially, so remote sensing of atmospheric turbulence profiles in real
time is important and necessary for applications such as performance
analysis of astronomical adaptive optics systems, astronomical sites
surveys and selection, validation of atmospheric turbulence prediction
model, free space laser communication, and laser beam propagation

in the atmosphere. The astronomical and adaptive optics communities
have established several optical techniques for remote sensing Fried
parameter, a parameter of path-integrated structure constant of refractive
index of atmosphere, but few techniques has been applied in remote
sensing ranged-resolved information of atmospheric turbulence. Laser
guide stars technique is used commonly in adaptive optics community,
and differential image motion method is a matured technique in
astronomical community. So, a new technique is put forward for remote
sensing atmospheric turbulence profiles. Combined with laser guide stars
and differential image motion method, remote sensing of atmospheric
turbulence profiles in real time is realized in experiments effectively.

To validate the remotesensing technique, a experiment was carried

out. The configure of experiment consist of a powerful pulsed laser, a
beam-expanding lens and a negative lens for beam-focusing, a reflective
mirror for beam-projecting, a optical device for receiving and imaging
of returned signals, a ICCD camera for recording images of laser guide
stars, and a computer for controlling and data processing. By expanding
and focusing laser beam projected from a powerful pulsed lasers, laser
guide stars are formed at several successive altitudes. A optical system
with two receiving telescopes is developed based on differential image
motion method. The laser guide stars are observed with the optical
system developed, and images of laser guide stars with two spots at a
receiving ICCD camera. The images with two spots at the same altitude
are processed and centroids of two spots at every images are given.
Differential image motion variance of distance of centroids could be
derived from the images at the same altitude. So, the motion of the
images of the laser guide stars from each altitude is characterized as the
differential image motion variance.
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Based on a inversion algorithm, atmospheric turbulence profiles could be
retrieve from differential image motion variance of distance of centroids
at various altitudes. Experiments of remote sensing have been performed,
and the profiles of atmospheric turbulence are obtained. The structure
constants of refractive index of atmosphere range from 10-14m-2/3 at
lower altitudes to 10-16m-2/3 at higher altitudes. The results show it is a
effective method that combined laser guide stars with differential image
motion method and could sense atmospheric turbulence profiles remotely
in real time and the profiles data remote sensed are reasonable.

10329-87, Session PSI

Laser-line scanning speckle reduction
based on a one-dimensional beam
homogenizer

Bryan L. Nelsen, Paul Jacobs, Westsachsische
Hochschule Zwickau (Germany); Peter Hartmann,
Westsachsische Hochschule Zwickau (Germany) and
Fraunhofer-Institut fir Werkstoff- und Strahltechnik
(Germany)

Laser-line scanners have become ubiquitous in many forms of automation
and measurement systems. Despite this fact, these systems are still
susceptible to speckle or interference on rough scattering surfaces.

In general, post-processing algorithms are used in most modern
line-scanning devices in order to smooth out speckle and enhance

the resolution through sub-pixel interpolation. However, these post-
processing techniques come at a cost of increased CPU time and a
subsequent decrease in bandwidth.

The culprit behind speckle is the laser’s coherence length in both space
and time. There have been numerous attempts to correct speckle while
maintaining a sharply focused line. However, applications such as a 2D
rotating diffusor plate or a saturated multimode vertical cavity surface
emitting laser (VCSEL) fall short on these goals because these methods
destroy the spatial coherence of the laser, which in turn removes the
ability to tightly focus this light to a line. In this paper, we present a
low-cost, high resolution solution to generating speckle-free sharply
focused laser lines. The key to this technique relies on only removing the
spatial coherence in one dimension using a 1-D cylindrical lens array as a
beam homogenizer. This beam homogenizer is then wrapped around and
rotated about a central axis in order to remove the temporal component
of the laser’s coherence. Since the plane-wave-like behavior is maintained
along one dimension, this beam can still be sharply focused to a line.
However, the spatial coherence and temporal coherence are reduced to
the point that speckle is minimally visible.

The device itself, pictured in Fig. 1, consists of a cylindrical lens focusing
a collimated laser beam through a 1-D lenticular array. This is a common
setup for beam homogenizers. The lenticular array is then shaped around
a rotating disk which provides a mechanism to generate a time-averaged
random phase variations which remove speckle as long as the image
integration time is long enough. Because the optics are all cylindrical
lens based, the laser maintains its focusability along the transverse
direction. This dynamic beam homogenizer will be tested in a laser-line
scanning system in an attempt to maximize resolution while minimizing
computational costs.

10329-88, Session PS1

High-power LED light sources for optical
measurement systems operated in
continuous and overdriven pulsed modes
Boleslaw Stasicki, Andreas Schrdder, Deutsches
Zentrum fUr Luft- und Raumfahrt eV. (Germany); Fritz
Boden, Deutsches Zentrum flr Luft- und Raumfahrt eV.
(DLR) (Germany); Krzysztof Ludwikowski, HARDsoft
Microprocessor Systems (Poland)

The rapid progress of light emitting diode (LED) technology has recently
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resulted in the availability of high power devices with light emission
intensities comparable to those of visible laser light sources. On this basis
two versatile devices have been developed, constructed and tested.

The first one is a high-power, single LED illuminator (Fig. 1) that provides
continuous light (CW) as well as light pulses of programmable width

and intensity. The apparatus can be used for both light field as well

as dark field imaging in high-speed videography and in image based
measurement techniques such as PIV (particle image velocimetry), LPT
(Lagrangian particle tracking), BOS (background oriented schlieren), IPCT
(image pattern correlation technique), shadowgraphy and schlieren [1].

The device generates extremely bright, non-coherent and narrow band
monochromatic light. The CW-intensity is up to 2100 Im and reaches
14,000 Im (at 528 nm) in overdriven (250 A) pulsed operation. Available
colors are red (623 nm), green (528 nm) or blue (462 nm), UV (390 or
400 nm) and white light. The mode of operation and all parameters
can be programmed over a USB interface and stored in an internal
non-volatile memory. The pulse width can be set in the range from 50
ns up to 300 ?s or switched to CW mode. The programmable delay
allows the flashes to be precisely synchronized with camera triggers or
other trigger sources by means of an external TTL-trigger signal input.
The double pulse mode for PIV is also provided. The device is equipped
with interchangeable projector lenses providing homogenous light
spots of various diameters. Moreover the light can be coupled with the
experimental set-up using light guides and accompanying optics, e.g.
light sheet lenses.

The device supply voltage is 24-28 V DC and 230 V AC, which enables the
optical measurements not only in the laboratory and industry but also in
vehicles and in aviation.

The second device (Fig. 2) is a multi-LED illuminator consisting of a
number of high-power LEDs, each equipped with a separate collimating
system of + 3 degree. This device can likewise emit R, G, B, UV or white
light. It can be operated both in pulsed or CW mode. The pulse width
can be selected from 1 us up to CW. The maximum light energy is 9

mJ at 10 us pulse width. The pulse repetition rate can reach up to 50
kHz. An example of application of the multi-LED device in a pulsed
overdriven mode at 1.25 kHz to a large scale Lagrangian particle tracking
investigation of an impinging turbulent jet using tracer particles of
Helium-Filled-Soap-Bubbles (HFSB) with 300 um diameter and a
volumetric velocity field reconstruction is shown in Fig. 3.

The principle, construction and application examples of both devices will
be discussed in the paper and presented at the conference.

References:

1. Willert, C., Stasicki, B., Moessner, S., and Klinner, J. (2010): Pulsed

operation of high-power light emitting diodes for imaging flow
velocimetry, Meas. Sci. Technol. 21, 075402
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The research of structured reflective
surface of matrix sensor according to
generalized scheme of ellipsometry

Anastasia A. Blokhina, Anastasiya Y. Lobanova, Valery V.
Korotaey, Victor M. Denisov, Victoria A. Ryzhova, ITMO
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Univ. (Russian Federation)

The matrix receivers of optical radiation on basis of CCD and CMOS
sensors apply in many video information and measuring devices. The
main parameters affecting the quantity of the been taking electrical signal
is sensitivity. During the analysis of the researching object it is necessary
to take into consideration the fault brought in with the elements of
electronic signal processing part. Errors appear because of noise of the
receiver and due to the irregular distribution of the sensitivity of the
sensor platform. Therefore, during the faults’ analysis of these devises,
the dissimilarity of the optical characteristics and their elements must be
taken in consideration.

To research this type of fault and its registration in the scheme of a
particular device it is necessary to generate a mathematical model of the
multilayer pixels’ structure; its options can be determined by according
to the generalized scheme of an ellipsometry. The aim of the work is

to adapt the solution of the inverse ellipsometry problem for a single-
layer system of pixel, forming the structure of a color matrix of a video
information receiver.

To get the initial data, which are necessary to solve the inverse problem,
the ellipsometric measurements of the polarization angles for the
radiation reflected from the air-surface interface of the sensor. These
angles characterize a pixel structure of the matrix.

Solving the inverse problem of ellipsometry for such a system, it is
possible to determine the thickness and refractive layers’ indexes,
forming the structure under study. That problem has no analytic solution
in general form (except for the case of a clean surface without any
covering). Thus, a large diversity of the numerical nonlinear methods

are involved to solve it. Their basis - the multiple solution of the direct
problem with the system options selected by some rules and comparing
the calculated values of the polarization angle with the experimental
one. The procedure continues till the difference between the calculated
and experimental values of the polarization angles becomes less than
some predetermined value. The inverse problem of ellipsometry for the
multilayer system (in that case three layer), at each stage is solved within
the limits of a single-layer model. The refractive indexes are determined
with the reflection coefficient, expressing with the admittances

Abele. Layer thickness is determined by the method of Holmes. The
measurements are carried out at two or more angles of incidence. That
allows to specify the adequacy of the model and the real object on the
convergence of the results at different angles of incidence.

Thus, within an algorithm of the solution of the return problem of an
ellipsometriya for multilayered system of pixel of the matrix receiver of
optical radiation the mathematical model of the reflecting sensor surface
is developed for determination of parameters of layers of pixel.

10329-90, Session PS1

A metrological comparison of Raman-
distributed temperature sensors

Guillaume Failleau, Olivier Beaumont, Refat Razouk,
Lab. National de Metrologie et d’Essais (France); Sylvie
Delepine-Lesoille, ANDRA (France); Francois Martinot,
EDF - DTG Grenoble (France); Johan Bertrand, ANDRA
(France); Bruno Hay, Lab. National de Metrologie et
d’Essais (France)

Since the early beginning of the 80’s, Distributed Temperature Sensing
(DTS) technologies by optical fibres have been continuously developed
and improved. The most known and mature technologies are based on
the Raman scattering which enables to measure a temperature profile
along the whole length of an optical fibre with a length up to 30 km (for
a multimode fibre) and even up to 70 km (for a single-mode fibre). These
techniques have found very promising and useful applications in the fields
of the structural health monitoring (nuclear reactor containments), fire
detection (tunnels), subsea cables monitoring, and fluid leakages (earthen
dams and dikes, oil-gas-water pipelines). Another specific application
envisaged is the temperature monitoring of the future French deep
geological nuclear waste repository site.

In the framework of the Joint Research Project (JRP) ENV54 MetroDecom,
LNE works in a close partnership with the French National Radioactive
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Waste Management (Andra) and the Electricité de France Company
(EDF) for developing a metrological infrastructure devoted to the Raman-
DTS technologies.

Despites of some actions leaded at the international level (i.e. IEC

and ASTM standardization committees, the US Seafom platform), the
dissemination of the DTS-Raman technologies to the concerned industries
is suffering of a lack of standardization in this field. For that reason,

users are often bring to confusion about the performances of a Raman-
DTS system which are only based on the specifications proposed by a
manufacturer (as resulting of a heterogeneous - sometimes mistaken

- vocabulary used for describing the characteristics of the Raman-DTS
systems ).

In order to avoid this problem, LNE with Andra and EDF have defined
a set of metrological characteristics, and developed some dedicated
experimental facilities and protocols for characterizing DTS-Raman
devices. The objective is to enable the users to perform a relevant
comparison of such systems with a great confidence.

In this paper, the results obtained from a first benchmark of few DTS-
Raman devices (including both single-mode and multimode sensing
optical fibres) are presented and discussed. The perspectives provided by
these works in terms of standardization are also introduced.

This work is funded through the European Metrology Research
Programme (EMRP) Project “ENV54 - MetroDecom”. The EMRP is jointly
funded by the EMRP participating countries within EURAMET and the
European Union.

10329-91, Session PSI1

Phase A: calibration concepts for HIRES

Philipp Huke, Georg-August-Univ. Géttingen (Germany);
Livia Origlia, INAF - Osservatorio Astronomico

di Bologna (ltaly); Marco Riva, Francesco Pepe,
Observatoire de Genéve (Switzerland); Ansgar Reiners,
Georg-August-Univ. Géttingen (Germany); Derryck T.
Reid, Richard A. McCracken, Jake M. Charsley, Heriot-
Watt Univ. (United Kingdom); Piotr Maslowski, Grzegorz
Kowzan, Nicolaus Copernicus Univ. (Poland); Heidi
Korhonen, Dark Cosmology Ctr. (Denmark); Christopher
Broeg, Mirsad Sarajlic, Univ. Bern (Switzerland); Francois
Dolon, Observatoire de Haute-Provence (France);

Karen Disseau, Sebastian Schafer, Georg-August-Univ.
Gottingen (Germany); Sandrine Perruchot, Observatoire
de Haute-Provence (France); Isabelle Boisse, Lab.
d’Astrophysique de Marseille (France); Sebastien
Ottogalli, Lab. J.L. Lagrange (France)

The instrumentation plan for the E-ELT foresees the High Resolution
Spectrograph (HIRES). Its main aim is the detection of atmospheres
of exoplanets. Therefore a radial velocity precision of about 10 cm/s is
required.

Despite its extraordinary intrinsic stability, HIRES will experience
systematic errors like intrapixel variations and random errors like fiber
noise which need to be calibrated. One of the main tasks is to develop,
how a slit consisting of individual fibers can be calibrated. We list the
main requirements for the calibration of the spectrograph. Based on
this we discuss different calibration sources available and show possible
solutions for the frequency calibration. We outline the frequency
calibration strategy for HIRES.

10329-92, Session PS1

Femtosecond Z-scan measurements of
the nonlinear refractive index of fused
silica

Lin Zhang, Huan Ren, Zhendong Shi, Yi Yang, Hua Ma,
China Academy of Engineering Physics (China)
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The self-focusing effect introduced by optical nonlinearities of optical
materials plays an important role in the high power laser system, which
will change the phase and amplitude distribution of the laser beam.

As a result, the focused window on target plane will decrease and the
risk of damage to the optical components will increase. In the ultra-fast
pulse regime, the laser damage process is very complicated, because
fast electronic, as well as opto-mechanical and thermo-optical processes
may be involved. Z-scan technology is an experimental technique for
determining the nonlinear refractive index based on the principle of
transformation of phase distortion to amplitude distortion when a laser
beam propagates through a nonlinear material. In the case of fused silica,
the nonlinear refractive index is quite small, which is about two orders of
magnitude below the nonlinear refractive index of most of the materials
usually studied with the Z-scan method. The change of refractive index
introduced by accumulation of thermal effects cannot be neglected in
nanosecond and picosecond Z-scan measurements. In order to study the
impact of self-focusing on laser damage of fused silica optics, it is crucial
to have a reliable measurement of the nonlinear refractive index. For this
purpose, we developed a metrology bench based on the femtosecond
Z-scan technology. In femtosecond regime, the refractive index is quite
sensitive for different kind of mechanisms that may lead to change of the
refractive index. Moreover, the maximum intensity that can be reached

is limited by the damage fluence of the fused silica. The conflict of
maximum intensity and minimum detectable energy is a big challenge. In
this work, the intensity modulation component is used to overcome this
problem.

In the femtosecond Z-scan system, spectra-Physics Spitfire Ace amplifier
is used in order to provide 37fs pulse duration, the wavelength is 800nm
and repeat frequency is adjustable from 4Hz to T000Hz. A intensity
modulation component consist of a attenuator, polarizer and half wave
plate is used to tune finely the power of the laser beam. In order to
eliminate the distorsion of the beam due to the power fluctuation, a
reference arm is used to measure the Z-scan incident power exactly and
account for beam fluctuations. The sample is placed on a motorized
translation stage (range:0-200mm, resolution:0.lum) controlled by a
computer and the photodiodes are connected to the computer via a
digital dual channel optical meter. This setup could make the “Open-
aperture ” and “Closed-aperture” measurements simutanously and

is automatized. In this work, we perform femtosecond laser Z-scan
technique on fused silica which have a size of 5Smm?5mm?3mm. After the
sample scanning through the focus of the laser beam, the “open aperture
Z-scan curve” and the “closed aperture Z-scan curve”---the transmittance
changes with different sample positions on “open aperture” and “closed
aperture” conditions are obtained. According to the Z-scan theory, the
nonlinear refractive index of Fused silica is evaluated to be 9.4039?10-
14esu for 800nm, 37fs pulse duration at 10=50GW/cm2 (10 is simply the
peak irradiance at the focus). Six measurements are performed on fused
silica with same parameters to illustrate a relative standard deviation of
6.7%o.

Since the nonlinear refractive properties are related to the beam
irradiance. Therefore, the nonlinear refractive properties of fused silica
with different irradiances have been analyzed. As depicted in the open
aperture measurement, we found the reverse phenomenon of the
nonlinear absorption at 37fs pulse duration with irradiance increasing
which can not appear in nanosecond regime. This could be explained
by four-level system when the pulse duration is shorter than the lifetime
of excited state. For closed aperture measurement, the peak-to-valley
of the normalized transmittance increases with irradiance increasing.
However, the distance between the peak and valley is always equal to
a constant?Z=1.7z0 (zO is the Rayleigh range). Because the change in
total refractive index ?n is directly proportion to the beam irradiance,
by performing the same calculation for different beam irradiance,

we could plot a graph of ?n against 10. From the linear fitting, the
nonlinear refractive index n2=8.6482+1.1923?10-14esu was obtained.
This is a more accurate method to calculate because it is based on
average measurement of several experiments rather than from a single
experiment. This result shows a good agreement with A.J Taylor’s
work at 804nm using frequency-resolved optical gating technology
(n2=8.5929+0.7969?10-14esu).

As a conclusion, we developed a very sensitive metrology setup based
on the femtosecond Z-scan measurement that can measure nonlinear
refractive index as small as fused silica and this is in femtosecond regime
and close to the damage threshold of the sample. Besides, linear fitting
of the ?n against different beam irradiance allow us to provide a more
reliable value of the nonlinear refractive index. Moreover, this work also
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provides a potential application on the femtosecond time-resolved
nonlinearities measurement to distinguish the mechanisms of nonlinear
absorption and refraction in femtosecond regime.

10329-93, Session PS1

Neural network and optical fiber sensor
as intelligent heart rate monitor

Kussay N. M. Al-Zubaidi, Mohamad Zubir Mat Jafri, Univ.
Sains Malaysia (Malaysia)

This paper presents a design and fabrication of an intelligent fiber-optic
sensor used for examining and monitoring heart rate activity. It is found
in the literature that the use of fiber sensors as heart rate sensor is widely
studied. However, the use of smart sensors based on artificial neural
networks is very low. In this work, the sensor is a three fibers without
cladding of about 1 cm, fed by laser light of 630 nm of wavelength. The
sensing portions are mounted with a sensitive diaphragm to transfer the
pulse pressure on the hand. The influenced light intensity will be detected
by a three photodetectors as inputs into the neural network algorithm.
The latter is a backpropagation net, which is a multi-layer structure with
input and output layers. The prior training weights are stored in the net
memory for the standard recorded normal heart rate signals. The sensors’
heads work on the reflection intensity basis. The novelty here is that

the sensor uses a pulse pressure and a neural network in an integrity
approach. The results showed a significant output measurements of heart
rate and counting with a plausible error rate.

10329-94, Session PS1

Development of hydrogen sensors based
on fiber Bragg grating with palladium
foil for the dissolved gas analysis in
transformers

Maximilian Fisser, Rodney A. Badcock, Robinson
Research Institute (New Zealand); Paul D. Teal, Victoria
Univ. of Wellington (New Zealand); Arvid Hunze,
Robinson Research Institute (New Zealand)

Optical fiber sensors (OFS) are good candidates for hydrogen gas sensing
in oil immersed electrical power equipment. They are usually intrinsically
safe in combustible gases, comparably insensitive to electromagnetic
noise and provide distributed, or quasi-distributed sensing, [1].

DGA is a common tool used for fault detection[2, 3] mainly applied
to larger, expensive, power transformers. OFS provide an economical
solution that could be integrated into smaller, inexpensive distribution
transformers (including step up transformers for wind turbines).

Hydrogen is a dominant fault gas in the DGA and a strong indicator of
transformer health [2, 3]. Palladium (Pd) is a common material used

for H2 sensing[1] as hydrogen absorption leads to an expansion of the
lattice structure. The gas solubility, and therefore expansion, increases
with increasing partial pressure of hydrogen and decreasing temperature.
This reversible expansion (outside material phase change regions) can be
utilized to impart strain into a sensing element[4].

Fiber Bragg gratings (FBG) are a well-established OFS used for
temperature and strain sensing. A safe, inexpensive, reliable and precise
hydrogen sensor can be constructed using an FBG strain sensor to
transduce the volumetric expansion of Pd (due to hydrogen absorption).
FBG hydrogen OFS using this principle have been widely reported [5-12].

The reported hydrogen sensing OFS rely on 1. bonding a rigid Pd element
to the FBG [11,12], or 2. direct deposition of Pd film on fibers[5-10].
Responsivity has been observed to be higher, but response rate lower,
with increasing Pd cross-section [11, 12]. Recent reports of some Pd based
FBG hydrogen sensors for DGA use thin coatings[5, 6] to deliver rapid
response rates. But DGA does not require rapid response rates due to

the relatively slow production of dissolved hydrogen in the transformer
oil. A response time of hours or even days would be acceptable as
standard sampling intervals are annual, or monthly and seldom weekly

or shorter[13].It is more important to have relatively accurate indication
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of the hydrogen concentration. Therefore, the response/resolution of the
sensor is the main optimization parameter.

In this paper we improve the sensitivity of the Pd based OFS through the
use of greater cross-section metal foils and improved strain transfer to
the fibers. This paper reports on the development, and evaluation of fiber
optic hydrogen sensors based on FBG and an experimental measurement
system for long term testing of fiber optic gas sensors in oil. Two types of
palladium metal sensors were manufactured using modified palladium foil
with 20 and 100?m thickness. The sensors were tested in transformer oil
at 90°C and over a hydrogen concentration range from 0- 2000 ppm.

[1] Hubert, T., Boon-Brett, L., Black, G., and Banach, U., “Hydrogen sensors
- A review,” Sensors and Actuators B: Chemical, 157(2), 329-352 (2011).

[2] IEEE, “IEEE C57.104: Guide for the Interpretation of Gases Generated
in Oil-lImmersed Transformers,” IEEE Power and Energy Society, (2008).

[3] IEC, “IEC 60599: Mineral oil-filled electrical equipment in service -
guidance on the interpretation of dissolved and free gases analysis,”
(2015).

[4] Lewis, F. A., [The Palladium Hydrogen System] ACADEMIC PRESS
INC., New York, New York, USA(1967).

[5] Jiang, J., Song, H.-t., Ma, G.-m,, Li, C., Luo, Y.-t.,, and Wang, H.-b.,
“Dissolved hydrogen detection in power transformer based on etched
fiber Bragg grating,” Instrumentation and Measurement Technology
Conference (12MTC), 2015 IEEE International, 422-427 (2015).

[6] Ma, G., Jiang, J., Li, C., Song, H., Luo, Y., and Wang, H., “Pd/Ag
coated fiber Bragg grating sensor for hydrogen monitoring in power
transformers,” Review of Scientific Instruments, 86(4), 045003 (2015).

[7] Saad, S., and Hassine, L., “Hydrogen detection with FBG sensor
technology for disaster prevention,” Photonic Sensors, 3(3), 214-223
(2013).

[8] Buric, M., Chen, K. P,, Bhattarai, M., Swinehart, P. R., and Maklad,
M., “Active fiber Bragg grating hydrogen sensors for all-temperature
operation,” Photonics Technology Letters, IEEE, 19(5), 255-257 (2007).

[9] Sutapun, B., Tabib-Azar, M., and Kazemi, A., “Pd-coated elastooptic
fiber optic Bragg grating sensors for multiplexed hydrogen sensing,”
Sensors and Actuators B: Chemical, 60(1), 27-34 (1999).

[10] Peng, T., Tang, Y., and Sirkis, J. S., “Characterization of hydrogen

sensors based on palladium-electroplated fiber Bragg gratings (FBG),”
Proc. SPIE 3670, 42-53 (1999).

[11] Tang, Y., Peng, T, Sirkis, J. S., Childers, B. A., Moore, J. P., and Melvin, L.

D., “Characterization of a fiber Bragg grating (FBG)-based palladium tube
hydrogen sensor,” Proc. SPIE 3670, 532-540 (1999).

[12] Lee, S.-M., and Sirkis, J.-S., “Hydrogen sensor based on palladium-
attached fiber Bragg grating,” Journal of the Optical Society of Korea,
3(2), 69-73 (1999).

[13]1 Duval, M., “Calculation of DGA limit values and sampling intervals in
transformers in service,” IEEE Electrical Insulation Magazine, 24(5), 7-13
(2008).
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Development of a low-cost, 11 um
spectral domain optical coherence
tomography surface profilometry
prototype

Nyasha J. Suliali, Peter Baricholo, National Univ.

of Science and Technology (Zimbabwe); Pieter H.
Neethling, Erich G. Rohwer, Stellenbosch Univ. (South
Africa)

A spectral domain Optical Coherence Tomography (OCT) surface
profilometry prototype has been developed for the purpose of surface
metrology of optical elements. The prototype consists of a light source,
spectral interferometer, sample fixture and software currently running on
Microsoft® Windows platforms. In this system, a broadband light emitting
diode beam is focused into a Michelson-type interferometer with a

plane mirror as its sample fixture. At the interferometer output, spectral
interferograms of broadband sources were measured using a Czerny-
Turner mount monochromator with a 2048-element complementary
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metal oxide semiconductor linear array as the detector. The software
performs importation and interpolation of the spectra to pre-condition
the data for image computation. One dimensional axial OCT images
were computed by Fourier transformation of the measured spectra.

A first reflection surface profilometry (FRSP) algorithm was then
formulated to perform imaging of step-function-surfaced samples. The
algorithm re-constructs two dimensional colour-scaled FRSP B-scans

by concatenation of 21 and 13 axial scans to form a 10 mm and 3.0 mm
slice length respectively. Measured spectral interferograms, computed
interference fringe signals and depth reflectivity profiles were comparable
to simulations and correlated to displacements of a single reflector
linearly translated about the arm null-mismatch point. Surface profile
images of a double-step-function-surfaced sample, embedded with
inclination and crack detail were plotted with an axial resolution of 10
um. The surface shape, defects and misalignment relative to the incident
beam were detected to the order of a micron, confirming high resolution
of the developed system as compared to electro-mechanical surface
profilometry techniques.

10329-96, Session PSI1

Gas monitoring onboard ISS using FTIR
spectroscopy

Michael Gisi, Armin Stettner, Roland Seurig, OHB-System
AG (Germany); Atle Honne, SINTEF (Norway); Johannes
Witt, European Space Research and Technology Ctr.
(Netherlands)

In the confined, enclosed environment of a spacecraft, the air quality
must be monitored continuously in order to safeguard the crew’s health.
The currently performed standard gas monitoring approach by sending
gas samples for analysis to Earth is cumbersome, has an unrealistic long
delay between taking the sample and receiving analysis results and is not
possible on future missions, e.g. to Moon or Mars.

For this reason, OHB was awarded to build the ANITA2 (Analysing
Interferometer for Ambient Air) technology demonstrator for trace

gas monitoring onboard the International Space Station (ISS) by the
European Space Agency (ESA). The operation of ANITA is based on the
Fourier Transform Infrared (FTIR) technology, which is in turn based

on a Michelson interferometer. The measuring principle uses gas-
specific absorption characteristics in the infrared range for detection
and quantification of trace gases. The gas analysis software was
developed and is continuously improved by the Norwegian partner
SINTEF. It successively proved to monitor concentrations of 33 trace gas
simultaneously.

In comparison to the predecessor ANITAT, which operated onboard ISS in
2007 and 2008, the spectrometer which is currently being build, features
significant reductions in mass, volume and power consumption, as well as
an improved gas analysis sensitivity.

An important part of this instrument is a laser source based on a
semiconductor laser, whose beam is entering the interferometer;
enabling interferometric measurement of the optical path difference

in the two Michelson interferometer arms. The requirements for the
Laser wavelength are very high, so that self-calibration methods will be
implemented to compensate ageing effects, having an impact on the
Laser wavelength.

The gas analysis sensitivity depends on the strength and spectral position
of the characteristic signatures of each specific gas, but also on the
interaction length of the radiation with the gas. In order to gain a high
sensitivity, ANITA2 features a 10 meters gas cell, which is achieved by
reflecting the radiation back and forth 39 times inside the gas cell, having
a mechanical length of 250 mm.

The optomechanical components are designed in a robust manner,

to withstand shock and vibration loads at launch, which is verified by
simulations and experiments. The moving interferometer parts are critical
components for recording high-quality spectra and are developed in
cooperation with Bruker Optics GmbH. The movement needs to be
performed very precisely and smoothly. To enable this, these parts are
designed as a pendulum with the center of mass close to the rotation
axis, so that impacts from external influences such as vibrations are
minimized. In addition, the pendulum has bearings without wear or
friction, which eases the control of the interferometer and makes ANITA2
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suited for long-lasting, maintenance free operations.

Although the first application of ANITA is monitoring cabin air, it is very
well suited for measuring gas concentrations in industrial environments,
e.g. for process and quality monitoring. Due to the optical measurement
principle, no consumables are required and measurements can be
performed at very high repetition rates.

The paper/talk describes the optomechanical elements of ANITA2,
achievements in optical and mechanical stability and presents first results
of the newly set-up instrument.

10329-97, Session PSI1

Experimental light scattering by small
particles: system design and calibration

Goran Maconi, lvan Kassamakov, Antti Penttila, Maria
Gritsevich, Edward Haeggstrom, Karri Muinonen, Univ. of
Helsinki (Finland)

We describe a setup for precise multi-angular measurements of light
scattered by mm- to um-sized samples. We present a calibration
procedure that ensures accurate measurements. Calibration is done
using a spherical sample (d = 5.556 mm, n = 1.5) fixed on a static holder.
The ultimate goal of the project is to allow accurate multi-wavelength
measurements (the full Mueller matrix) of single-particle samples which
are levitated ultrasonically.

The system comprises a tunable multimode Argon-krypton laser, with 12
wavelengths ranging from 465 to 676 nm, a linear polariser, a reference
photomultiplier tube (PMT) monitoring beam intensity, and several

PMTs mounted radially towards the sample at an adjustable radius. The
current 150 mm radius allows measuring all azimuthal angles except for
+4° around the backward scattering direction. The measurement angle is
controlled by a motor-driven rotational stage with an accuracy of 15",

10329-98, Session PSI

Light section measurement to quantify
the laser light deflection in an
inhomogeneous refractive index field

Rudiger Beermann, Lorenz Quentin, Leibniz Univ.
Hannover (Germany)

In the manufacturing process of Tailored Forming components, the
inline-inspection of the joining zone directly after each single process
step (joining, forming, tempering, finishing) can yield advantages - such
as early error detection, real-time process control and thus a reduction of
production costs. Since measuring times need to be synchronized with
the production chain, there is no time to cool down the component in
between two hot forming processes.

Therefore the chosen inspection method needs to comply with special
requirements. On the one hand, the method needs to be non-tactile due
to the heat of the measurement object. On the other hand, the object’s
areal surface texture needs to be captured rapidly to realize a fast inline
inspection. These requirements are only matched by an optical metrology
system.

Additional challenges arise due to the high temperature of the Tailored
Forming components: the ambient air is heated up and results in a
density gradient field around the component which again causes an
inhomogeneous optical refractive index field. A ray of light traversing
such a field is deflected towards the more dense air layers, resulting in a
deviation from the linear path of the ray.

The described effect applies to all kinds of optical triangulation
techniques, such as laser light section, fringe pattern projection and
stereo-photogrammetry. It decreases the reachable accuracy of the
optical sensor. In dependency of the required measurement precision, a
compensation or restriction of the described deflection is indispensable.

We present a measurement setup based on the laser light section method
to quantify the measurement accuracy loss induced by the convectional
heat flow from a cylindrical measurement dummy. The dummy consists
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of a stainless steel pipe uniformly heated by an inlaying heating rod. The
ceramic rod can realize heating temperatures up to 1000 °C - matching

the temperature of rolled specimen directly after the forming process. A
monochrome camera with a 2048x2048 pixel-matrix is used, optimized

for extreme environments and fluctuating lighting conditions.

In order to achieve the highest possible contrast on the red glowing
dummy, a high power 20mW green laser with cylindrical optic has

been implemented. To separate the measurement signal from incoming
radiation induced by self-emission of the hot specimen, a bandpass filter
for green light (523nm) and a NIR filter are used.

To attain a direct validation of our measurement results, measurements
are performed with and without the influence of the inhomogeneous
refractive index field induced by the convective heat flow of the dummy.

For this purpose, a controlled reduction of the convective heat flow above
the dummy has been achieved by imposing a slow, external laminar flow
sideways. The laminar flow is realized by a double-pipe system with a
flow straightener and two ventilators.

10329-99, Session PS1

Digital holographic inspection for drying
processes of paint films and ink dots

Masayuki Yokota, Fumiya Aoyama, Kotaro Kanamori,
Shimane Univ. (Japan)

The techniques to investigate drying processes of paint and ink dot
using digital holography is presented. The proposed technique based
on holographic interferometry can analyze local variation of paint films
in drying process by using a phase change between two subsequent
reconstructed complex amplitudes of the reflected or transmitted light
from the film. The technique has been applied to assess the drying
process of commercial paint using the temporal variation of films.

For monitoring the drying processes of commercial paints, phase-shifting
digital holography was applied and data acquisition was conducted with
a constant interval T. In the holographic system, the diffusely reflected
laser beam from the paint film was recorded using phase-shifting digital
holography.

To follow the temporal variation of the paint film, the subsequent
reconstructed complex amplitude of object wave was obtained with the
interval T. After the reconstruction of subsequent holograms, the phase
difference between two adjacent reconstructed phases was calculated
after the speckle noise reduction. To evaluate the temporal variation,
the standard deviation ?t of phase difference distribution between the
successive reconstructed phases was calculated. For evaluation of the
dryness of paint, the time history of the standard deviation in the phase-
difference has been used. By investigating the temporal variation of the
standard deviation, it was possible to evaluate the drying process of
commercial paints up to tack free state.

For monitoring an ink dot of a few hundred micrometer in size, a

digital holographic microscope has been applied. In the experiment, a
water-based magenta ink was used and applied to an OHP (Over-head
projector)-sheet by an ink-jet nozzle. The OHP-sheet was pasted on a
glass plate having optically flat surfaces and inserted in the object optical
path of the Mach-Zehnder interferometer. The light transmitted through
the ink dot was expanded by an objective lens having the magnification
of 20 and collimated by a lens. The transmitted wave became an object
wave recorded with off-axis configuration. The off-axis angle for the
reference wave was introduced by tilting the mirror.

The hologram was captured by a monochromatic CMOS camera having
1024?1024 pixels with each pixel size of 5.2?5.2 micrometer. The image
data was sent to a PC via USB2.0 interface. The data acquisition was
conducted with the interval of T = 0.25 s for a period of 2000 s. Most
of the optical system was set in a closed box to reduce environmental
disturbances as described previously.

The ink dot having a diameter of 0.28 mm was used for a sample. By
expanding the time interval for the phase difference calculation, it is
possible to enhance the detectable variation in the film. In addition, the
integration of phase difference within a relatively long time interval was
introduced to analyze the activities for making the ring-like pattern seen
in the picture of the ink dot taken after completely dried. By expanding
the time interval for calculating the standard deviation of the phase-
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difference in the ink dot area, it was possible to follow the small variation
occurring in the ink dot surface, which was difficult to detect using the
time intervals shorter than T = 1.0 s. In addition, the integration of phase
difference over the period of 100 s enabled us to investigate the process
for generating the ring-like pattern observed in the dried ink dot. These
techniques seem to be very useful especially for both the drying stage in
the falling rate period and the analysis of convection current in the paint
films.

This paper describes the outline of these holographic techniques and

shows some experimental results for commercially available paint and ink.

10329-100, Session PS1

Development of optical-electronic
autocollimation sensor for industrial
inspection with an increased
measurement range

Aiganym Sakhariyanova, Igor A. Konyakhin, Renpu Li,
I TMO Univ. (Russian Federation)

During the installation and operation of large-scale objects, need to use
an angle measurement devices, which allow to control the deformation
of these objects. For example, such measurements are required to
create high-speed railways, radio and telescopes coordinate stands
charged particle accelerators. The reasons for such deformations are
own weight structures, as well as external weather conditions. Optical-
electronic autocollimation angle measurement systems are effective for
such measurements. Their advantage is absence of electrical connection
with the controlled objecton with small-sized reflector as a flat mirror.
After considering the optical-electronic autocollimator sensors on the
market, can conclude that these autocollimator sensors have insufficient
measurement range (up to 5 meters), one of the reasons of the limited
distance is error due to vignetting of the reflected beam, because with
increase in the measurement range, accuracy of the measurement is
reduced, because there is no means of compensating beam vignetting.

For the solution of this problem, effectively use optoelectronic sensors
with autocollimation schemes. The autocollimation system allows
measuring a mirror turning angle as sensitive element in a point of
angular deformation with a potential accuracy up to 0.05 arc. sec.
Actually the error can exceed considerably the specified value because of
existence of systematic error, one of which main components is the error
owing to vignetting of a working beam. The reason of vignetting error

is changing of irradiance distribution of the image on the autocollimator
analyzer owing to cutting of a bundle of optical beams at a mirror
deviation in case of angular deformation.

The component of systematic error due to vignetting of the beam can be
eliminated in case of existence of the analytical description of changes in
irradiance distribution of the analyzed image. Because of the complexity
of the analytical description of the vignetting processes proposes the
use of computer models. The modelling is based on approximation
according to which each point of the finite image of a source of radiation
essentially is the focused area of intersection of the entrance pupil and
the elementary beam reflected by a mirror, and its energy is proportional
to integral (the general energy) on this area.

As this systematic measurement error unacceptably large (30 arcsecs),
there is a need to compensate for this error. The algorithm compensate
for systematic error consists of four steps: 1) definition of the formed
image radius 2) measurement the value of displacement the energy
center of image after a mirror rotation 3) calculation the ratio of the
displacement and the radius then determined the values of relative and
absolute measurement errors 4) the value of the measured angle is
calculated after determination of the refined image shift value.

After using the compensation algorithm, the error due to the vignetting
amounts to a negligible value 0.4 arcsecs.

Using a computer analytical modelling of image processing was
investigated systematic error due to vignetting. The designed algorithm
compensation systematic error due to vignetting allows increasing the
measurement range of the autocollimation sensor up to several tens of
meters.
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10329-101, Session PSI

Nondestructive inspection method of
vertical semiconductor devices using
multilayer optics analysis

Hyunsoo Kwak, KAIST (Korea, Republic of); Sungyoon
Ryu, Yusin Yang, SAMSUNG Electronics Co., Ltd. (Korea,
Republic of); Jungwon Kim, KAIST (Korea, Republic of)

There have been intense research and development efforts on three-
dimensional vertical semiconductor devices in recent years. Compared
to traditional two-dimensional devices, three-dimensional devices

can achieve higher densities, smaller footprints, and lower power
consumption. As the number of layers increases, however, the inspection
of such vertical devices is becoming more difficult. The widely used
electron microscopy techniques, such as scanning electron microscopy
(SEM), is a destructive inspection method and cannot be used for total
inspection in the manufacturing processes.

In fact, there is a high structural similarity between vertical semiconductor
devices and multi-layer thin-film coated dielectric mirrors. Therefore, we
can apply well-developed analysis methods for such multi-layer thin-film
optics to vertical semiconductor devices. In this work, we show that the
measurement of spectral reflectance enables the detection of <10 nm
change in a single layer inside 80 layer vertical semiconductor devices.

The vertical semiconductor devices that we target to inspect in this work
have 80 quasi-periodic (between high and low refractive indices) layers
on a silicon substrate, where each layer thickness lies in the range of 40
nm to 120 nm. Exact layer thickness is characterized by the SEM, and

the refractive indices and absorption coefficients of high- and low-index
materials are also measured from 200 nm to 800 nm.

Once these characteristics are known, we can calculate the spectral
characteristics such as reflectance using a thin-film mirror design
software. Note that we used OptilLayer software for calculating spectral
characteristics in this work. The spectral reflectance measurement
from 200 nm to 800 nm using a spectrophotometer (Lambda 1050,
PerkinElmer) shows a fairly good agreement with the simulated
reflectance result.

Then we first examined whether we can detect a simple defect case

(for example, a single layer thicker or thinner than the targeted device
design) using the reflectance spectrum analysis. With simulations, we
found that the wavelength shift in reflectance peaks in the 500 nm - 600
nm range is the most sensitive and reliable parameter that reflects the
layer thickness changes. For example, when the thickness of a high-
index layer is increased or decreased by 10 nm, the reflectance peaks
are shifted by ~2 nm in wavelength [see Fig. 1]. Considering commercial
spectrophotometers have a wavelength measurement accuracy better
than 1 nm, we can expect to detect sub-10-nm-level manufacturing error
in a single layer by monitoring the reflectance spectrum.

As a demonstration experiment, we tested two samples with defects:
one with 20-nm thicker 18th layer (high index) and the other with 20-nm
thicker 38th layer (high index). As expected, due to the 20-nm thicker
high-index layer, the measured reflectance peaks in the 500 nm - 600
nm range are red-shifted by ~4 nm compared to the normal sample. This
reflectance peak wavelength measurement result also agrees well (within
+0.5 nm error) with the predicted peak shifts using OptiLayer simulation
[see Fig. 2]. Note that we can use the reflectance amplitude information
to identify the approximate location of the defect layer as well. In addition
to the spectral reflectance measurement, high-resolution and broadband
group-delay dispersion (GDD) measurement (with <10 fs"2 error) can
further improve the accuracy in identifying the location and amount of
manufacturing errors.

10329-102, Session PS1

Influence of sampling parameters on
spatial variations of reconstruction
accuracy in holographic tomography

Julianna Kostencka, Tomasz Kozacki, Warsaw Univ. of
Technology (Poland)
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Holographic tomography (HT) is a dynamically evolving technique,
which allows noninvasive 3D imaging of transparent microobjects.

In this method, digital holographic microscopy is used to acquire
multiple complex fields that are collected at various viewing angles of a
sample. This is usually achieved either by rotating a sample (the object
rotation configuration - ORC) or altering the illumination direction (the
illumination scanning configuration - ISC). Then, the acquired complex
waves are processed with a tomographic reconstruction algorithm, which
results in a quantitative, 3D reconstruction of refractive index distribution
in a sample. The outlined 3D imaging technique has found numerous
application in many areas of industry and science, most importantly, in
biomedicine for noninvasive analysis of cell morphology [1,2] and in fiber
optics research [3,4].

During the recent decade we have witnessed great progress in the

field of HT. The advances in the experimental setups include among
others speeding up the data acquisition process, applying sophisticated
scenarios of the sample views alternation [6-8] and proposing new
systems for handling a sample [9,10]. A substantial progress has been
also made in the numerical part of HT, e.g. with accurate diffraction
models for tomographic reconstructions [11,12], new methods for
numerical correction of the rotation errors in ORC [13,14] and solutions
to the limited-angle problem of ISC [15-17]. The progress happening

now, and not yet finished, enables application of HT to more demanding
samples and achieving better measurement parameters such as improved
resolution, accuracy and larger reconstruction volume. This advancement
requires us to look further for newly emerging challenges, which in the
near future of HT may become of crucial importance.

The recent works [10-12] brought the attention to the problem of
spatially variant accuracy of the HT reconstructions, which is higher in
the central region of the reconstructed volume and decreases for the
off-center areas. In the works [10-12] this disadvantageous effect was
attributed mainly to the limitation of the state-of-the-art tomographic
reconstruction algorithms, such as filtered backpropagation [18] and
direct inversion algorithm [19], which apply an approximated model

of diffraction. In [10-12], as a solution, extended depth of focus filtered
backpropagation algorithm was proposed, which was proved to enhance
the reconstruction accuracy in the off-center regions. In the present
study we continue investigating the issue of spatially variant quality of
the HT reconstructions. However, we are now focusing on the discrete
nature of the tomographic data as a source of spatially-variant accuracy
of the reconstructed images. In our analysis, two key parameters are
considered: sampling rate and size of the complex wave data. Moreover,
the study also considers nonuniform distribution of holographic data

in the 3D Fourier spectrum of the reconstructed object. In our work,

we investigate both basic tomographic configurations: ORC and ISC as
well as the recently proposed hybrid tomographic system [8] combing
object rotation and off-axis illumination. The analysis, basing on the
Wigner distribution [20] and the Ewald sphere approach [21], allows us
to quantitatively characterize spatially-depended resolution and aliasing
errors related to the sampling parameters.
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10329-103, Session PS1

High-precision surface measurement
of long-radius concave sphere with
diverging transmission

Gaofeng Wu, Institute of Electronics (China)

With the development of optical technology, it demands higher and
higher of optical surface accuracy . Interferometer measurement of

long radius concave sphere interferometer using common convergent
transmission requires long optical cavity. The effect of air on the
measurement results is proportional to the square root of the cavity
length, therefore, a divergent transmission was used in our measurement.
The RMS error of system and reference surface is 600nm and 3nm
respectively, which meets our design requirements. Repeatability of
surface shape measurement reaches sub-nanometer.

10329-104, Session PS1

Lateral scan position correction in
ptychography

Priya Dwivedi, Sander Konijnenberg, Silvania Pereira,
Hendrik P. Urbach, Technische Univ. Delft (Netherlands)

For high resolution imaging, X-rays and electron beams are being used.
However, for such a small wavelength, imaging with lenses becomes
difficult as lenses must have very low aberrations and a stable set-up.
Ptychography is a lens-less imaging technique which uses intensity
information of the multiple diffraction patterns in the far field. These
multiple far field diffraction patterns are generated by an unknown object
which is scanned by a localized illuminated spot (probe).

Accurate knowledge of initial parameters is important for a good
reconstruction of the object. Robustness of the Ptychography Iterative
Engine (PIE) has already been studied for inaccurately known initial
parameters, where the success of the algorithm was found to be sensitive
to the accuracy of the estimate of lateral positions of the probe. A

small error in lateral positions of the probe can lead to the stagnation

of the algorithm at wrong solution. There are a few existing modified

PIE algorithms which overcome this problem. These methods relax the
requirement for the experimental set-up.

We have come up with a new method to correct the lateral position of
the probe with respect to the object. Simulations for different values
of feedback parameter are performed to know the effect of feedback
parameter. To know the maximum allowable initial lateral position error
and to investigate the robustness of this method against different level
of noise, simulations are performed. It has given satisfying results for
the object reconstruction. This method has achieved a very low lateral
position error and has given an accuracy of sub-pixel.

It has been observed that this method is more straightforward to
implement and converges faster than other existing algorithms while
achieving comparable accuracy for the lateral position.

____________________________________________________________________________________________________________________________________________________________________________________
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10329-105, Session PSI

Holographic prism based on photo-
thermo-refractive glass

Sergei lvanov, Alexsandr Angervaks, Doan Van Bac,
Nikolay Nikonorov, ITMO Univ. (Russian Federation)

New application of photo-thermo-refractive glass (PTR) named
“holographic prism” is presented. This element provides multivalued
measure of plane-angle and allows measurements of current rotation
angle of rocking platform. A conventional plane-angle measure is a
regular fused silica prism, where the angles are set by the normals to
prism faces. Each normal is implemented physically by the autocollimator
axis when the cross hairs in its focal plane are aligned with the image
arising because of collimated beam reflection from the prism face. The
angle between two normals is reproduced by rotating the prism around
an axis perpendicular to the autocollimator measuring plane. In the
holographic prism angles between directions are set by the holograms
which create fan of signal beams. Initially, such prism was developed
and realized based on additively colored calcium fluoride crystals with
color centers. This kind of prism creates several signal beams which are
equal to the reflections from facets of the conventional silica prism. But
this kind of holographic media has several disadvantages which lowers
sensitivity and confine the. possibilities of such measure. Implementation
of PTR glass as a holographic medium for this device brought us several
advantages and new features. First it leads to decrease in overall size

of the prism that positively affects the identification process of the
beam’s cross-point. Thus, it increases sensitivity and accuracy of the
measure. Second, greater value of the refractive index change in PTR
glass in comparison with calcium fluoride crystal allows us to increase
quantity of the recorded reference beams for the measure which leads to
sensitivity increase. Since the process of recording in PTR glass is much
easier than that in fluorite we implemented several new modifications of
the prism. Original prism created the fan of signal beams laying in one
plane. In our work, we updated this functionality to several fans which are
orthogonal to each other or even have some predefined angle between
their planes. In addition, we included beam identification based on the
difference in diffraction efficiencies of individual beams within the fan.
This identification eases the process of signal analysis and monitoring of
the device. Plane-angle measure excludes the effect of platform orbital
motion and provides highly accurate measurement. We believe that the
use of PTR glass will make the design of such measuring element more
flexible and suitable for wider range of plane-angle measurements.

10329-106, Session PS1

Component-level test of molded freeform
optics for LED beam shaping using
experimental ray tracing

Gustavo Gutierrez, Hochschule Bremen (Germany);
David Hilbig, Friedrich Fleischmann, Thomas Henning,
Hochschule Bremen Univ. of Applied Sciences
(Germany)

Due to the high demand of LED light sources, the need to modify their
radiation pattern to meet specific application requirements has also
increased. This is mostly achieved by using molded secondary optics,
which are composed of a combination of several aspherical and freeform
surfaces. Unfortunately, the manufacturers of these secondary optics
only provide output information at system level, making impossible to
independently characterize the secondary optic in order to determine the
sources of erroneous results. For this reason, it is necessary to perform a
component-level verification leading to the validation of the correctness
of the produced secondary optic independently of the light source.

To understand why traditional inspection methods fail, it is necessary to
take into account that not only errors due to irregularities on the lens
surface like pores, glass indentations or scratches affect the performance
of the lens, but also differences in refractive index appear after the
compression during fabrication process. These internal alterations are
generally produced during the cooling stage and their effect over the
performance of the lens are not possible to be measured using tactile
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techniques. Additionally, the small size of the lens and the freeform
characteristics of its surface introduce additional difficulties to perform its
validation.

In this work, the component-level test is done by obtaining the ray
mapping function (RMF) which describes the deflection of the light beam
as a function of the input angle. To obtain the RMF, firstly a collimated
light source is held fix and the lens is rotated. Thus, a virtual point
source is created and subsequently by using experimental ray tracing it
is possible to determine the ray slopes, which are used to the retrieve
the RMF. Under the assumption that the optical system under analysis

is lossless and considering the principle of energy conservation, it is
possible under specific conditions to use this new approach to obtain
the output of the complete set, composed of light source plus secondary
optic. Thus, for different LED models, combining their radiation pattern
with the RMF allow us to obtain the resultant modified radiation pattern.
By following this procedure, the correct functionality of the secondary
optic is verified independently of the light source. This method brings
the opportunity to the final product manufacturer of defining fail regions
over the desired resultant output radiation pattern as a combination of
different LED sources and then verify if the secondary optic fulfill the
requirements.

10329-107, Session PS1

Classification and separation of
particles in size and speed for inline
particle measurement in industrial ion
implantation systems

Alexander Kabardiadi-Virkovski, Westsachsische
Hochschule Zwickau (Germany) and Fraunhofer IWS
Dresden (Germany); Frank Gérbing, Stefan Schulz,
Infineon Technologies AG (Germany); Tobias Baselt,
Westsachsische Hochschule Zwickau (Germany) and
Fraunhofer IWS Dresden (Germany); Andrés-Fabian
Lasagni, Fraunhofer IWS Dresden (Germany); Peter
Hartmann, Westsachsische Hochschule Zwickau
(Germany) and Fraunhofer IWS Dresden (Germany)

The technical realizations of particle measurement equipment for
industrial applications are typically based on optical scattering effects.
The principle of the measurement procedure is a detection of scattered
light from the surface of a particle. The initial laser radiation is typically
transmitted over the measurement array and afterwards, will be
absorbed/dissipated on the end of the detection array. Under standard
pressure conditions, particles are transported by the gas/air stream.
The speed of the particles is therefore predefined and the detection of
the particles can be realized in combination with estimation of the size
of the particle. The application of the described measurement method
in pressure conditions which are typical for a PVD/ion-implanter will
cause problems with the speed and size separation. The motion of
particles is induced by a randomized process. The typical detection of
scattered light is basically the measurement of a changing in direction
of incident radiation. In the following work, the numerical methods

and algorithmic implementation for solving the described problems
are presented. Different signal-detection approaches were proposed,
compared and evaluated. The fixing points for the evaluation of different
algorithms were a linear and/or parallel optimization and robustness of
the algorithm. With the measurement setup described in the paper, the
estimation of the size of particle was analyzed and, based on the signal
detection algorithms, the size estimation algorithm was implemented.
The implementation of a second routine was also realized in combination
with linear and/or parallel optimization. The dynamic detection and
analysis was a necessary requirement for the planned wide array of
applications of the system in vacuum. The issues for the coordination
of dynamic detection, correction of contamination and self-calibration
of the measurement system are analyzed. The realization of controlling
loops was implemented to solve the contamination problems by using
the described measurement equipment in the environment of the PVD/
Implantation-processes. An adapted signal detection technique was
realized based on the analysis of these described implementations

and technical problems. This technique builds on the combination of
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high-speed and low-speed digitalization. The evaluation of acquired

data was implemented on a FPGA. After optimizing the algorithms,

the implementation of the subroutines described above was converted

in FPGA form. The necessary evaluation model for the size and speed
classification was realized based on the information about the geometry
of the initial laser beam and measurement array. Allowance of this

model was prepared, analyzed and summarized with regards to the
detection cases and detection problems. This information was applied

for optimization of the mechanical and optical structure of developed
measurement equipment. On other side, the analysis of detectable cases
directly depends on the particle size and geometry distribution. Classical
scattering methods are based on the radial symmetrical partial model.
The results of a randomized geometry of the detection objects have been
analyzed and the typical shapes of the measurable signal were generated.
Based on these effects, the detection method was modified. Therefore,
the realized measurement procedure includes the self-calibration and
compensation of contamination effects which build a robust routine for a
wide range of applications for the described measurement system.

10329-108, Session PSI

Characterization of batwing effects in
precision low-coherence interferometry
using broadband light sources

Christopher Taudt, Westsachsische Hochschule Zwickau
(Germany); Tobias Baselt, Westsachsische Hochschule
Zwickau (Germany); Bryan L. Nelsen, Westsachsische
Hochschule Zwickau (Germany); Heiko Assmann,
Infineon Dresden GmbH (Germany); Andreas Greiner,
Infineon Technologies Dresden (Germany); Edmund
Koch, Technische Univ. Dresden (Germany); Peter
Hartmann, Westsachsische Hochschule Zwickau
(Germany)

The manufacturing of power semiconductors, MEMS and thin-film
structures does benefit from use optical metrology. Especially the
measurements of surface topographies in the nanometer-regime which
can be performed along the production line of wafers are of great
interest. In order to fulfil all demands regarding accuracy, appropriate
in-line ready and integrated characterization methods are required. One
of the key requirements is the ability to resolve structures of high aspect-
ratios and precise edges which were produced by etching or lithographic
processes.

Within this work an alternative approach based on a low coherence
interferometer is presented which is designed to comply with these
requirements. Special emphasizes is placed on the characterization of so
called batwing effects, which influence the measurement data on sharp
edges and slopes. In contrast to other works, this examination focuses on
the influence of very broadband light sources such as a supercontinuum
white-light source (380-1100 nm) and a laser-driven plasma light source
(200 - 1100 nm) on the formation of these effects. The interferometer

is equipped with one of these broadband light sources and defined
dispersion over the given spectral range. The spectral width of the light
sources in combination with the dispersive element defines the possible
measurement range and resolution. Instead of detecting the signals

only in a one-dimensional manner, a two-dimensional spectrometer

on the basis of a high resolution CMOS camera is set-up. Through the
introduction of defined dispersion, a controlled phase variation in the
spectral domain is existent. This phase variation is dependent on the
optical path difference between both arms and can therefore be used as a
measure for the height of a structure which is present in one arm.

Due to the known dispersion characteristics, it becomes possible to
calculate the surface profile with nm-precision from the phase-varied
spectral data. In the two-dimensional approach the surface profile is
encoded in one dimension as spectral modulations (z-coordinate) while
the second dimension holds information about the spatial distribution of
the profile (y-coordinate). When gathering spectral information at sharp
edges the data gets influenced by the diffraction at these edges which
results in error in the determination of the height difference as well as of
the slope.

The work describes the calculation of theoretical resolution as well as the
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experimental setup and its results. In different experiments with both light
sources it is evaluated how batwing effects develop when using different
spectral widths (FWHM 10 - 200 nm and full spectrum) at different
central wavelengths. The experiments where done on a Si-based height
standard of 100 nm step height. Apart from the examination of the edge
effects on a single height step it is also investigated how the effects form
when measuring multiple successive steps on a 100 nm deep, 250 um
wide step pattern.

In conclusion, an alternative image acquisition strategy is developed
where multiple images are combined under the usage of different spectral
ranges. This enables the reduction of edge effects at the same time with
keeping the necessary measurement range and resolution.

10329-109, Session PSI1

In-line full-field optical 3D surface
inspection and metrology for mass
production system

Rob Snel, TNO (Netherlands)

Contemporary production systems of mechanical precision components
show challenges as increased complexity with a reduction of tolerances
to sub microns when yield losses must be mastered as wel. The goal

is better process control that is often realized by means of feedback
control. Special attention is required for inspection often limits the overall
system throughput and sensor output is required to have the shortest
delay after the production process to allow for stable feedback on

tights error budgets. The developed sensor technology leads to a future
generation of instruments with specifications that are unknown before
in inline inspection. Sub second surface metrology images of 300x300
pixels with nanometer height resolution. Millimeter height range. Highly
robust to vibrations and ambient light. Up to 3 hertz repetition rate. High
dynamic range, allowing for metrology of transparent, black and high
reflective objects in a single shot. The novel technology is based on the
well-known full field time domain white light interferometry that enables
to demodulate 250x103 fringes per second, for each pixel, allowing for

a maximum axial scan rate of 20mm/sec while maintaining nanometer
resolution.

The project challenge is a demonstration of system capability in a relevant
industrial environment. In this case by setting up a production line
comprising of a 50ton progressive die stamping press that is required

to produce micrometer accurate metal parts at rate of 2 products per
second. (vibration spectrum to be included) The OCT metrology system is
setup directly next to the production equipment as to have minimal time
delay in the control loop and is therefore directly exposed to vibrations
created by the stamping machine. This to endure for 15 months.

Careful analysis of the error budget and error sources led to a system
design which is a combination of optics and mechatronics that is capable
to withstand these circumstances and still capable of delivering sub
micrometer accuracy. Care has been taken to have motion-, thermal- and
optical axis to be aligned allowing for a robust and scalable design.

Transfer functions: (optics)

OSnoise = f(Image quality, optics stability)

Olnoise = f(Product, angle, pixel size)

Transfer functions: (camera)

Cnoise = f(Signal, triggering)

Transfer functions: (mechatronics)

Mnoise = f(Disturbances, Bandwidth, Parasitic motions)

Total Uncertainty = sqrt(OSnoise2 + Cnoise2 + Mnoise2 + Olnoise2 )

Gage R&R repeatability test show a measurement system performance
with a standard deviation of 50nm for the measurement instrument.
Different product where created with min-max experiments. Gage R&R
analysis shows that the measurement error is significant smaller than the
product defects. (graphs to be shown) Therefore the sensor is suitable to
be used to measure and qualify the products. For traceability to standards
a method has been devised with certified test objects that calibrate both
the optical magnification and the axial scale of the measurement system.

Future development will allow for more pixels (1000x1000) and more
accurate measurement under rough conditions. Applications of this
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technology are to be found in many fields, among which are inspection
and metrology of composite fibre reinforced plastics, mass manufacturing
of optical lenses, semiconductor die and via defect inspection and
alignment of complex optical systems as space telescopes.

10329-110, Session PSI1

Compact DPSS-laser source for LIBS
analysis of steel

Andreas Tortschanoff, Marcus Baumgart, Gerhard
Kroupa, CTR Carinthian Tech Research AG (Austria)

The chemical analysis of cast steel products is important in the steel
production process. Typically the analysis is performed discontinuously
in dedicated laboratories using arc/spark emission spectrometers.
LIBS-technology holds the potential for on-site real-time measurements
of steel products. However for a mobile and robust LIBS measurement
system, an adequate small and ruggedized laser source is a key-
requirement. In this contribution, we will present tests with our novel
and compact high power laser source, which, initially, was developed for
ignition applications.

The CTR HiPoLas® laser is a diode pumped Nd:YAG solid-state laser with a
passive Cr:YAG Q-switch. The active laser medium, the Q-switch, and the
cavity mirrors are all integrated in a monolithic, optically bonded crystal
which is driven in a side pumped configuration using a pump ring with
several high power diodes. This enables an extremely robust system with
dimensions of less than 10 cm? for the laserhead. The laser generates

2.5 ns-pulses with 30 mJ and a collimated beam diameter of 2.5 mm. A
power driver unit enables operation of the laser at a maximum continuous
repetition rate of about 30 Hz and a burst rate of up to 100 Hz. Laser
stability was proven among others by tests on piston engines and for the
ignition of satellite thrusters. While initially developed for laser ignition,
the relevant optical parameters should be perfectly suitable for LIBS
spectroscopy.

This was experimentally verified for the analysis of steel. Samples,

for which the chemical composition was known from spark emission
spectroscopy, were provided by SMS Concast. In the experiment
presented here, we focused on two samples, with different Al content.
(The Al contents of the two samples were 0.001% and 0.6%, respectively).
The laser beam was focused at the sample target and the emitted
radiation was collected and measured with a commercial fiber based
spectrometer with a resolution of 0.15 nm.

The results clearly showed that plasma generation on the surface of steel
samples is easily possible and confirmed the feasibility of quantitative
LIBS measurements with our novel laser source by easy means. Most
importantly, the spectra we obtained were identical to spectra reported
for standard LIBS set-ups, which indicates, that similar plasma conditions
were obtained.

More recently we also performed tests using an Echelle spectrometer
and a set-up purged with nitrogen. The high resolution achieved in

these experiments enables quantitative multi-element analysis for a
number of additional elements. In particular, purging with nitrogen
allowed measuring the carbon content using a line at 193nm. Quantitative
evaluation of these measurements is still ongoing and also these results
will be presented.

The results show that the laser with its current optical output parameters
is very well suited for LIBS real-time measurements of steel products,
even though it was developed for ignition purposes. We believe that the
miniaturized laser presented here will enable very compact and robust
portable high-performance LIBS systems.

10329-111, Session PS1

Defect detection in translucent materials
by thermal stressing using lensless
Fourier transform digital holography

Vismay Trivedi, Swapnil Mahajan, Mugdha Joglekar, Vani
K. Chhaniwal, The Maharaja Sayajirao Univ. of Baroda
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(India); Bahram Javidi, Univ. of Connecticut (United
States); Arun Anand, The Maharaja Sayajirao Univ. of
Baroda (India)

Increase in industrialization gave rise to the need of locating and
quantifying defects in the final product as well as in its individual
components. The task of measuring defects can be performed either

by employing a non contact method (NDT) or by the conventional
contact methods. NDT works on the principle of measurement without
disturbing the functionality of the object. Both these methods find their
utility in industry as each technique offers advantages over the other, for
certain kind of applications. But the requirement of having non contact
measurements of various physical parameters is fulfilled by using NDT
techniques. Out of many NDT techniques, optical techniques stand out as
they have improved the measuring capability by providing non-contact,
sensitive and accurate ways of achieving precise values specially in case
of transparent as well as translucent mediums.

Phase objects such as gaseous systems, temperature distributions
produced by flames, plasmas, objects under thermal stress, biological
specimen etc. produce a spatial variation in the phase of the wavefront
passing through them due to the refractive index variations. Factors
such as density, temperature, impurity distribution etc affect the
refractive index distribution of a material. So any discontinuity in the
material can be imaged or detected by mapping the refractive index of a
translucent object. Many optical methods like the shadow, schlieren and
interferometric technigue are used to map the refractive index profile of
phase objects. While the other two techniques give the derivatives of the
refractive index, the interferometric technique provides its direct value.

Holography is an interferometric imaging technique for recording

and reconstructing the amplitude and phase of a wave field, where a
hologram is the record of interference pattern produced by the wave field
passing through or scattered by the object under study (object or signal
beam) and a coherent background (reference beam, usually a plane wave
front). Conventionally holograms are recorded on photographic plates
but in case of digital holography, they can also be recorded using CCD/
CMOS chips, which are collection (array) of large number semiconductor
detectors.

Digital holography is an interferometric imaging technique in which
digitally recorded holograms can be reconstructed numerically using
scalar diffraction theory yielding the complex amplitude of the object
wavefront. It is one of the most versatile tools for the whole field imaging
of wavefronts as both the phase and amplitude information of the object
can be obtained from the complex amplitude. Thus it finds immense
potential applications ranging from shape measurement to microscopy.
Phase objects when exposed to visible radiation do not show any
substantial change in the amplitude of the interacting wavefront and
hence are difficult to image. So it becomes necessary to image their
phase that in turn gives information regarding refractive index distribution
across them. The fact that a defect or any form of optical inhomogeneity
will show discontinuity in the refractive index distributions on change

in temperature can be used to detect defects. In order to detect and
map such defects, the object is subjected to thermal stress which brings
about a variation in the refractive index distribution. The wavefront
passing through such a region of non-uniformity of refractive index will
carry the information about it as a spatially varying phase and thus will
lead to defect detection in phase objects. Here we describe our efforts

in the development of lens less Fourier transform digital holographic
interferometric techniques for imaging of spatio-temporally evolving
refractive index distributions under thermal stressing and its application
in defect detection.

10329-112, Session PS1

Design and fabrication of microsilica
sphere cavity force sensor based on
hybrid Fabry Perot interferometer
Omid R. Ranjbar Naeini, Forough Jafari, Pegah

Zarafshani, Mohammad |. Zibaii, Hamid Latifi, Shahid
Beheshti Univ. (Iran, Islamic Republic of)

In recent years, demands for force measurement especially in medical
application have been growing dramatically. Force information can help
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the diagnostic and prognostic procedures to be more accurate and
more reliable. For some especial medical applications, there is a need

to focus on parameters like immunity to electromagnetic interference,
small size and chemically inert structure to be able to measure force. To
address this issue, Optical Fiber Force Sensors (OFFSs) were utilized in
some applications such as eye surgery , dental application , compression
therapy , and so on, which all were relied upon in Fiber Bragg Grating
(FBG)

In this work, we have developed a novel OFFS based on a hybrid Fabry-
Perot Interferometer (HFPI) integrated with a micro silica sphere cavity
(MSSC). The interferometric spectrum of the HFPI was fromed based on
interference between reflected light beams from SMF cleaved end and a
MSSC, which was fabricated on tip of a silica capillary tube. To bind the
SMF to the MSSC a PDMS layer was utilized. In this configuration, PDMS
has been considered as a simple elastic material especially for small
loads in mechanical model . In addition, stiffness of PDMS is a function
of curing parameters, weight ratio of prepolymer to hardener, and aging
. Consequently, different force ranges can be addressed with modifying
the mechanical properties of PDMS. The ratio of length / thickness for
PDMS layers is a key point parameter in our configuration. For obtain
the effective length of bonding on the sensor sensitivity to the force, the
sensor was simulated with Finite Element Methods (FEM). The length of
PDMS for bonding the SMF to MSSC was obtained 500 ?m.

To characterize the sensor to the force an electrical load cell was used.
The voltage from load cell was calibrated based on standard weights,

to be used as a force indicator in labVIEW program. In addition, a step
motor with micro translation stage in z direction was used to push sensor
head toward the load cell surface. To interrogate the sensor spectrum and
study the effect of force on MSSC-HFPI, an optical spectrum analyzer was
used with wavelength resolution of 1 pm. Light beam was guided from our
interrogation system into SMF, and its reflection spectrum from sensor
head was saved with labVIEW program.

For measuring the sensitivity of the sensor different force in range from
0 N to 6 N was applied to the sensor. When the force applied, MSSC-HFPI
spectrum was shifting toward shorter wavelengths due to the effect of
gap changes. With linear fitting to the obtained data the sensitivity and
limit of detection of the MSSC-HFP was obtained of -0.155 nm/N and 6
mN, respectively. The MSSC-HFPI sensor has promising applications to
study stiffness of different biological tissue such as brain and skin.

10329-113, Session PSI

Fast searching measurement of absolute
displacement based on submicron-
aperture fiber point-diffraction
interferometer

Daodang Wang, Zhichao Wang, China Jiliang Univ.
(China); Rongguang Liang, College of Optical Sciences,
The Univ. of Arizona (United States); Ming Kong,

Jun Zhao, China Jiliang Univ. (China); Jufeng Zhao,
Hangzhou Dianzi Univ. (China); Linhai Mo, Volkslift
(China) Company Limited, Huzhou 313009, China
(China); Wei Li, China Jiliang Univ. (China)

The submicron-aperture fiber point-diffraction interferometer (SFPDI)
can be applied to realize the measurement of three-dimensional absolute
displacement within large range, in which the performance of point-
diffraction wavefront and numerical iterative algorithm for displacement
reconstruction determines the achievable measurement accuracy,
reliability and efficiency of the system. A method based on fast searching
particle swarm optimization (FS-PSO) algorithm is proposed to realize
the rapid measurement of three-dimensional absolute displacement. In
the proposed FS-PSO, the number of sample points on CCD detector
increases nonlinearly in the iterative process, and it enables the
suppression of random noise as well as the improvement of measurement
efficiency. Besides, two submicron-aperture fiber pairs are applied to
achieve the high measurement accuracy both in x and y directions. Four
single-mode fibers with submicron aperture are laterally displaced to
generate two laterally-sheared fringes in x and y directions, respectively,
and all of them are integrated in a target. Both the numerical simulation
and comparison experiments have been carried out to the feasibility of
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proposed SFPDI system for the rapid measurement of three-dimensional
absolute displacement, high measurement accuracy, convergence rate
and efficiency have been realized with the proposed method.

The point-diffraction spherical wavefront from submicron-aperture fiber is
critical in the SFPDI system, for it determines the achievable measurement
accuracy of the system. The sphericity of point-diffraction wavefront is
mainly determined by the exit aperture size, cone angle and NA of the
submicron-aperture fiber. Both the numerical analysis based on finite
difference time domain (FDTD) method and experimental measurement
based on shearing interferometry have been carried out to analyze

the point-diffraction wavefront, by which the achievable measurement
accuracy can be evaluated. According to the analysis results, both the
point-diffraction wavefront error and displacement measurement error
grow with the exit aperture, taper angle and NA. The point-diffraction
wavefront error is in the order of 1?10-4? (the wavelength ? is 532 nm),
and the corresponding displacement measurement error introduced by
point-diffraction wavefront error is smaller than 0.03 ?m.

In the laboratory experiments, both the repeatability and accuracy of
the proposed measurement method are evaluated. The RMS value in

30 repeated measurements with the proposed measurement method

is 0.87 ?m, and the convergence rate reaches 90.0%. Besides, the rapid
measurement is realized with the proposed measurement method, and
the consuming time is only 1.61 s to finish the reconstruction of three-
dimensional displacement. In the control experiment, a high-precision
CMM (HEXAB global classical) is carried out to evaluate the accuracy

of the proposed method. A good agreement between the CMM results
and those from the proposed method is obtained. The RMS values of
measurement error for the x, y and z axes are 0.71 ?m, 0.51 ?m and 0.80
?m with the target moving from (O mm, 5 mm, 150 mm) to (100 mm, 5
mm, 150 mm) in x axis, and those are 0.67 ?m, 0.69 ?m and 0.79 ?m with
the target moving from (O mm, 5 mm, 20 mm) to (O mm, 5 mm, 320 mm)
in z axis.

In conclusion, a fast searching method based on modified model of SFPDI
system and FS-PSO algorithm have been proposed to measure the three-
dimensional absolute displacement. With the application of submicron-
aperture fiber as point-diffraction source, the point-diffraction wave with
both high NA and large light intensity is obtained, and the achievable
measurement range of the measurement system can be greatly extended.
A modified FS-PSO method with a fast searching method is proposed to
improve the measurement accuracy, reliability and efficiency performance
of the SFPDI system. Both the numerical simulation and comparison
experiments have been carried out to demonstrate the accuracy and
feasibility of the proposed SFPDI system. High measurement accuracy,
convergence rate and efficiency can be realized with the proposed
method, providing a feasible way to measure three-dimensional absolute
displacement in the case of no guide rail.

10329-114, Session PS1

Autocollimation system for measuring
angular deformations with reflector
designed by quaternionic method

Van Phong Hoang, Igor A. Konyakhin, ITMO Univ.
(Russian Federation)

High-precision measurements of angles are one of the most important
operations in instrument and mechanical engineering. Optic-electronic
autocollimators for non-contact angular measurements are used
effectively. The autocollimation system includes autocollimator, mounted
on the fixed base, and a controlling reflection element, placed on
inspected object.

The stationary XYZ coordinate system is specified by the autocollimator.
The axis OZ coincides with its optical axis, passing through the rear nodal
point of the lens and the center of the matrix analyzer. The XOY plane

is parallel to the plane of the matrix analyzer, and the OX and OY axes,
respectively, are parallel to the rows and columns of the matrix analyzer.

The mobile coordinate system X1Y1Z1is associated with a reflection
element, which is placed on inspected object. The pitch, yaw and roll axes
of the coordinate system X1Y1Z1 are parallel to the axes of the coordinate
system XYZ when the initial position of the inspected object.

When the reflection element rotates, the reflected beams are deflected
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from its original direction. This results to a change in position of image on
the matrix analyzer. Deformations of the object are determined by three
angular dimensions simultaneously. They are pitch ?1, yaw ?2 and roll
angles ?3.

For calculating the parameters of the autocollimators different
mathematical methods are used e.g. spherical trigonometry, vector

and vector-matrix calculus. When using these methods necessary
repeated recalculation of orientation parameters between different
coordinate systems. It increases the complexity and reduces the resulting
measurement accuracy. More simple problems of determining the angular
spatial orientation are solved by using quaternions. The paper deals

with application of quaternions for calculating parameters of reflector in
autocollimation measurements.

Researches on the mathematical model have shown, that the orthogonal
arrangement of two basic constant directions for autocollimator
tetrahedron reflector is optimal with respect to criterion of measurement
error reduction at bisection arrangement of actual turn axis against
them. The obtained results enable to synthesize the reflector for the
autocollimation dimensions of the turns relative to a known axis, the
optimal criterion to reduce measurement error.

In many practical cases approximately known position of the axis of
actual rotation object. When performing the high-precision laboratory
experiments in the case setting of basic rotation with using angular
measuring progress and availability relatively small angular deformation
its shaft relative to orthogonal axes or monitoring measurements of
deformations the shafts or the piping. The method of synthesis reflector
for autocollimation measurements under this condition in the first

stage includes the calculation its parameters. These parameters are
implemented by mutually perpendicular arrangement of the two main
unchanged direction. In the second stage of synthesis the values between
the angles of tetrahedron reflector are selected so that the bisection
plane of the right angle is formed by the two unit vectors of the main
unchanged direction most closely located to the approximately known
position of the axis actual rotation. On the base of the found ratios
between tetrahedron reflector angles and angles of its initial orientation
parameters we have developed a practical method of reflector synthesis
for autocollimation measurements in case of aprioristic information on
an actual turn axis at monitoring measurements of the shaft or pipelines
deformations.

10329-115, Session PSI

Steps towards traceability for an asphere
interferometer

Ines Fortmeier, Manuel Stavridis, Clemens Elster,
Michael Schulz, Physikalisch-Technische Bundesanstalt
(Germany)

Aspherical optical components are currently used in many optical
imaging systems. While polishing techniques for optical surfaces enable
corrections at the nanometer level, adequate metrology needed to
produce and verify aspheric surfaces with an accuracy of some ten
nanometers is still a challenge. The reason for this is the large deviation
of as much as 1 mm (or more) from an asphere to a sphere. Current
measurement systems have the potential to reach measurement
accuracies well below 100 nm (see e.g. European project “Optical and
tactile metrology for absolute form characterization”, http://www.
ptb.de/emrp/ind10.html), but there is still a lack of traceability of the
measurement results to the Sl unit of the meter. At PTB, the national
metrology institute of Germany, we are currently developing strategies to
establish traceability for aspheres and freeform surface measurements.

In this article, we introduce the concept of traceability and then analyze
interferometric asphere measurements using the example of the
Tilted-Wave Interferometer. This measurement technique combines a
special measurement setup with model-based evaluation procedures.
Therefore, simulations are part of the evaluation procedures. We use
the SimOptDevice simulation tool, which has been developed at PTB
to investigate optical measurement systems. The tool is based on
object-oriented programming in MATLAB and combines the geometric
modelling of a measurement device with ray tracing and ray aiming
methods. We apply SimOptDevice to investigate and evaluate Tilted-
Wave Interferometer measurements, and point out the resulting
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challenges as well as the first steps towards establishing traceability

for this measurement technique. One important issue is how to identify
and investigate all significant uncertainty sources. In addition to typical
uncertainty sources like environmental influences, the uncertainty of the
evaluation software has to be identified. Here, the uncertainty of the
interferometer calibration, which is used to adapt the interferometer
model to the real measurement system, also has to be determined.
Additionally, the uncertainty of SimOptDevice itself has to be considered.
In this article, these uncertainty sources are itemized and the steps
towards traceability are discussed.

Furthermore, we briefly introduce the concept of metrological reference
surfaces, which is an alternative way to check the measurement capability
of an asphere measurement system for characteristic surface features of
the metrological reference surfaces.

10329-116, Session PS1

Three-dimensional refractive index
distribution measurement by digital
holography

Younghun Yu, Silin Na, Jeju National Univ. (Korea,
Republic of)

Digital holography (DH) includes to the acquisition and processing of
hologram with a digital sensor array, where reconstruction of data is
performed numerically from digitized holograms. DH is used to measure
three-dimensional (3D) shapes, and to measure local refractive indexes
of materials. In particular, one can measure the 2-dimensional refractive
index distribution without lateral scanning by DH.

Recently, the direct writing of waveguide and other integrated photonic
components inside the volume of transparent materials by focused laser
pulse has gotten much attention. This laser process is simple, flexible,

and low cost, allowing for the fabrication of efficient 3D index modified
structures as compared the traditional photolithographic process. The

3D index modified structures, such as Bragg grating, wave-guide laser,
and directional couplers were successfully demonstrated. However, the
conventional techniques, such as Abbe refractor, interference method,
and ellipsometry have their own limit in measuring the 3D refractive
index distribution. Although the measurement of 3D refractive index
distribution is very important to control the fabrication process in
integrated photonic components, techniques above only measure the
average refractive indeln this regard, we have developed the method for
measuring 3D refractive index distribution using sectioning DH. Optical
sectioning is the very important process for 3D imaging in microscopy.
We used the depth of focus (DoF) of lens for sectioning thickness. The
contrast of the interference pattern depends on the location of the object,
which is located within DoF or not. If the object is located in the DoF,

the contrast of the interference pattern would be strong. Using optical
axis scanning, the multiple section of the object were recorded on a 2D
hologram. Generally, the hologram is complex-valued and contains the
information from all the sections. Therefore, the suppression of defocused
phase noise is mandatory in the reconstruction of sectional phase images
from the hologram. We have discarded the hologram, which has smaller
contrast value to suppress the defocused phase noise. After discarding
the defocused noise, we were capable of retrieving the phase information.
This resulting phase is regarded as one of the in-focus sections. Normally,
the phase unwrapping process is necessary for obtaining 3D information
from the phase. We use two-wavelength DH for obtaining 3-D information
without unwrapping process since the thickness of sectioned area is a few
times of wavelength. We can obtain the 3D refractive index distribution
information at each section. By stacking the refractive index information
of the focused section, the entire 3D refractive index information was
revealed.

In this study, we have experimentally demonstrated new approach in
measuring the 3D refractive index distribution by Digital holography
microscopy (DHM) and optical scanning, and have proposed two-
wavelength DHM for fast measuring 3D information. We achieved an
accuracy of ~?10?"(-3) for refractive index measurements.
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10329-117, Session PSI

Principles of radiation terrain mapping
with SiPM gamma spectrometer

Anna V. Trushkina, Victoria A. Ryzhova, ITMO Univ.
(Russian Federation); Victor M. Denisov, ITMO Univ.
(Russian Federation) and Flagman-geo Ltd. (Russian
Federation); Andrey V. Radilov, Flagman-geo Ltd.
(Russian Federation)

Detectors of gamma radiation are the most effective instruments in
emergency situations, for evaluation the extent of radioactive damage
of the equipment, as well as for personal dosimetry. Gamma detectors
are used to measure the weak geophysical fields when moving or by
stationary installation. Since the measurements are often carried out
in the natural environment, far from settlements, they are required

to be power-efficient, steady and easy to use. In addition, pedestrian
instruments should be lightweight and compact.

Gamma spectrometer based on the vacuum photomultiplier,

which is traditionally used for geophysical measurements, have

low spectral resolution and unsatisfactory by modern ergonomics
standards. Considering these drawbacks it can be seen, that vacuum
photomultipliers are unsuitable for pedestrian gamma spectrometer.
Therefore, it is reasonable to develop a device, which is free from the
above mentioned drawbacks. The active development of SiPM in the last
decades has led to the fact that at this moment it can be a complete
alternative to the vacuum photomultiplier. SiPM have such advantages
as small size and low supply voltage, low cost, as well as independence
of the influence of magnetic fields and high impact resistance. Therefore,
the purpose of this research is to provide a pedestrian field gamma-
spectrometer based on solid-state silicon photomultiplier.

The solution of the problem is connected with a number of difficulties,
both at the level of design and by the development of algorithms for
data acquisition and processing. One of the actual problems arising in the
second step is to develop a method for radiation terrain mapping.

The process radiation terrain mapping in the field consists in
measurement of gamma background, executing in a pedestrian version,
and the subsequent eduction of the general level of radiation background
and the content of individual gamma-emitting radionuclides. According
to the results of field research are made maps of gamma field parameters
and radionuclide contamination.

In this paper we will focus on the methods and features of radiation
terrain mapping with pedestrian method for estimation of gamma
background caused by both natural causes and anthropogenic pollution.
We will show how to solve this problem in several stages, including

initial terrain evaluation using GIS, elaboration of grid spacing, direct
radiation measurement and visualization. We propose ways of solving the
difficulties related to the accuracy, speed and other factors.

10329-118, Session PS1

The spatial concentration of dust
emissions measured by using 3-D
scanning lidar in the open storage yards
of steel-making company

Chih-Wei Chiang, Hong-Wei Chiang, Huann-Ming Chou,
Shu-Huang Sun, Kun Shan Univ. (Taiwan); Jiann-Shen
Lee, China Steel Corp. (Taiwan)

The wind-blown dust emissions frequently occur in the open storage
yards of steel-making companies. Tracking the dust source and
monitoring their dispersion are rather difficult. This type of open-air
storage yards poses many environmental hazards. The 3-D scanning Lidar
system is effective in environmental monitoring (e.g., dust) with high
temporal and spatial resolution, which is lacking in traditional ground-
based measurement. The objective of this paper is to make an attempt for
the flux estimation of dust concentration by using lidar system. Further,
we investigate the dynamical process of dust and their relationship with
local air quality monitoring data.
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The results show that the material storage erosion by wind (- 3.6

m/s) could cause dust to elevate up to 20m height above the material
storage, and produces the flux of dust around 674 mg/s. The flux of

dust is proportional to the dust mass concentration (PM10) measured by
commercial ambient particular monitors. The dust control efficiencies of
wind screen are also estimated and compared with numerical simulations
in an open storage yard. Details will be presented in the upcoming
symposium.

10329-119, Session PS1

Super-resolution photonic nanojet
interferometry: photonic nanojet
interaction with polymer sample

Maria Gritsevich, Géran Maconi, Antti Penttila, Anton
Nolvi, Karri Muinonen, Edward Haeggstrom, Ivan
Kassamakov, Univ. of Helsinki (Finland)

Super-resolution photonic nanojet interferometry is a new modality for
3D label free super resolution imaging. We present a comparative study
of the photonic nanojet interaction with a layered polymer sample. The
aim is to use 3D numerical modelling to reproduce the results observed
in our experiments. The numerical model employs the same set of input
parameters (sphere with a diameter of 11 um and a refractive index of
1.68, and sample refractive index of 1.5-1.6), as in our experiments. The
interaction is described using the finite-difference time-domain method
applied on a finely discretized mesh. The knowledge gained using

the verified and validated model, will be used to conduct numerical
simulations in wider parameter space enabling to optimize the design of
3D-interferometric super-resolution microscopes.

10329-120, Session PS1

Optoelectronic joined-channel
autocollimator for measuring three
angular coordinates

Anton A. Nogin, Igor A. Konyakhin, ITMO Univ. (Russian
Federation)

Optoelectronic devices are an effective instrument for non-contact
measurement deformations of such environmentally hazardous facilities
as pipelines, fuel reservoirs, power settings and no less effective while
the proper installation of the transportation modules is being verified,
environmentally hazardous substances are being carried. The issue of
increasing the measuring range of the optoelectronic autocollimation
sensor is being considered.

The study presents the results of research aimed at investigating

the possibility of establishing single-channel autocollimator for
measuring three angular coordinates at the same time. The principle of
autocollimation scheme consists in placing autocollimator to the base
object and the control element of the controlled object. The control
element does not require a power supply to the control point and it is
usually a conventional flat mirror. However, the flat mirror can measure
only one angle at the same time and has a large value of the optical
reduction coefficient. New types of control elements are designed to
increase the number of measured angles at the same time, reduce

the size of the system and increase the accuracy characteristics. New
control elements are typically different combinations of prisms. When
such control elements are being used, in the plane of the image analysis
may happen marks overlapping which make measurement the angles
impossible. To resolve this problem, add additional channels for the
autocollimator and CCD, which affects the overall dimensions the system
and its cost.

To study the possible solution of this problem, the model for the
processing of overlapping arrays of irradiance has been developed and
implemented in technology MatLab. This model has allowed investigating
the influence overlapping marks on the measuring accuracy of the
coordinates. An algorithm for measuring the coordinates of the centre
mark was proposed and developed during the study. This algorithm can
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measure the coordinates with an accuracy of 0.5 pixels, even in a case

of large marks overlapping. Currently a fully functional algorithm, based
on circle Hough transform, is being developed. This algorithm enables to
expand the metrological performance of the angle measuring sensor by
addressing the problem of malfunction of the device when the marks are
overlapping.

The algorithm is based on the idea using the Hough transform. Hough
Transform can solve the problem of grouping boundary points by the
use of particular voting procedures to a set of parameterized objects in
the image. This is particularly significant when it is necessary to detect
objects whose boundaries are crossing. For this purpose, Accumulation
array is used for detects the presence of the required object. The
dimension of the Accumulation array is equal to the number of unknown
parameters of the Hough space. In the case of circular marks, the number
of unknowns is equal to three. These will be X and Y, and the radius of
the mark. The algorithm is sufficiently flexible and can measure the marks
centres while the various parasitic reflections, the inhomogeneity of the
background, etc are being ignored. Algorithm determines whether the
weight of the boundary at this point is sufficient for each point and its
neighbourhoods. This method is based on an assessment of the normal
orientation of the voting contour points. The first step of the process is
finding edge pixels which are surrounding the perimeter of the object.
Evaluation of the amplitude and direction of the gradient vector is used
for this purpose. The voting contour point is considered regarding high
modulus gradient. The second step, position estimate and the orientation
of the circuit to evaluate the centre of a circular object of radius R by the
movement over a distance R from the edge of the pixel in the direction
normal to the contour is being used for each edge pixel.

If this operation is repeated for each edge pixel, a variety of positions
alleged points of the centre, which can be averaged to determine the
exact location of the centre will be found. After that, the algorithm used a
threshold filter and search of the local maximum in the accumulator array
for determination the centres of the circles.

Application of the proposed algorithm allows keeping the device
efficiency when marks are overlapping without significant loss of
accuracy. The algorithm has successfully passed functional testing on real
devices with different control elements and showed the error of less than
0.5 pixels, stable performance, versatility.

The use of this algorithm extends the metrological characteristics of
the entire system, reduces its overall dimensions using a single channel
and as a result reduce overall system costs. All of this allows the use of
autocollimation system where previously this was not possible.

10329-121, Session PSI

The method of increasing accuracy of
dynamic goniometer

Elena lvashchenko, Petr A. Pavlov, Saint Petersburg
Electrotechnical Univ. “LETI” (Russian Federation)

Angle encoders are widely used in all spheres of human activity. Using
dynamic goniometers you can calibrate angle encoders with high
accuracy in wide dynamic range. Raising of accuracy of angle encoders
and dynamic range extension cause the increasing of requirements for
their calibration facilities - dynamic goniometers. Increasing the accuracy
of dynamic goniometers can be achieved by the improvement of technical
equipment that requires large material costs, as well as by measurement
techniques, and the use of new measuring methods of information
processing.

The dynamic goniometer consists of one or two angle transducers
forming its circular scale. Those angle transducers are mounted on the
rotor which rolls in bearings. Ring laser can be used as angle transducer,
because its scale has high uniformity and resolution. But it can’t meet all
dynamic range requirements applicable to up-to-date angle encoders.
Ring laser’s dynamic range, which ensured it’s precision characteristics,
is 60°/c ? 360°/c. Goniometer’s dynamic range can be widened using
optical encoder as circular scale. In the same way continuous monitoring
of the metrological characteristics of both transducers can be provided.
High accuracy can be achieved by applying of time interpolation and
elimination of angle encoder’s uncertainty.

In the construction of the dynamic goniometer different types of
bearings can be used. For super high precision dynamic goniometers air
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bearings are used. But in this case it is necessary to have such additional
techniques, as compressor, also it needs to take measures to maintain
bearing’s stable operations at high speeds. Ball bearings have a good
value for money and performance. The dynamic goniometers with radial
angular contact precision ball bearings was investigated. It is shown that
the use of a ball bearing gives rise to nonstationary dynamic goniometer
measurement results. It is definded, that in the results there is periodic
component. In this case it is impossible to use the standard way to
decreasing random error - conduction of multiple determinations. To
eliminate the nonstationarity of the results of measurements we analyzed
the measurements error with the methods of mathematical statistics,
Allan variance and wavelet analysis. The features of the application

of these methods for the analysis of errors of measurements dynamic
goniometer are presented. Allan variance allows to determine types of
noise. Wavelet analysis shows the change of frequency characteristics of
the signal over time, and in contrast to the Fourier analysis is applicable
for nonstationary process. Its use allows to obtain additional information
about the processes occurring in the system.

The complex method to analyze and eliminate the dynamic goniometers
errors is presented. This method has increased the accuracy of the
dynamic goniometer with ball bearings to the level of precision dynamic
goniometer with an air bearing.

10329-122, Session PSI1

Interferometric signals analysis based on
extended Kalman filter tuned by machine
learning technique

Maxim A. Volynsky, Petr A. Ermolaev, ITMO Univ.
(Russian Federation)

High-resolution non-invasive optical investigation methods are widely
used in material science, medical research, microbiology, metrology,
criminalistics, and others. The greatest precision among optical methods
is provided by interferometric techniques [1].

The valuable information about structure of experimental objects is
kept in signals registered by interferometric system. Extraction of this
information requires high-quality, high-rate, and noise-immune data
processing algorithms.

The conventional processing methods based on Fourier transform do not
take into account available a priori information about mathematical signal
model and optical characteristics of the interferometric system [2]. The
phase-shifting methods are not stable to noise that constricts the area of
their application [2].

An alternative approach to interferometric data processing is recurrent
algorithms of parameters estimation [3]. In these algorithms each discrete
sample of an interferometric signal is represented as output of non-linear
dynamic system [3]. It is a mathematical abstraction which contains a
priori information about signal formation model, its parameters evolution,
and noise characteristics that leads to high quality of estimation results.
Step-by-step mode of data processing by recurrent algorithms usually
promises high calculation rate.

Non-linear dependence between observed signal and its estimated
parameters (i.e. amplitude, frequency, phase) justifies the application

of non-linear algorithms of parameters estimation such as extended
Kalman filter, particle filter and others [3]. Data processing quality

is influenced by input parameters of these algorithms such as initial
vector of signals parameters, system and observation noise covariance,
parameters evolution model. The accurate tuning of the algorithms for
data processing in specific interferometric system needs high qualification
of the user and availability of a priori information about the system.

The work deals with automatic selection of input parameters for the
extended Kalman filter in application to interferometric data processing
by non-linear optimization methods such as Monte Carlo method and
gradient descent [4, 5]. The optimization criterion is represented as
difference between learning set of signals of the same type (i.e. signals
with the same phase variation law or some different pixel lines on
interference pattern image) and results of signals restoration using
parameters estimated by tuned algorithm. The features of proposed
approach are considered and discussed.

The presented technique for automatic tuning of the extended Kalman
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filter allows to obtain accurate parameters estimation results in conditions
of a priori uncertainty about specific interferometric system. It opens way
to the use of recurrent algorithms for data processing in various types of
interferometric systems.

[1] Malacara D. Optical Shop Testing. - NY: Wiley, 1978. - 862 p.

[2] Gurov I, Volynsky M. Interference fringe analysis based on recurrence
computational algorithms // Optics and Lasers in Engineering. - 2012. - V.
50. - P. 514-521.

[3] Simon D. Optimal state estimation. - NY: John Wiley & Sons, Inc.,
2006. - 526 p.

[4] Mordecai A. Nonlinear Programming: Analysis and Methods. - NY:
Dover Publishing, 2003. -544 p.

[5] Bottou L. Stochastic learning // Advanced Lectures on Machine
Learning - 2004. - V. 3176. - P. 146-168.

10329-123, Session PS1

The small-sized ultraprecision sensor for
measuring linear displacements

Dmitrii S. Lushnikov, Sergey B. Odinokov, Alexander Y.
Zherdeyv, Oleg A. Gurylev, Maria V. Shishova, Vladimir V.
Markin, Bauman Moscow State Technical Univ. (Russian
Federation)

The article describes a new optical scheme of noncontact sensor for
measuring linear displacement - linear encoder. This sensor is an optical
device in which the measurement of displacement is performed by
analyzing the optical signal, which pass through two diffraction gratings,
one of which is moved relative to the other. The optical signal is obtained
by the diffraction of light in these diffraction gratings and subsequent
interference of diffracted beams. Often this type of sensors are multi-
channel devices with symmetrically positioned of detectors. This scheme
is proposed to use a multi-section diffraction grating that allows to make
a small-sized sensor. The analyzed diffraction grating is multi-section
optical component in this sensor. The diffraction gratings made of the
same frequency in each of the sections of this component, but are shifted
relative to each other in phase. The number of sections in the analyzed
diffraction grating can be varied. Estimated sufficient number of sections
is from two to four.

10329-124, Session PSI

Die misalignment determination in LED
illumination optics using an artificial
neural network

Pau Castilla, Noemi Dominguez, Simulacions Opticas S.L.
(Spain); Cristina Garcia, Univ. Politécnica de Catalunya
(Spain); Carles Pizarro, Simulacions Opticas S.L. (Spain);
Patricia Blanco, Manuel Espinola, Josep Arasa, Univ.
Politecnica de Catalunya (Spain)

Misalignment in optical systems is considered to be one of the most
detrimental factors to achieve the required image properties [1]. The
presence of misalignment in an optical system has been widely studied
in the field of imaging applications. Several contributions have been
presented to align lenses and optical groups [2-4]. As has been pointed
out [5] aligning optical groups is a really time-consuming process that is
highly sensitive to misalignments of the reference axis.

In this work we present a strategy based on artificial neural networks that
allows us to determine the degree of die misalignment in LED illumination
optics. The use of artificial neural networks (ANNs) in misalignment
determination strategies has previously been tested in imaging optical
devices [6]. In particular, ANNs have been successfully applied to align
objectives of cinematography cameras [7].

The main contribution of the present work lies in the use of a well
selected set of points in space, placed near the LED illumination optics
device, where we can determine the difference between the directions
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of the ray propagation when the die is on the nominal design position
and when the die is misaligned. The developed strategy is based on the
assumption that different degrees of misalignment will produce specific,
reproducible deviations in the directions of propagation of the rays.

Our ANN is then trained with a large collection of cases (covering the
maximum misalignment ranges) for which the misalignment value is
known. The input used to train the ANN for each degree of misalignment
consists in the following information pair; misalignment value and matrix
of the deviations of the director cosines in the selected set of points. A
different collection of cases, in the same misalignment range but with
different misalignment values, together with the corresponding values of
the matrix of the deviations of the director cosines is then used to test the
ANN strategy performance.

Summarizing, this work presents a strategy based on artificial neural
networks to determine the degree of misalignment of the die in LED
illumination optics. The simulated results show fairly good capabilities in
the prediction and quantification of the misalignment by the trained ANN.

[11 LANGEHANENBERG, Patrik, et al. Automated measurement of
centering errors and relative surface distances for the optimized assembly
of micro-optics. En SPIE MOEMS-MEMS. International Society for Optics
and Photonics, 2011. p. 79260E-79260E-8.

[2] Heinisch, J., Dumitrescu, E., & Krey, S. (2006, August). Novel technique
for measurement of centration errors of complex completely mounted
multi-element objective lenses. In SPIE Optics+ Photonics (pp. 628810-
628810). International Society for Optics and Photonics.

[3] CHATTERJEE, Sanjib; KUMAR, Y. Pavan. Measurement of centering
error of a lens with cyclic optical configuration. Optical Engineering, 2010,
vol. 49, no 4, p. 043601-043601-5.

[4] LATYEV, S. M.; RUMYANTSEYV, D. M.; KURITSYN, P. A. Design
and process methods of centering lens systems. Journal of Optical
Technology, 2013, vol. 80, no 3, p. 197-200.

[5] LANGEHANENBERG, Patrik; HEINISCH, Josef; STICKLER, Daniel. Smart
and precise alignment of optical systems. En SPIE Optifab. International
Society for Optics and Photonics, 2013. p. 88842E-88842E-8.

[6] OTEO, Esther; ARASA, Josep. New strategy for misalignment
calculation in optical systems using artificial neural networks. Optical
Engineering, 2013, vol. 52, no 7, p. 074105-074105.

[7] OTEO LOZANO, Esther, et al. Método de calculo de desalineamientos
en sistemas Opticos. Aplicacion mediante redes neuronales. 2013.

10329-125, Session PS1

Simulation of multispectral multisource
for device of consumer and medicine
products analysis

Timofey Koroley, Vladimir S. Peretiagin, ITMO Univ.
(Russian Federation)

The main distinguishing feature of the era of capitalism is market
economy,which is characterized by market competition and the struggle
for the capital, that one always reflected well on buyers. People make
purchases in different stores or on marketplacesand often don’t check
the quality of products, such as fruits, vegetables, meat, fishand etc.

So each time they, buying products of unknown quality, have a risk of
negative impact on their health. Today there are a few methods for
testing consumer products, based on the following: the assessment

of visual appearance; the taste and the results of chemicallaboratory
analysis.These methods are allowed todetermineexactlythe current state
of the object, but they have main disadvantage likethe duration and the
unpopularity. The most promising is the method, based on analysis of
infrared spectroscopy. Device, using in this analysis, highlightsthe object,
determinesthe spectral composition in the reflected radiation and finds
“markers” of amino acids and proteins disintegration substances, such as
ammonia, hydrogen sulfide and secondary amines, which correspond to
a specific wavelength. This technology is not widely spread in the area of
products consumption.

This research focuses on the development and simulation of special
source aimed at solving analysis problems of food, medicines and water
for suitability inconsumption.

In this research it is provided the mathematical model of the lighting area
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and the model of the spatial irradiance source on the basis of several
diodes types with different wavelengths. In the process of this kind
source’s creation it is taken into accountthe following factors: spectral
component, power settings, spatial and energy components of the
diodes.

The research results can be applied in quality control, pharmaceuticals
and medicine. The device can be part of the unit, identifying not only
product quality but also its exact chemical composition. The device
will be in demand not only in the production and procurement, but in
shopping by ordinary buyers.

The research is acontinued explorationof authorsgroup, specialized

in creation of special lighting devices for opto-electronic systems,
instrumentation and industrial control systems in order to ensure optimal
conditions for observation and analysis; in creation of the corresponding
automated measurement devices and control parameters and
characteristics of the radiation sources.

10329-126, Session PSI

On-line hyperspectral imaging system
for evaluating quality of agricultural
products

Changyeun Mo, Giyoung Kim, Jongguk Lim, National
Institute of Agricultural Sciences (Korea, Republic of)

The domestic consumption of fresh-cut agricultural produce in Korea has
been growing, and the types of materials used in these products have
expanded from vegetables to various fruits. The browning of fresh-cut
vegetables that occurs during storage and foreign substances such as
worms and slugs are some of the main causes of consumers’ concerns
with respect to safety and hygiene. The purpose of this study is to
develop an on-line system for evaluating quality of agricultural products
using hyperspectral imaging technology.

The online evaluation system with single visible-near infrared (VNIR)
hyperspectral camera in the range of 400 nm to 1000 nm that can assess
quality of both surfaces of agricultural products such as fresh-cut lettuce
was designed. The on-line evaluation system consists of the sample input
unit, a pair of conveyor units, the quality determination unit, a pair of
low-quality sample removal units, the flipping unit, outlet unit, and system
control unit. Hyperspectral images of the moving samples are obtained
by the line scanner in the quality determination unit. Low-quality samples
with defects on one side are determined by the detection algorithms
using the hyperspectral images and are removed by the low-quality
removal unit. The other samples are reversed using the flipping belt of the
flipping unit and placed on the outlet conveyer belt. The hyperspectral
images of the other side of the reversed samples are measured and
quality on this surface are similarly determined and eliminated.

Algorithms to detect browning surface on lettuce were developed for this
system. Single-waveband and multi-waveband algorithms to assess the
quality on the lettuce surface were developed using the VNIR reflectance
spectra extracted by hyperspectral images. Algorithms to discriminate
browning lettuces and conveyor belts, browning lettuces and the gap

of the chains of the conveyor belts (GCCB), and browning and sound
lettuces were developed. The optimal wavebands for discriminating
browning lettuce were investigated using the correlation analysis and the
one-way analysis of variance (ANOVA) method. The optimal wavebands
found by spectra data were used to develop imaging algorithms for the
browning detection. The imaging algorithms to discriminate the browning
lettuces were developed using the combination of three algorithms:

the two-waveband ratio image (RI) algorithms to discriminate between
browning lettuces and conveyor belts, the two-waveband subtraction
image (SI) algorithms to discriminate between browning lettuces and
GCCB, and the two-waveband image algorithms to discriminate between
browning and sound samples. The Rl algorithm of the 533 nm and 697
nm images (RI533/697) for abaxial surface lettuce and the Rl algorithm of
the 533 nm and 697 nm images (RI533/697) and Sl algorithm of the 538
nm and 697 nm images (S1538-697) for adaxial surface lettuce had the
highest classification accuracies. The classification accuracy of browning
and sound lettuce was 100.0% and above 96.0%, respectively, for the both
surfaces. Two-waveband imaging algorithms obtained better enhanced
misclassification accuracy of browning lettuces and classification
accuracies of sound lettuces than the single waveband image algorithm.
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The overall results show that the online hyperspectral imaging system
could potentially be used to assess quality of agricultural products.

10329-127, Session PSI1

Enhancement of spatial resolution in
digital holographic microscopy using
speckle field generated from ring-slit
apertures

Hideki Funamizu, Yusei Onodera, Muroran Institute of
Technology (Japan); Jun Uozumi, Hokkai-Gakuen Univ.
(Japan); Yoshihisa Aizu, Muroran Institute of Technology
(Japan)

Digital holographic microscopy is actively investigated in the field

of bio-imaging as a quantitative phase microscopy. In the research

area of microscopy, one of the main issues is an enhancement of

the spatial resolution. In recent years, the method for enhancing the
spatial resolution using a structured illumination in digital holographic
microscopy has been reported by several research groups. In this study,
we report the enhancement of the spatial resolution in digital holographic
microscopy using speckle illuminations generated from a ring-slit
aperture.

Now, we consider the optical system of the off-axis Mach-Zehnder digital
holographic microscopy. When a laser light is incident on an amplitude
modulated aperture and a diffuser, a speckle field is generated. The
sample is illuminated by the speckle pattern and the object wave is
generated. It is magnified by an objective lens and is coupled with a
plane wave, which is used as a reference wave, by a beam splitter. The
object and reference waves interfere and a digital hologram is detected
on an image sensor. The spatial resolution of this digital holographic
microscopy is given by the numerical apertures of the illumination system
and the optical system between the sample and the image sensor.

While the numerical aperture NAg between the sample and the image
sensor is given by the objective lens, the numerical aperture NAs of the
illumination system is determined by an average diameter of a speckle
pattern incident on the sample. This implies that the spatial resolution of
digital holographic microscopy can be enhanced by changing the average
diameter of the speckle pattern.

A circular aperture and a ring-slit aperture are used in this study. In the
case of the ring-slit aperture, the outer and inner diameters are 1.05mm
and 1.01mm. The diameter of the circular aperture was adjusted to fit
the outer diameter of the ring-slit aperture. A He-Ne laser (632.8nm,
20mW) is used as the optical source and the CCD camera (1392 ? 1040
pixels, pixel pitch 4.65 ? 4.65?m2) is placed at 100 mm after the sample.
The holographic diffuser (Edmond, # 47-676) is placed at 30 mm before
the sample and 30 holograms are recorded under different speckle
illuminations by changing the position of the holographic diffuser in the
in-plane direction. Each of hologram is reconstructed using the angular
spectrum method and the reconstructed intensity images are averaged.
A negative resolution test target (Sigma-koki, TRN-003) is used as a
sample. The numerical aperture NAg of the optical system is reduced

to NAg = 0.124 by changing the distance between the sample and the
objective lens (x40, NA=0.65) as it is able to resolve the bars of G7-3 but
not G7-4 of the test target. On the other hand, the numerical apertures
NAs of the optical systems in the circular and ring-slit apertures are
0.0167 and 0.0266.

To confirm the enhancement of the spatial resolution in speckle fields
using the ring-slit aperture, we carry out the experiments in the case

of the non-structured illumination, the speckle illumination using the
circular aperture and the ring-slit aperture. It is confirmed that the spatial
resolution is the highest when the speckle illumination generated by the
ring-slit aperture is used.

In conclusion, we demonstrated the enhancement of the spatial
resolution in digital holographic microscopy using speckle illuminations
generated from a ring-slit aperture theoretically and experimentally.
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10329-128, Session PSI

Phase and group refractive indices of air
calculation by fitting of phase difference
measured using a combination of laser
and low-coherence interferometry

Tomas Pikalek, Martin Sarbort, Ondrej Cip, Minh Tuan
Pham, Adam Lesunddk, Lenka Pravdovd, Zdenek Buchta,
Institute of Scientific Instruments of the ASCR, v.v.i.
(Czech Republic)

The majority of interferometric measurements are carried out under

the ambient atmosphere. Hence, the light wavelength that is used

as the basic scale of the length is affected by the refractive index of

air. This phenomenon causes a multiplicative systematic error to the
results of length measurements. In order to obtain accurate results,

the knowledge of the refractive index of air is essential. There are two
different approaches to the measurement of the refractive index of air.
Indirect methods involve calculation of the refractive index of air from
measured temperature, pressure, relative humidity and in some cases
also carbon dioxide concentration employing Edlén’s, Ciddor’s or similar
equations. The other group of methods are direct methods that are based
on monitoring the variability of the optical path. The refractive index of
air is usually obtained from the optical path difference between air and a
reference environment, usually vacuum.

We present a new direct technique for the refractive index of air
measurement that is based on measuring the phase difference between
air and vacuum using a combination of laser and low-coherence
interferometry.

In our experiment, we use Michelson interferometer as the experimental
setup. The light source is carried out using a collimated beam of red LED
and HeNe laser radiation. These beams are combined at the input of the
interferometer and split at the output. That allows us to measure the
laser interference signals separately from the low-coherence interference
signals. The key component of the experimental setup is a double-spaced
vacuum cell placed in the measuring arm of the interferometer. The

cell transversally divides the beam into two parts, one of which travels
trough vacuum and the second one through the ambient atmosphere.
The different environment in both parts of the cell causes a phase shift
between the interference signals measured in both parts of the beam.
This phase shift is wavelength-dependent, and it is proportional to the
refractivity of air. While the interference of the laser radiation occurs in
both parts of the beam at any measuring mirror position, the interference
of the white light occurs in each part of the beam at a different discrete
position. The distance between these positions is proportional to group
refractive index of air for the LED central wavelength.

During the measurement, we measure two laser and two low-coherence
interference signals. The goal of the signal analysis is to calculate the
phase difference between the two laser interference signals and convert
it to phase refractive index of air for the laser wavelength. This phase
difference can be calculated directly from the two laser interference
signals, however, then the value is known only modulo 2w. In order to
resolve the 2w ambiguity, we use the low-coherence interference signals.
Moreover, we use the phase of one of the laser interference signals to
calculate the measuring mirror position. Since the laser wavelength in
air is unknown at this stage, the position is expressed in interference
fringes, while two fringes correspond to measuring mirror shift of one
laser wavelength (633 nm). To calculate the dependency of the phase
difference on the vacuum wavelength from the measured low-coherence
interference signals, we calculate discrete Fourier transform of both of
these signals and subtract their unwrapped phases. This dependency

is then fitted by a theoretical dependency based on modified Edlén
equation. The phase value for the laser wavelength obtained from the
regression is then used to calculate the phase refractive index for this
wavelength. To obtain more accurate air refractive index value, also the
phase difference between the two laser interference signals (known only
modulo 2w, but more accurately) is taken into account.

The proposed method was experimentally verified by comparison of the
measured refractive index values with two different techniques—direct
technique based on measuring laser interference signals during the cell
evacuation and indirect technique based on the calculation of the air
refractive index value from atmospheric conditions. We were able to
reach uncertainty level comparable to other direct methods.
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10329-129, Session PS1

Very high aspect ratio through silicon via
reflectometry

Joachim Bauer, Friedhelm Heinrich, Technische
Hochschule Wildau (Germany); Oksana Fursenko,
Steffen Marschmeyer, IHP GmbH (Germany); Adrian
Bluemich, SENTECH Instruments GmbH (Germany);
Silvio Pulwer, Patrick Steglich, Claus Villringer,
Technische Hochschule Wildau (Germany); Andreas
Mai, IHP GmbH (Germany); Sigurd Schrader, Technische
Hochschule Wildau (Germany)

Through Silicon Via (TSV) technology is a key feature of new 3D
integration of microelectronic devices. The high aspect ratio opens

up potential of smaller packaging, stress reduction, and low costs for
advanced 3D integration. The high aspect ratio is advantageous for
reduction of bending stress effects by wafer thinning and thermal

stress inside the TSV by mismatch of thermal expansion of Si and the
filling material [1-2]. As presented in this paper, we have developed an
experimental setup and a respective evaluation algorithm for the control
and monitoring of very high aspect ratio TSV profiles by spectroscopic
reflectometry.

For this purpose square via arrays with lateral dimension from 3 to 10

um have been fabricated by a highly selective Bosch etch process. Vias
depth of up to 160 um were achieved by using a SiO2 hard mask. A
series of scallops on the TSV sidewalls are formed due to the alternating
etch and sidewall passivation steps. The profiles are defined by critical
dimensions at the top, depth, and scallop size (period and amplitude). All
measurements were carried out using an experimental setup consisting
of a multimode fiber bundle including condenser and focusing objective
with variable aperture. The results obtained by our setup are compared
with data obtained by commercial wafer metrology tool [3-5], where our
own evaluation algorithm was applied. The Pearson correlation coefficient
between measured and calculated reflection is used as a quality criterion
of the fit. Using our setup, the reflection data for patterns with aspect
ratios of up to 30 were safely evaluable, whereas the commercial tool
provided evaluable data for patterns with aspect ratios of up to 17 [5].
The limiting factors of optical TSV depth measurements will be discussed,
as well as further improvements.

This work was supported by the German Federal Ministry of Economics
and Energy under contract number16KN021322.

[1] H. B. Chang, et all, High-Aspect Ratio Through Silicon Via (TSV)
Technology, IEEE Symposium on VLSI Technology, 2012

[2] S. Warnat, Technologies for the integration of Through Silicon Vias in
MEMS packages, Thesis, 2009

[3] O. Fursenko, J. Bauer, S. Marschmeyer, In-line through silicon vias
etching depths inspection by spectroscopic reflectometry, Microelectronic
Engineering 122 (2014) 25-28.

[4] O. Fursenko, J. Bauer, S. Marschmeyer, H.-P. Stoll, Through silicon
via profile metrology of Bosch etching process based on spectroscopic
reflectometry, Microelectronic Engineering 139 (2015) 70-75.

[5] O. Fursenko, J. Bauer, S. Marschmeyer, 3D Through Silicon Via profile

metrology based on spectroscopic reflectometry for SOI applications,
Proc. of SPIE Vol. 9890, 15-6, 2016

10329-130, Session PSI1

Application of identifying transmission
spheres for spherical surface testing

Christopher B. Han, Suzhou Singapore International
School (China)

We developed a new application on Microsoft Foundation Classes

(MFC) to identify correct transmission spheres for Spherical Surface
Testing (SST). Spherical surfaces are important optical surfaces (e.g. flat,
asphere, free-form), and the wide application and high production rate of
spherical surfaces necessitates an accurate and highly reliable measuring
device. A Fizeau Interferometer is an appropriate tool for SST due to its
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sub-nanometer accuracy. It measures the contour of a spherical surface
using a common path, which is insensitive to the circumstances. The
Fizeau Interferometer transmits a wide laser beam, creating interference
fringes from re-converging light from both the transmission sphere and
the test surface. To make a successful measurement, the application
calculates and determines the appropriate transmission sphere for the
test surface. There are 3 main inputs from the test surfaces that are
utilized to determine the optimal sizes and F-numbers of the transmission
spheres: (1) the curvatures (concave or convex), (2) the Radii of Curvature
(ROCQ), (3) the aperture sizes. The application will firstly calculate the
F-numbers (i.e. ROC divided by aperture) of the test surface, secondly
determine the correct aperture size of a convex surface, thirdly verify that
the ROC of the test surface must be shorter than the reference surface’s
ROC of the transmission sphere, and lastly calculate the percentage of
area that the test surface will be measured. However, when there’s a
requirement to measure a large amount of spherical surfaces, the amount
of interferometers and transmission spheres should be optimized. The
users can’t buy one interferometer and transmission sphere for each

test surface. The smart application can optimize results and advice the
users to buy and use as less interferometers and transmission spheres

as possible. Current measuring practices involve tedious and potentially
inaccurate calculations. This application eliminates human calculation
errors, optimizes the selection of transmission spheres (including the least
number required) and interferometer sizes, and increases efficiency.

10329-131, Session PS1

Investigation of accuracy characteristics
of circular photodetector “Multiscan”

Kirill S. Povarov, Sergey S. Mitrofanov, ITMO Univ.
(Russian Federation)

In different areas of science and engineering there are necessity to
measure linear and angle motions of different mechanical parts (assembly
units, designs) and data acquisition from manipulators and robotic
systems. The biggest part of utilized technical solutions is based on linear
scales and optical raster systems. Their main disadvantages are following:
complicated manufacturing process, relatively low rate of performance
and efficiency, high cost. In The loffe Institute (Saint-Petersburg, Russian
Federation) the circular position sensitive Multiscan detector intended for
definition of angular data of a light spot on the basis of the principle of
the relative frame aperture is developed. These problems could be solved
by utilization of position-sensitive detector also known as “Multiscan”.
Multiscan will improve structural scheme of the device and will reduce
some disadvantages of other systems. But for using of such sensor in
actual metering circuits requires a research of its potential precision
characteristics. In this study, we evaluated the characteristics such as
nonlinearity “Multiscan” output voltage, repeatability and stability of the
photodetector.

The experimental solution was realized in original experimental setup
based on reference angle movement detector (goniometer) and high
sensitivity voltmeter as indication system. Accuracy performances of the
system were studied in the range of O to 140 degrees.

The value 11% of output voltage nonlinearity was obtained. Because
of highly dependence of nonlinearity factor from the eccentricity
of experimental setup, the value of nonlinearity was algorithmically
corrected to 1%.

In the process of experimental studies had revealed a strong influence
of the eccentricity installation of the circular “MultiScan” on turntable
of goniometer. As a result of development of special algorithmic
measures of correction of eccentricity the size of nonlinearity of angular
measurements by means of circular “Multiscan” less than 1% has been
reached at high temporary stability of the detector. The conducted
researches and the received results allow to count on a possibility of
creation of a small-size absolute angular encoder on the basis of the
circular Multiscan sensor.

Return to Contents

OPTICAL
e METROLOGY

SPI

10329-132, Session PST

Optical measurement system of
microcomponents flatness by Moiré
interferometry

Said Meguellati, Univ. Ferhat Abbas de Sétif (Algeria)

The automation, speed and precision in the quality control of surface
shape require, the development of control methods suitable for this
purpose. The technique proposed in this paper provides a quality control
components surface flatness by non-destructive and contactless way,
with high resolution and increased sensitivity. The control is done in

real time and instantaneously on all inspected surface. The accuracy

of components geometry is the one of parameters which influences
precision of the function. Moiré topography is full-field optical technique
in which the shape of object surfaces is measured by means of geometric
interference between two identical line gratings. The technique has
found various applications in diverse fields, from biomedical to industrial
and scientific applications. In many industrial metrology applications,
contactless and non destructive shape measurement is a desirable tool
for, quality control and contour mapping. This method of optical scanning
presented in this paper is used for precision measurement deformation

in shape or absolute forms in comparison with a reference component
form, of optical or mechanical components, on surfaces that are of the
order of few mm2 and more. The principle of the method is to project the
image of the source grating to palpate optically surface to be inspected,
after reflection; the image of the source grating is printed by the object
topography and is then projected onto the plane of reference grating

for generate moiré fringe for defects detection. The optical device used
allows a significant dimensional surface magnification of up to 1000
times the area inspected for micro-surfaces, which allows easy processing
and reaches an exceptional nanometric imprecision of measurements.
According to the measurement principle, the sensitivity for displacement
measurement using moiré technigue depends on the frequency grating,
for increase the detection resolution. This measurement technique can

be used advantageously to measure the deformations generated by the
production process or constraints on functional parts and the influence of
these variations on the function. The optical device and optical principle,
on which it is based, can be used for automated inspection of industrially
produced goods. It can also be used for dimensional control when,

for example, to quantify the error as to whether a product is good or
rubbish. It then suffices to compare a figure of moiré fringes with another
previously recorded from a product considered standard; which saves
time, money and accuracy. This optical device control has advantageous
features allows non-destructive and contactless testing, real time

speed inspection and measurement; possibility of image tracking in
motion analysis and surface deformation, high spatial resolution and

high sensitivity may vary depending of the importance of defects to be
measured.

10329-133, Session PSI1

High-accuracy laser photometer for laser
optics

Yuanan Zhao, Guohang Hu, Zhen Cao, Shijie Liu, Meiping
Zhu, Jianda Shao, Shanghai Institute of Optics and Fine
Mechanics (China)

Development of laser systems requires optical components with high
performance, and a high-precision double-beam laser photometer was
designed and established to measure the optical performance at 1064nm.
Double beam design and lock-in technique was applied to decrease the
impact of light energy instability and electric noise. Pairs of samples
were placed symmetrically to eliminate beam displacement, and laser
scattering imaging technique was applied to determine the influence

of surface defect on the optical performance. Based on the above
techniques, transmittance and reflection of pairs of optics were obtained,
and the measurement precision was improved to 0.06%. Different types
of optical losses, such as total loss, volume loss, residual reflection

and surface scattering loss, were obtained from the transmittance and
reflection measurement of samples with different thickness. Comparison
of optical performance of the test points with and without surface
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defects, the influence of surface defects on optical performance was
determined. The optical performance of Nd-glass at 1064nm was
evaluated, and different types of optical loss and the influence of surface
defects on the optical loss was determined.

10329-134, Session PS1

Analysis of optical heterodyne
frequency error of full-field heterodyne
interferometer

Yang Li, Wenxi Zhang, Zhou Wu, Xiaoyu Lv, Xinxin Kong,
Xiaoli Guo, Academy of Opto-Electronics, CAS (China)

The full-field heterodyne interferometric measurement technology

is beginning better applied by employing low frequency heterodyne
acousto-optical devices instead of complex electro-mechanical scanning
devices. The optical element surface could be directly acquired by
synchronously detecting the received signal phases of each pixel, because
standard matrix detector as CCD and CMOS cameras could be used in
heterodyne interferometer. Instead of the traditional four-step phase
shifting phase calculating, Fourier spectral analysis method is used for
phase extracting which brings lower sensitivity to sources of uncertainty
and higher measurement accuracy.

The full-field heterodyne interferometer is easily implemented in

the Mach-Zehnder type interferometer and Tyman-Green type
interferometer. It is also possible to be Fizeau type interferometer by
using short coherent light source or the spatial filtering method. The
full-field heterodyne detection is also conveniently designed as a point
diffraction interferometer. In this paper, two types of full-field heterodyne
interferometer and one heterodyne point diffraction interferometer

are proposed whose advantages and disadvantages are also specified.
And the described full-field heterodyne Tyman-Green interferometric
schematic is used for analyzing.

Heterodyne interferometer has to combine two different frequency beams
to produce interference, which brings a variety of optical heterodyne
frequency errors. Frequency mixing error and beat frequency error are
two different kinds of heterodyne frequency errors which any type full-
field heterodyne interferometers can’t avoid. In this paper, the effects of
frequency Mixing error and beat frequency error to surface measurement
are analyzed respectively.

The frequency mixing error is usually generated by factors such as beam
splitting, combination and stray light. We simulate the change of the
interferograms and the signals on time-domain and frequency-domain
with frequency mixing error. It could be a guide to the determination

of interferometer error source. The relationship between the surface
measurement accuracy, repeatability and the error is given. The tolerance
of the extinction ratio of polarization splitting prism is proposed.

Heterodyne interference signal is usually generated by acousto-optical
modulator. The full-field heterodyne interferometer requires the beat
frequency is as low as several hertz to tens of hertz so that even an
ordinary CCD or CMOS could detect the beat signal. The acousto-optical
modulator driver pairs are easily affected by environmental temperature,
circuit noise and other factors that causes the super-low beat frequency
shifts. The error of phase extraction by Fourier analysis that caused by
beat frequency shifting is derived and calculated. And the degradation
of surface measurement reconstruction is simulated. We propose an
improved phase extraction method based on spectrum correction. An
amplitude ratio spectrum correction algorithm with using Hanning
window is used to correct the heterodyne signal phase extraction. The
simulation results show that this method can effectively suppress the
degradation of phase extracting caused by beat frequency shifting
error and reduce the measurement uncertainty of full-field heterodyne
interferometer.

10329-135, Session PSI1

An optical flow-based method for
velocity field of fluid flow estimation

Grzegorz Glomb, Grzegorz Swirniak, Janusz Mroczka,
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Wroclaw Univ. of Technology (Poland)

The aim of this paper is to present a method for estimating flow-

velocity vector fields using the Lucas-Kanade algorithm. The optical

flow measurements are based on the Particle Image Velocimetry (PIV)
technique, which is commonly used in fluid mechanics laboratories

in both research institutes and industry. This technique consist in
illuminating the flow containing tracer particles with, usually, a high-
energy pulsed laser beam. A sequence of images of the light scattered
from the flow is acquired by a high-speed digital camera at successive
time steps and then post-processed using the proposed algorithm.
Several approaches for an optical characterization of velocity fields base
on computation of partial derivatives of the image intensity using finite
differences. Nevertheless, the accuracy of velocity field computations

is low due to the fact that an exact estimation of spatial derivatives is
very difficult in presence of rapid intensity changes in the PIV images,
caused by particles with small diameters. The method discussed in

this manuscript relies on an image model, wherein the particle image
complies with an Airy disc, which is well approximated using a Gaussian
function. The PIV images are interpolated using Gaussian radial basis
functions having small width (sigma < 1 px) whose centers are located

at positions of all image pixels. As the result of interpolation, a matrix of
Gaussian coefficients is obtained allowing for the evaluation of partial
derivatives analytically, without the use of discrete methods. This provides
a significant improvement in the accuracy of the velocity estimation

but, more importantly, allows for the evaluation of the derivatives in
intermediate points between pixels. Doing so an iterative velocity vector
estimation becomes feasible. The algorithm for radial basis function
interpolation (PetRBF) uses a GMRES iterative solver with a restricted
additive Schwarz method (RASM), that exhibits O(N) complexity, requires
O(N) storage, and is parallelized as the smaller independent tasks, which
significantly accelerates calculations on multiprocessor (or multicore)
machines. Another distinguishing feature of the proposed method is that
it localizes the centers of interrogation windows at particles’ centers. This
is to significantly improve a spatial resolution of the estimated velocity
vector field at the expense of having to perform the calculations at points
of an irregular grid, which can lead to additional interpolations. Numerical
analysis proves that the method is able to estimate even a separate vector
for each particle with a 5x5 px window, whereas a classical correlation
method needs at least 4 particles within the window. A set of numerical
examples will show the most important features of the presented method.
The first part of the analysis is devoted to uniform velocity fields. The
calculations include root-mean-square (RMS) error of the estimated
velocity as a function of reference-field velocity, particle density, noise
level, window size, and number of intensity quantization levels. The

case of a turbulent velocity field generated by kinematic simulation of
turbulence is also discussed. Finally, a multi-step hybrid approach is also
presented aimed at improving the estimation of the particle displacement
far above 1 px. The velocity field is initially estimated using the correlation
with a large interrogation window (32x32 or 16x16 px) and then much
more precisely using a combination of the proposed method, a pyramidal
decomposition, and an image deformation.

10329-136, Session PSI

Phase detection model and method
for SPR effect modulated by metallic
thickness

Qinggang Liu, Zirui Qin, Chong Yue, Tianjin Univ. (China)

A mathematic model based on surface plasmon resonance (SPR)

effect is presented to measure the nano metallic film thickness with the
coupling device of Kretschmann configuration composed of K9 prism-
gold film-air. Four modulation modes of SPR method, such as intensity,
phase, wavelength and angle, are numerically analyzed. Their detection
principles, the measurement range and sensitivity of different modulation
type sensors are discussed.

The simulation results show that the SPR intensity detection method has
the highest measurement range and the SPR phase detection method has
the highest sensitivity. In practical applications, not only the measurement
range and sensitivity, but the optical signal processing mode, experiment
devices, the complexity of the algorithm and cost factors should be
considered to research and develop the appropriate thin metallic film’s
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thickness measurement SPR sensor with higher sensitivity and stability.

The above analyses based SPR phase detection model and system are
put forward. As surface plasmons are the transverse magnetic (TM) mode
waves, it is common to use the transverse electric (TE) mode waves (TE-
polarized light) for the reference. The prism coupler is coated partially
with Ag/Au metallic layers on the bottom surface and the uncoated part
is used as reference substrate. The He-Ne Laser beam passes through

a laser beam expander and a polarizer firstly. The linear polarization
direction of the polarizer is at 45° from both TM and TE polarization.
Then the light beam is incident upon the SPR prism coupler clamped
onto a rotation stage which adjust the resonance angle. A Mach-Zehnder
type interferometer is used to receive the reflected TM and TE light from
the prism to form polarized beam interferometer to measure the phase
changes modulated by the metallic film’s thickness. Here, the reflected
light beam is separated into TM and TE mode waves by a polarizing beam
splitter. After reflections of the mirrors, the two light beams converge
together with orthogonal polarizations in another polarizing beam
splitter. The polarization analyzer can make the TM and TE mode waves
change to the same polarization direction in order to gain interference
fringes. By filtering out stray light with a band-pass filter, the interference
pattern is recorded by a CCD camera and processed by a computer to
obtain the phase difference ??. And the phase difference with different
angles of incidence can be acquired by moving the rotation stage.

Theoretical analysis and experimental results show that the range of
metal thin thickness measurement can be 0-100nm, and the resolution
can be better than Inm. Easy to operate, less measurement error and
higher anti-interference ability make the application prospects of this
system broad.

10329-137, Session PS1

Combined narrowband imager-
spectrograph with volume-phase
holographic gratings

Eduard R. Muslimov, Aix-Marseille Univ. (France) and
Kazan National Research Technical Univ. named after
A.N. Tupolev (Russian Federation); Sergei N. Fabrika,
Special Astrophysical Observatory (Russian Federation);
Gennady G. Valyavin, Special Astrophysical Observatory
(Russian Federation)

In the present work we discuss a possibility to build an instrument with
two operation modes - spectral and imaging ones. The key element

of such instrument is a dispersive and filtering unit consisting of two
narrowband volume-phase holographic gratings. Each of them provides
a high diffraction efficiency in a relatively narrow spectral range of a

few tens of nanometers. Besides, the position of this working band is
highly dependent on the angle of incidence. So we propose to use a
couple of such gratings to implement the two operational modes. The
gratings are mounted in a collimated beam one after another. In the
spectroscopic mode the gratings are turned on such angle that the
diffraction efficiency curves coincide, thus the beams diffracted on the
first grating are diffracted twice on the second one and a high-dispersion
spectrum in a narrow range is formed. If the collimating and camera
lenses are corrected for a wide field it is possible to use a long slit and
register the spectra from its different points separately. In the imaging
mode the gratings are turned to such angle that the efficiency curves
intersect in a very narrow wavelength range. So the beams diffracted

on the first grating are filtered out by the second one except of the
spectral component, which forms the image. In this case the instrument
works without slit diaphragm on the entrance. We provide an example
design to illustrate the proposed concept. This optical scheme works in
the region around 656 nm with F/# of 6. In the spectroscopic mode it
provides a spectrum for the region from 641to 671 nm with reciprocal
linear dispersion of 1.4 nm/mm and average spectral resolving power of
9400. In the imaging mode it covers linear 12mm X12mm field of view
with resolution not less than 18 lines/mm. We consider different cases for
the gratings diffraction efficiency profiles. Results for an ordinary grating
with sinusoidal fringes and symmetrical efficiency profile are provided. It’s
shown that they can be significantly improved is edges of the efficiency
curve are sharp. Possible ways to implement such a profile are discussed.
In our opinion, an instrument implementing the described concept can be
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used for different applied measurement tasks, e.g. for optical diagnostics
in nuclear fusion. Moreover, it can be of a special interest for a few other
areas like astronomy and astrophysics.

10329-138, Session PS1

Heterodyne grating interferometry based
on sinusoidal phase modulation for
displacement measurement

Ju-Yi Lee, National Central Univ. (Taiwan); Hung-Lin
Hsieh, National Taiwan Univ. of Science and Technology
(Taiwan); Zhi-Ying Lin, National Central Univ. (Taiwan)

In this study, a heterodyne grating interferometer based on the sinusoidal
phase modulation method for displacement measurements was proposed.
The interference beams were modulated using a sinusoidal oscillating
grating, and the proposed frequency-domain quadrature detection
method was used to detect the optical phase of the interferometer and
determine the displacement. Experimental results were consistent with
the strain gauge results for several displacement ranges. When only high-
frequency noise was considered, our method achieved a measurement
resolution of approximately 2 nm.

The measurement system comprises a laser source, an oscillating
diffraction grating, a reflective mirror, and a photodetector. A beam from
the laser is incident on the diffraction grating with an incident angle ?.
The partial reflected beam from the grating is back-reflected by the target
mirror and is redirected to the grating. Both of the incident light beam
and the back-reflected light beam from the target mirror are diffracted by
the grating. With the specific incident angle, these two diffracted beams
can superpose and interfere with each other. According the theory of the
optical interference and Doppler effect, the interference signal will be

the function of the grating displacement, and the optical path difference
between the grating and the target mirror.

If the grating is driven with a sinusoidal vibration with angular frequency
? and amplitude a, the interference signal can be expressed as Fourier-
Bessel series expansion. This is a multi-frequency signal, and the optical
path difference between the grating and the target mirror is coded in the
amplitudes of the fundamental and the harmonics frequencies signals.
Here, we were interested in the signals with the fundamental frequency
(cos?t) and double frequency (cos2?t), because the amplitudes of these
two signals are quadrature components. We can detect the amplitudes of
these two signals by using the lock-in technique to determine the optical
path difference or displacement.

In our experiments, the light from a He-Ne laser (wavelength, 632.8
nm) was incident on the grating with a 1.67-?m pitch. According to the
grating equation, an incident angle ? = 22.27° was selected, and the

two diffraction beams superposed and interfered with each other. The
interference intensity was detected by the photodetector. The sinusoidal
signal with a frequency of 40 Hz is used to drive the grating oscillation.
Both the signals from the photodetector and the sinusoidal signal were
sent to the computer-based lock-in amplifier for detecting the amplitudes
of the fundamental frequency and double frequency signals. The
displacement of the target mirror can be determined with the measured
amplitudes of these signals.

Several experiments included micrometer and nanometer scale
displacements, were conducted to demonstrate the feasibility and
effectiveness of this proposed SPM interference system. A strain gauge
sensor was used to simultaneously verify the displacements. The
measurement results obtained using our method agrees with those
obtained using the strain gauge sensor. These results confirm that our
system can measure several micrometer displacements with excellent
precision.

Because of the heterodyne interferometric phase measurement, this
method has the advantages of a high measurement resolution and
relatively simple operation. The feasibility of this method is demonstrated
in this paper. Furthermore, we discussed and analyzed the periodic
nonlinearity error caused by the electronic signal processing.
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10329-139, Session PSI

Optical exploration of micro-/nanoscale
irregularities created on metallic surfaces
by femtosecond laser irradiation

Hamid Ahmadi, Mahmoud Mollabashi, Iran Univ. of
Science and Technology (Iran, Islamic Republic of);
Sepehr Razi, Urmia Univ. (Iran, Islamic Republic of)

Success or failure of many industrial components is in a direct relation
with their surface characteristics. Surface irregularities such as roughness
or waviness are among the most important and effective features in

this regard. Not only mechanical properties such as wear or corrosion
resistances and hardness characteristic, but also biocompatibility features
such as surface wettability or osseointegration are the sensitive functions
of its irregularities. So the surface irregularities measurement is one of the
essential quality control processes.

The statistical parameter which is frequently used in surface roughness
investigations is Root Mean Square (RMS) height. However, the surface
irregularities cannot be specified only by the RMS roughness. In the other
words the height distribution is insufficient to categorize a surface but
another parameter which is called correlation length “T” is also needed
to distinguish surface smoothness. T parameter can be considered as

the average value of the spacing of the adjacent crests and sometime is
called “surface spatial wavelength”.

Numerous contact type inspections such as DEKTAK profilometer,
Scanning Tunneling Microscopy (STM) and Atomic Force Microscopy
(AFM) are more common for measurement of these surface irregularities.
But in some cases they lack lateral resolution due to the tip geometry and
they may also cause surface damage through the forces exerted on the
surface. On the other hand none of them is capable of being used for on-
line measurements. Optical techniques which are mainly based on Total
Integrated Scattering (TIS), Angular Distribution (AD), interferometery
and speckle pattern recognition also offer fast measurements of the
surface features without any contact or unwanted damage.

Hereby, we suggest a direct method based on light scattering and
Beckmann formulation for the surface RMS roughness and correlation
length measurements. Metallic steel samples irradiated under controlled
interaction conditions with ultrafast femtosecond laser system are
selected as the random rough surfaces for investigation. A collimated
low intensity laser and a CCD camera are the main elements of the
experimental measurement probe. The light source and camera are
located symmetrically around the surface normal and camera is placed
close to the laser spot on the sample surface to have an appropriate
view angle. Taking the picture of the scattered light intensity distribution,
the total amount of the scattered intensity is calculated by the image
processing techniques. In the following, the dependency of the surface
scattering to the illumination angle is investigated.

In the next step, theoretical approach that was suggested by Beckmann
which correlates the intensity of scattered light with surface parameters
i.e. roughness and correlation length was utilized to extract the surface
features. Then by inserting the intensity data of the experiments in the
Beckmann formula, the surface RMS and T parameter could be extracted.
AFM microscopy is also assessed to evaluate the precision of the
determined values. Due to the simplicity and accuracy, this method seems
to have enough potential to be used in the on-line investigations.

10329-140, Session PS1

Universal dynamic goniometer for rotary
encoders

Nikolai V. Smirnov, Svjatoslav M. Latyev, Anastasiia I.
Naumova, ITMO Univ. (Russian Federation)

A precise evaluation of geometrical parameters of parts and mechanical
components is an up-to-date problem. It is necessary to develop easy
designed dynamic goniometers with high resolution. The majority of
systems used for measuring parameters of angular movement based

on the method of a polygon mirror. This classic measuring method to
determine the encoder error has a resolution limit. The limit depends on
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the amount of the polygon edges. In general this method is relatively
time-consuming. The encoder error depends on the angular position.

For this reason multiple measurements of the measured angle has to
take place. The development of a dynamic goniometer on the basis of
high-precision optical rotary encoders or a ring laser is the next scientific
effort in the field of technology. The method provides high performance
of measurements for a large number of controlled positions. One problem
of this measuring principle is a coupling method of the rotation axis

of the reference rotary encoder with a rotary axis of rotary encoder
under test. A precise compensation coupling device has to be used to
connect two rotary encoders to minimise the coupling errors. These
coupling devices have errors itself and it is problematic to consider their
influence to the entire process accuracy. For this reason, the concept of
designing a modern dynamic goniometer has been revised: removing

of the compensation coupling [1]. The compensation coupling has two
principal functions: transmit the rotation angle and compensate the
radial runout. The transmission of the rotation angle could be done with
a rigid coupling by connecting one shaft with the other. For dynamic
goniometers new constructions have been designed called compensation
coupling devices [2]. Those devices based on the constructing principles
of the compensation coupling and they are assembled at the case of

one encoder. Furthermore the coupling device is moveable and does

not rotate around the rotation axis of the rotary encoder. That allows
registering the spatial position of the rotary encoder at any time with

a digital autocollimator. It is also possible to optimise the measured
accuracy of the rotary encoder. At the moment this is not feasible with a
goniometer with compensation coupling.

Research tests have confirmed the opportunity to use the coupling
devices for angular measurements and high efficiency of the
compensating method of encoder errors. That shows great options

for future optimisation of dynamic goniometer and increases its
measured accuracy to less than 1% of an angular second. The developed
dynamic goniometer together with the proposed correcting method
for instrumental and systematic errors, reduce the requirements for the
production and the assembly of the elements of goniometers, increase
the accuracy of the calibration and reduce the time consumption for
measurement preparations. The time saving is achieved because it
becomes unnecessary to determine the errors of the compensation
coupling itself and the angle transmission of the rotation axis of the
reference and the rotary encoder under test.

The set-up of the goniometer considers all constructive and informative
characteristics of measured encoders. The design of the novel goniometer
is suitable for common models of all kind of rotary (angle) encoders, step
motors and servo motors.

References:

[11 N.V. Smirnov, et al. “Test Stand for Checking Rotary Converter
Accuracy.” Measurement Techniques 58.12 (2016): 1309-1311.

[2] N.V. Smirnov, et al. “Devices for Fixing the Stator of a Digital Rotary
Encoder of a Shaft.” Measurement Techniques 58.9 (2015): 1000-1004.

10329-141, Session PSI

Estimation of clearances in the design
and adjustment of the lens

Pavel Beloivan, Svyatoslav M. Latyev, Dmitri Frolov, ITMO
Univ. (Russian Federation); Rene Theska, Technische
Univ. lImenau (Germany)

Estimation of probable clearances in the fit of the installed lenses and
the impact from mounting and adjustment of units on system alignment
and the resulting imaging quality has been considered. The characters of
dispersion fields and acceptable deviations in mating dimensions of parts
and their allowance have been analyzed for the estimation of probable
clearances. Very commonly existing deviations in the clearances have

a considerable systematic component due to systematic components

of errors in the mated dimensions of parts. It has been shown that the
assembly of lens based optical systems in horizontal position of its body
allows vast reduction of the impact given by clearances on the accuracy
of the alignment of the lens parts as compared to assembly in vertical
position of its body, as in the this case the lens misalignment is due to
errors in the diameters of lens components. For the adjustment of the
quality of the image generated by the optical system it is necessary to
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take into account both the impact from misalignment of lens components
on edge and central aberrations of the image field.

1. Latyev S.M. Konstruirovanie tochnyh (opticheskih) priborov. SPb.: Lan’,
2015. 560 p.

2. Latyev S.M., Bui Dinh B., Beloivan P.A., Tabachkov A.G. Analysis of
certain issues in the assembly of fast objectives, Journal of Optical
Technology. 2015. Iss. 82. N 12. P. 796-799.

3. Frank, Stefan. Justierdrehen - eine Technologie fiir Hochleistungsoptik,
Bericht IMK 14. Technische Universitaet lImenau. 2008. P150.

4. Paul R. Yoder. Mounting optics in optical instruments. Washington,
USA: SPIE PRESS Bellingham, 2008. 753 p.

5. Gubel’ N.N. Aberracii decentrirovannyh opticheskih sistem. L.:
Mashinostroenie, 1975. 272 p.

6. Rusinov M.M., Grammatin A.P,, lvanov P.D. i dr. Vychislitel'naya optika.
Spravochnik. L.: Mashinostroenie, 1984. 423 p.
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Mashinostroenie, 1982.

8. Krynin L.I. Osnovy proektirovaniya konstrukcij ob”ektivov. SPb.: SPbGU
ITMO, 2006. 254 p.

9. Latyev S.M.,, Rumyantsev D.M., Kuritsyn P.A. Design and process
methods of centering lens systems, Journal of Optical Technology. 2013.
Vol. 80. N 3. P.197-200.

10. Heinisch J. Zentrierfehler messen, Optiken automatisch justieren und
montieren, Photonik. 2008. N 6. 2008 P. 46-48.

11. Sondermann, Mario. Mechanische Verbindungen zum Aufbau optischer
Hochleistungssysteme, Bericht IMGK. Band 19. Technische Universitaet
liImenau. 2011. P145.

12. Patrik Langehanenberg, Josef Heinisch, Daniel Stickler. Smart and
precise alignment of optical systems. Proceedings of SPIE. 2013. Vol.
8884, 88842E

13. Sondermann M., Scheibe H., Beier T., Theska R. Technologien zur
Herstellung optischer Hochleistungssysteme kleiner Durchmesser.
Jahrbuch Optik und Feinmechanik. Vol.60., p.171-178. Ed: Optik-Verlag Dr.
Prenzel. Goerlitz, 2014.

10329-142, Session PSI1

Self tunable phase shifting algorithm for
images with additive noise

Gaston A. Ayubi, Univ. de la Republica (Uruguay)

Phase-shifting (PS) is a well-established technique for phase retrieval in
interferometry (and three-dimensional [3D] profiling by fringe projection)
that requires a series of intensity measurements with known or unknown
phase-steps. The intensity measurements Ik(x,y)(with k=1,2,...,N) are given
by

K Y)=I0( Y T+K(X,y)cos(?(x,y)+k?)]+nK(X,y),

where (x,y) are Cartesian coordinates, I0(x,y) is the mean intensity, K(x,y)
is the contrast, ?(x,y)is the phase to be retrieved,? is the phase-step, and
nk(x,y) is the additive noise.

We will take the case where the phase-step is unknown. The objective of
this work is determinate a self-tunable PS algorithm that minimize the
error in the reconstructed phase when the images have additive random
noise.

The algorithm works as a nonlinear phase-step estimator first, and then,
with the calculated phase-step, a linear tunable PS algorithm is applied.

The phase-step estimator and the PS algorithmare designed to minimize
the propagation of the additive noise.

The phase-step estimator is based in a novel ellipse fitting that we will
show is quite insensitiveto noise. The method is easy to implement and it
works well still with very small signal-to-noise ratios ( SNR ), e.g. SNR =
0. or even smaller.

The linear tunable PS algorithm is based in a previous work in witch we
deduce the algorithm that minimize the noise propagation for images
with certain phase-steps. [1,2]

Simulations to show the performance of the algorithm will be presented.
[1] “Generalized phase-shifting algorithms: error analysis and
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minimization of noise propagation”, GA Ayubi, CD Perciante, JM Di
Martino, JL Flores, JA Ferrari. Applied optics 55 (6),1461-1469.

[2] “Additive random noise in generalized phase-shifting algorithms”, G
Ayubi, JA Ferrari. Frontiers in Optics, JW4A. 53.

10329-143, Session PSI1

Revealing features of different optical
shaping technologies by a point
diffraction interferometer

Nikolay B. Voznesenskiy, Difrotec OU (Estonia)

Low-frequency and mid-frequency features left on an optical surface after
final processing can characterize what way of shaping had been used.

It is evident that hardly the same technology is suitable for fabrication
medium precision optics of wavelength/4 - wavelength/20 and highest
precision optics of wavelength/40 and better. The target of the paper

is to eliminate probable preconception about ability of such peculiar

tool as a point diffraction interferometer to display the map of a surface
under test (SUT) both with low- and mid-frequency defects. This sub-
nanometer accuracy tool is mostly engaged to display the figure of a
surface or wavefront with paying attention to low-frequency profiling.
Such technique is suited to EUV or X-ray optics testing. Nevertheless the
tool, considered in the paper, detects characteristic features upon the SUT
which disclose either grinding or diamond turning had been used to form
the substrate.

In the paper there are given examples of inspecting surfaces polished
after grinding and diamond turning. The inspected surfaces after diamond
turning had different quality - better and worse - so that different

views of them could help reveal technological specifics. For the surface
inspection we used the Bruker GT-I white light interferometer and the
point diffraction interferometer D7. It is important that in point diffraction
interferometers stray interference is a very blurring effect making fine-
structure details of the SUT difficult to notice. This happens because of
intermediate stray images appearing due to high coherence and large
angles of incidence of rays inside the high aperture imaging optics. As a
rule, in practice of exploiting point diffraction interferometers mostly fine
surfaces are measured and therefore no high- and mid-frequency effects
are under consideration. Such effects are ignored using low-band filters
in fringe pattern processing, so that neither stray interference artifacts
nor mid-frequency features of the SUT remain in measurement results. In
the interferometer D7 there is used optical ZOOM system with different
magnifications of mid-frequency defects, and also a special hardware
means for damping stray interference effect in the imaging system. The
CCD camera resolution is sufficient to display tens of micrometer sized
features under an appropriate ZOOM setting.

Results obtained by both interferometers differ from each other in
resolution and scale. The errors detected by the white light interferometer
are drawn with micrometer (x, y) resolution giving tens nanometers for
the hights of irregularities. Similar hights of irregularities are detected by
the point diffraction interferometer except that (x, y) resolution is tens
micrometers. In addition this interferometer notices some profile features
ultimately characterizing diamond turning but are invisible for the white
light interferometer because of low field of view (FOV) available to it at
once. In contrary to the white light interferometer the D7 with large FOV
can observe much greater part of the SUT and detect alternate diamond
turning effects.

Results of inspection by both kinds of interferometers are given in

the paper with analyzing advantages of using the point diffraction
interferometer in observing simultaneously low- and mid-size features.
We conclude this may help avoid incorrect decisions at the first stage of
shape forming before final polishing.

10329-144, Session PS1
Pointwise intensity-based dynamic
speckle analysis with binary patterns

Elena Stoykova, Georgi Mateev, Dimana Nazarova,
Nataliya Berberova, Institute of Optical Materials and
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Technologies (Bulgaria); Branimir lvanov, Central Lab. of
Optical Storage and Processing of Information (Bulgaria)

Non-destructive detection of physical or biological activity through
statistical processing of speckle patterns on the surface of diffusely
reflecting objects is a perspective branch in optical metrology [1].
Dynamic laser speckle method is sensitive to microscopic changes of
the surface over time and needs simple optical means. Technological
advances in computers and optical sensors made possible pointwise
processing of a temporal sequence of correlated speckle images. The
output is a 2D spatial contour map of the estimate of a given statistical
parameter chosen to characterize activity. The most popular pointwise
estimates are the intensity-based estimates due to simple acquisition
of the raw data [2,3]. They build each map entry from a time sequence
of intensity values taken at one and the same pixel in the acquired
speckle images. Efficiency of the pointwise intensity-based approach
is strongly deteriorated by the signal-dependent nature of the speckle
data, non-uniform illumination and the limited number of the acquired
speckle patterns. As a whole, processing is qualitative and allows only
for indicating regions of higher or lower activity. Therefore, search of
new algorithms with a narrow spread of fluctuations of the estimates
they produce, reliable performance at non-uniform illumination and a
quantitative output is a pressing task.

We propose to transform the acquired speckle images into binary
patterns by using for a sign threshold the mean intensity value estimated
at each spatial point from the temporal sequence corresponding to

this point. In this case, activity is characterized by the 2D distribution

of a polar correlation function estimated at a given time lag from the
formed binary patterns. The preliminary results confirmed that, besides
the accelerated computation, the algorithm provided correct activity
determination at non-uniform distribution of intensity in the illuminating
laser beam without the necessity to apply normalization. This study
considers statistical properties of the introduced new estimate. Firstly, to
check efficiency of the applied threshold, we found distributions of the
temporal intensity fluctuations around the mean intensity value in spatial
regions of different activity. Secondly, we built the probability density
functions of the estimate of the polar correlation function for spatially
varying activity and compared them to the distributions obtained for
the normalized correlation function. Calculation of the latter required

at each point not only evaluation of the mean intensity value but also
calculation of the intensity variance. As a third task, we evaluated ability
of the proposed algorithm for quantitative characterization of activity
through applying a smoothing filter to the output activity map. Filtering
is a tricky task in view of the activity dependent spread of probability
density function of the estimate of the polar correlation function similarly
to all intensity-based estimates [2]. The fourth task was to determine
the minimum required number of captured speckle images for reliable
evaluation of activity. When it is small, this number of patterns has

a strong impact on accuracy. Statistical analysis was made by using
synthetic speckle patterns. Efficiency of the algorithm was also checked
by applying it to experimental data.
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of intensity-based non-normalized pointwise algorithms in dynamic
speckle analysis,” Opt. Express, Vol. 23, 19, 25128-25142 (2015).

[3] E. Stoykova, B. Ivanov, and T. Nikova, “Correlation-based pointwise
processing of dynamic speckle patterns,” Opt. Lett., Vol. 39, 1, 115-118
(2014).

10329-145, Session PS1

Full-field wafer warpage measurement
technique

Hung-Lin Hsieh, National Taiwan Univ. of Science and
Technology (Taiwan); Ju-Yi Lee, National Central Univ.

(Taiwan); Yong-Guang Huang, National Taiwan Univ. of
Science and Technology (Taiwan)

Light-emitting diodes (LEDs) are the preferred light source in many
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lighting application fields, due to their high flux efficiency, low

power consumption, and long operation life. LED wafers are usually
manufactured using metal organic chemical vapor deposition, wherein
temperatures can reach 1000 °C. Under these conditions, thermal

stress and intrinsic stress often leads to wafer warpage. Warpage will
compromise uniformity and the quality of the resulting LEDs wafers. This
shows the significance of monitoring wafer warpage in real-time during
the manufacturing process in order to adjust the growth procedures with
the aim of eliminating warpage.

An innovative moiré technique for full-field wafer warpage measurement
is proposed in this study. The wafer warpage measurement technique

is developed based on moiré method, Talbot effect, scanning profiling
method, stroboscopic, instantaneous phase-shift method, as well as
four-step phase shift method, and high resolution, high stability and
full-field measurement capabilities can be easily achieved. According to
the proposed full-field optical configuration, a laser beam is expanded
into a collimated beam with a 2 inch diameter and projected onto the
wafer surface. The beam is reflected by the wafer surface and forms a
moiré fringe image after passing two circular gratings, which is then
imaged and captured on a CCD camera for computation using a self-
developed image analysis module. The corresponding moiré fringes
reflected from the wafer surface are obtained by overlapping the images
of the measuring grating and the reference grating. The moiré fringes
will shift when wafer warpage occurs. The phase of the moiré fringes

will change proportionally to the degree of warpage in the wafer, which
can be measured by detecting variations in the phase shift of the moiré
fringes in each detection points on the surface of the entire wafer. The
phase shift variations of each detection points can be calculated via the
instantaneous phase-shift method and the four-step phase-shift method.
By adding up the phase shift variations of each detection points along the
radii of the circular gratings, the warpage value and surface topography
of the wafer can be obtained. Measurement resolution can be controlled
by adjusting the pitch size of the circular grating or the focal length of the
focusing lens.

Experimental results demonstrate that the proposed technique is capable
of measuring wafer warpage and surface topography. As can be found
from the experimental results, the proposed method is able to achieve
angular resolution of approximately 0.2 urad. The minimum relative
warpage value that can be detected is approximately 0.04 ?m under

the experimental conditions of 200 ?m grating pitch and 150 mm focal
length of the focusing lens. The proposed measurement device can be
mounted directly on the equipment under test or the outside of the
testing chamber, avoiding adverse effects on the quality of epitaxial wafer
fabrication. As compared to current warpage measurement methods such
as the beam optical method, confocal microscopy, laser interferometry,
shadow moiré method, and structured light method, this proposed
technique has the advantage of full-field measurement, high resolution,
stability and adaptability.

10329-146, Session PS1

On the issue of creating a movable
housing for the encoder alignment axis of
rotation and correction angle

Roman Slesarev, Nikolai V. Smirnov, ITMO Univ. (Russian
Federation)

In modern science and industry commonly used variety encoders.

They are used in set of different measuring structures, control systems,
robotized complexes, metal working and other machines. In general
terms, the encoder consists of two parts - a stationary housing and a
rotating cylindrical solid or hollow shaft. There were widespread encoders
with hollow shaft and the inclusion of a compensation coupling. The
presence of coupling the encoder simplifies its installation. For example,
on the machine, allows the axis of rotation of the encoder with small
shifts and at small angles to the axis of the machine without losing
functionality of the encoder. Another way to solve the problem by
simplifying installation while retaining high measurement accuracy can be
the use of an encoder with movable housing and rotating shaft. The idea
of work consists in replace the built-in encoder compensating coupling to
the compensation housing.

It gives several alignments:
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- The housing gives possibilities to correction a measuring results;

- The housing gives great opportunity to shift than coupling and saves the
measurements accuracy.

The experiment results make it possible to talk about realization
moveable self-compensation encoder s housing. At this moment encoder
case is enough compact but error correction can be possible only with
optical measurement devices. The main direction of the current work is
to try to create a complete and all-sufficient encoder’s housing which

will include all necessary sensors to determine the displacement of

the housing parts during work, without using additional measurement
devices. This is the only solution to create a compact and high precision
encoder.

The reduction of the measuring errors will not only be done exclusively
with modern electronic methods, such as test data interpolation, but also
by hardware corrections.

10329-147, Session PSI

Vibration compensated high-
resolution scanning white-light Linnik-
interferometer

Stanislav Tereschenko, Peter Lehmann, Peter Kihnhold,
Pascal Gollor, Univ. Kassel (Germany)

Scanning white-light interferometers (SWLI) are well-established
optical instruments for 3D measurement of micro- and nanostructures.
The measuring procedure is based on a so-called depth scan, whereby
the distance between the interferometer and the specimen varies
continuously. During this scanning process, a camera captures several
hundred images at equidistant axial positions. By evaluation of the
interference contrast and phase of the signal from each camera pixel
along the scanning direction, the 3D topography is obtained. The
measurement accuracy in sub nanometer range can be reached under
laboratory conditions. In presence of environmental vibrations the
accuracy decreases rapidly till no usable results can be obtained.

To overcome the problem of vibrations on measurement results we
developed a passive vibration compensation technique to minimize
measurement uncertainty even in presence of high mechanical
distortions. The particular feature of this technique is a combination of
SLWI and distance measuring interferometer (DMI) in the same optical
path and usage of the common oscillating reference mirror for white-light
as well as for distance measurements inside the same field of view. This
approach was already successfully realized in a Michelson SWLI with low
maghnification and resolution (5x, NA=0.14) and was verified in presence
of artificial vibrations generated in the laboratory as well as on the shop-
floor level inside a fatigue testing machine [1, 2].

In this contribution we present a high-resolution Linnik-interferometer
with integrated DMI. The distance, measured by DMI during the depth-
scan, is used for vibration compensation of SWLI signals. This system

is the further development of our previously presented Michelson-
interferometer. Each technical feature was improved significantly. We
increased the lateral resolution by a factor of 4 by using of 50x, NA=0.55
objective lenses. The distance acquisition rate increased from 2 kHz

to 40 kHz. For image acquisition we use a camera providing 500 fps
instead of 60. But also the signal evaluation was subjected of different
improvements and optimizations. We perform a real-time SWLI signal
preprocessing on GPU during the depth-scan. This enables to reduce

the amount of data to the constant size independent on the scan range
and to decrease the subsequent signal correction and evaluation time
significantly.

With this system we are able to compensate for arbitrary vibrations up to
several kilohertz and amplitudes in a lower micrometer range. Completely
distorted SWLI signals can be reconstructed and the surface topography
can be obtained with high accuracy. We demonstrate the feasibility of
the method by examples of practical measurements with and without
vibrational disturbances.

[11 S. Tereschenko, P. Lehmann, P. Gollor, and P. Kihnhold, “Robust vertical
scanning white-light interferometry in close-to-machine applications,”
Proc. SPIE 9525, 95250Q (2015).
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10329-148, Session PSI

Modern approaches for optical
multisensor systems design

Yuri P. Baranov, ITMO Univ. (Russian Federation) and
Urals Optical and Mechanical Plant (Russian Federation);
Sergey N. Yarishev, ITMO Univ. (Russian Federation);
Roman Medvedev, Univ. Twente (Netherlands)

One of the main trends in modern device engineering is integration of
multiple sensors in one network. Such distributed systems in optical
devices are used in many problems from closed-circuit television to
navigation systems for automatic transport and spherical cameras. All
of those systems are characterized by operating with data cannot be
obtained from single device.

Depending on purposes of distributed system there are various possible
architectures, but the set of their structural elements is permanent,
regardless of their designation. The main structural elements are: sensors,
data transmission channels and data processing units.

The main purpose of this paper is developing the most complete
systematization of possible distributed systems of optical devices
topology types depending on their designation.

Research described in this paper was done as a part of research and
development of swarming visual sensor network for multiple object
tracking. In this paper, the review on different types of distributed
systems topologies was done. For each reviewed system architecture
advantages and disadvantages were shown. Depending on mechanism for
producing output data optimal system topologies and their applicability
were proposed. Analysis shown in this paper can be useful for better
understanding the distributed system design and optimal data processing
mechanism development.

10329-149, Session PSI

Features of the estimation of
temperature distribution on the bead
formed by the laser aided metal powder
deposition

Yuri N. Zavalov, Alexander V. Dubrov, Fikret K. Mirzade,
Nickolay G. Dubrovin, Elena S. Makarova, Vladimir D.
Dubrov, Institute on Laser and Information Technologies
(Russian Federation)

The diagnostics of the dynamics of the laser radiation effect on the melt
in the process of the bead formation during laser aided metal powder
deposition is critical to correlate process parameters to microstructural
evolution.

The multisensor spectral ratio pyrometer with a bundle of optical fibers
was used to estimate the distribution of the temperature on the bead
formed by the laser aided metal powder deposition. The setup comprised
CO2 laser with output power up to 1800 W. The substrate surface was
illuminated by laser radiation with uniform distribution and spot diameter
1.8 mm while using the lens with focus distance of 300 mm. Part of the
experiments was carried out with use of gauss-shaped radiation with

the spot size of the 0.47 mm using the ZnSe lens of 190 mm focus. The
powders of two types were utilized: PG-S27 (40Cr28Ni2WMo) and PR3-
20CrNiMo (4320 steel analog) of different granulometric composition.

The lined-up end faces of the optical fibers were located at the place

of image formation by the pyrometer lens of the heated surface. Fibers
with an inner diameter of 50 um were located at a distance of 0.3 mm
from each other. The thermal radiation from the area of about 100

um transferred through one of the five optical fibers and illuminated
corresponding two-color sensor of InGaAs -photodiodes. The temperature
data digitizing sampling rate was 10 kHz in each channel.
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The dependences of temperature behavior in five points of the forming
bead on the scanning speed, laser power and powder flow rate are
obtained. Number of measurements of the temperature distribution in the
area of the bead formation during laser aided metal powder deposition
was carried out with the specific energy input value up to J = 90 MJ/kg.

It is shown that the temperature in the region of laser radiation action
is changed slightly in the wide range of estimated specific energy input
J =4..20 MJ/kg, while the width of the bead increases with J growth.
Increasing J above a certain threshold J1 leads to an increase of the
temperature on the axis of the bead. The evaluation of J1=24 MJ/

kg is obtained for certain experimental conditions. It is shown that the
threshold J1 depends on the width of the track. A narrow bead of about
0.65 mm width was formed in the case of small powder PG-S27-M flow
rate and the corresponding value of J = 45 MJ/kg was lower than J1 for
certain thickness of the bead. The range of the measured temperature
data variation in the heated area is not exceeded #180°C.
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Optical fiber sensors measurement
system and special fibers improvement

Michal Jelinek, Jan Hrabina, Miroslava Hola, Vaclav Hucl,
Martin Cizek, Simon Rerucha, Josef Lazar, Bretislav Mikel,
Institute of Scientific Instruments of the ASCR, v.v.i.
(Czech Republic)

We present method for the improvement of the measurement accuracy

in the optical frequency spectra measurements based on tunable optical
filters. The optical filter was used during the design and realization of

the measurement system for the inspection of the fibre Bragg gratings.
The system incorporates a reference block for the compensation of
environmental influences, an interferometric verification subsystem and

a PC - based control software implemented in LabView. The preliminary
experimental verification of the measurement principle and the
measurement system functionality were carried out on a testing rig with a
specially prepared concrete console in the UJV ?e?. The presented system
is the laboratory version of the special nuclear power plant containment
shape deformation measurement system which was installed in the power
plant Temelin during last year.

On the base of this research we started with preparation other optical
fiber sensors to nuclear power plants measurement. These sensors will be
based on the microstructured and polarization maintaining optical fibers.
We started with development of new methods and techniques of the
splicing and shaping optical fibers. We are able to made optical tapers
from ultra-short called adiabatic with length around 400 um up to long
tapers with length up to 6 millimeters.

We developed new techniques of splicing standard Single Mode (SM) and
Multimode (MM) optical fibers and splicing of optical fibers with different
diameters in the wavelength range from 532 to 1550 nm. Together with
development these techniques we prepared other techniques to splicing
and shaping special optical fibers like as Polarization-Maintaining (PM)
or hollow core Photonic Crystal Fiber (PCF) and theirs cross splicing
methods with focus to minimalize backreflection and attenuation.

The splicing special optical fibers especially PCF fibers with standard
telecommunication and other SM fibers can be done by our developed
techniques. Adjustment of the splicing process has to be prepared for
any new optical fibers and new fibers combinations. The splicing of the
same types of fibers from different manufacturers can be adjusted by
several tested changes in the splicing process. We are able to splice PCF
with standard telecommunication fiber with attenuation up to 1dB. The
method is also presented.
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Development of these new techniques and methods of the optical fibers
splicing are made with respect to using these fibers to another research
and development in the field of optical fibers sensors, laser frequency
stabilization and laser interferometry based on optical fibers. Especially
for the field of laser frequency stabilization we developed and present
new techniques to closing microstructured fibers with gases inside.

10329-151, Session PS1

Broadband interferometric
characterisation of nanopositioning
stages with sub-10 pm resolution

Zhi Li, Uwe Brand, Helmut Wolff, Physikalisch-Technische
Bundesanstalt (Germany)

Ultraprecision nano-positioning stages with displacement resolutions
down to sub-100 pm belong to the essential components of metrological
instruments for nanomechanical and nanodimensional surface
characterization at the atomic scale. Especially for nanomechanical
measurements based upon dynamic nanoindentation, it is required that
the ultraprecision stage should have adequate bandwidth (e.g. up to
kHz). For the quality control of these stages, traceable displacement
measurement approaches with a resolution down to sub-10 pm and
relatively broad bandwidth are therefore required.

In this abstract, a reliable calibration setup for investigation of the quasi-
static and the dynamic performance of nano-positioning stages has been
established in our laboratory. As one of key components of the calibration
setup, a differential plane-mirror interferometer with double-pass
configuration from the National Physical Laboratory (NPL) [1] is utilized to
measurement the displacement of a nano-positioning stage.

The laser light (? = 632.8 nm) coming from a frequency-stabilized He-

Ne laser (SOIS GmbH) is firstly coupled into a polarisation-maintaining
single-mode fiber and then delivered to the interferometric calibration
setup, enabling high flexibility of the calibration system. To further reduce
the potential systematic errors, the mechanical system of the calibration
setup has been well designed so that the interferometric measurement
system has zero-path difference.

The phase-quadrature interferometer signals (i.e. sin and cos) are
acquired by a FPGA data acquisition (DAQ) board (National Instruments,
16 Bits) with the DAQ sampling rate of 250 kHz, and decoded by

a LabView-based program. Here the Heydemann correction [2] is
intergrated into the decoding program for the purpose of nonlinear
correction of the interferometer signals. The fast DAQ hardware and
decoding algorithm enables fast interferometric calibration of nano-
positioning stages with a high resolution and broad bandwidth.

To investigate the frequency-response of a nano-positioning stage, an

AC signal coming from a function generator (e.g. AFG 3022, TekTronix)

is used to drive the nano-stage. This modulation signal is simultaneously
sent to a Lock-in amplifier (SR 830, Stanford Research) as reference
signal. The interferometric readout of the stage movement is sent to

the input of the Lock-in amplifierfor further analysis. This DSP lock-in
amplifier allows a modulation signal with the operating frequency ranging
from 1 mHz to 102 kHz and down to 100 dB of drift-fre dynamic reserve,
can therefore be used for quatitative characterization of both quasi-static
and dynamic performance of a nano-positioning stage.

First experimental results have proven that the calibration setup

can achieve under nearly open-air conditions a resolution of 14 pm
and a noise floor of 10 pm/sqart(Hz) over a 2 Hz bandwidth. A pico-
positioning stage, which is used in the PTB for nanoindentation with
indentation depths down to a few pico-meter, has been characterized
with this calibration setup, and the measurement results together with
the uncertainty budget will be reported. Further improvement of the
calibration system concerning bandwidth will be outlined.

References
[11 Downs M J and Nunn J W 1998 Meas. Sci. Technol. 9 1437-40
[2] Heydemann P 1981 Applied Optics, 20, p. 3382
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Optical measurement system to
determine the tool center point in
ultraprecision shaping

Stefan Schroeer, Alexander Kozhinov, Claas Mduller, Univ.
of Freiburg (Germany)

In ultra-precision machining tools are mainly made of natural or artificial
diamonds with geometrically defined cutting edges. For fly cutting tools
the polished diamonds are glued or soldered onto ?” metal shanks. Fly
cutting is normally used for generating optical surfaces or linear grooving
and therefore a defined lateral position of the diamond on the shank is
not necessary and also the varying thickness from several hundreds of
microns till several millimeters does not count. Compared to fly cutting,
shaping has non-rotational tools which are pushed directly through the
surface of the workpiece. Shaping is enabled for bidirectional structuring
and for generating grooves which follow arbitrary curvatures. The tools
are mounted on an indexed spindle axis in order to position the cutting
edge in shaping direction. Therefore, the position of the tool tip is crucial
for the contour accuracy of the shaped surface and should be on the
rotation axis of the spindle. An alignment is realized by an additional XY-
stage to center the tool tip according to the rotation axis.

In this work, an optical measurement system for determining the lateral
misalignment of the tool tip according to the rotation axis is presented.
The developed measurement system consists of a camera with optics

and a blue backlight concerning the absorption spectrum of diamonds.

It is integrated into the ultra-precision shaping machine. The X-axis of

the machine is used for focusing while the Z-axis is for adjusting the
height of the tool tip in the camera image. The misalignment between the
machining and the camera coordinate system is compensated by a lookup
table. The basic principle is the measurement of the tool tip in the camera
image at four positions (0°, 90°, 180° and 270°) by positioning the

tool with the spindle. By comparing the opposite positions, orientation
and lateral misalignment of the tool tip in the orthogonal plane to the
rotational axis can be calculated. At the beginning of each measurement
the cutting face of the tool must be aligned parallel to the image plane

of the camera system. This is done by an initial autofocus to move the
tool into the focal plane, afterwards the tool is slightly rotated with the
spindle and an autofocus algorithm is used for calculating the tilt angle

of the cutting plane towards the image sensor plane. The evaluation of

a single position of a tool tip is then effected by means of digital image
processing algorithms (edge filter and Hough transform) combined

with the correlating position on the linear axis defined by an autofocus.
By comparing the results of the image at 0° to 180° and 90° to 270°

the lateral misalignment in the plane orthogonal to the rotation axis

is calculated. An accuracy of the whole measurement system in the
submicron range is achieved. In addition, the height and orientation of the
tool tip in the camera plane is also defined and thus the tool is completely
registered in the coordinate system of the ultra-precision shaping
machine.

10329-153, Session PSI1

Signal-to-noise ratio for mode-mode
fiber interferometer

Oleg Kotov, Ivan Chapalo, Saint-Petersburg State
Polytechnical Univ. (Russian Federation)

Mode-mode fiber interferometer (MFI) is one of fiber optic sensors
types. Its operation principle is based on measuring of the speckle
pattern changes at the output of a multimode optical fiber (MMF). One
of important MFI characteristics is signal to noise ratio (SNR). However,
in our opinion, it is investigated only partially and not enough [1]. In this
work, we present modelling results of SNR using averaged amplitude
characteristics method [2, 3]. For this purpose, let us write the SNR
expression for MFI with coherent laser source and interference contrast
close to unity:

SNR=S/(N_s+N_t+N_I+N_RIN+N_p)

Where S=(s?P??ACH?_| (?L_s))"2 - sensor signal, s - photo detector
sensitivity [A/W], P - averaged optical signal power, ?Ls - fiber length
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change as a result of external fiber perturbations, ACHI - intensity MFI
response for fiber length change, so called “amplitude characteristic”
[2]. Amplitude characteristics depend on various MMF parameters

such as number of propagating modes, fiber profile parameter, etc. N_
5=27?e??f(s?P+|_D ) - shot noise of optical signal and dark current ID. N_
t=4Af(kTR) - thermal noise of photo diode load resistor R. Ns and Nt can
be neglected for typical parameters of the MFI sensor detection scheme.
N_RIN=(s?P)"2 RIN??f - relative intensity noise of the laser for bandwidth
?f. ?N_I=(s?P??ACH?_? (??_n ))?"2 - noise caused by parasitic laser
frequency fluctuations ??n which can be characterized by ?orresponding
amplitude characteristic PACH?_? (??_n ). ?N_p=(s?P??ACH?_|
(?L_n))?"2 ?f - noise, caused by parasitic fiber length fluctuations [3].

Thus neglecting Ns and Nt components and reducing the multiplier (sP)2
the SNR can be written as

SNR=(?ACH?_| (??L?_s ))"2/((?ACH?_? (????_n ))"(2
Y*+(RIN?Af)+(RACH?_I (??L?_n ))"2?Af)

This equation can be analyzed for different cases of MFI operating modes.

First of all let us consider the simplest case when laser frequency noise
and parasitic fiber length fluctuations can be neglected, so (RIN?Af)

>> (PACH?_? (????_n ))"(2 )+(RACH?_| (??L?_n ))"2?Af. In fig. T are
represented SNR dependency from signal amplitude ?L_s for different
amount of propagating modes in parabolic MMF (fig. 1 (a)), from fiber
profile parameter ? for different amount of propagating modes (fig. 1 (b))
and from amount of propagating modes for different signal amplitudes
?L_s (fig. 1(c)). As it can be seen in fig. 1 SNR significantly depends

on signal amplitude, amount of propagating modes, and fiber profile
parameter (especially for lower number of propagating modes).

Another case is SNR with consideration of laser frequency noise as

the most common situation of MFI operation. Fig. 2 demonstrates SNR
dependency from fiber profile parameter (fig 2 (a)) and from laser
frequency fluctuations amplitude (fig. 2 (b)). In particular, it can be seen
from fig. 2(a) that SNR is the greatest (>103) for the case of parabolic
fiber profile while it is dozens times less for step-index MMF. Fig 2(b)
shows significant SNR decrease when laser frequency fluctuations
amplitude exceed a certain value.

Thus, in this work SNR for MFI was analyzed using MFI amplitude
characteristics method approach. This approach allows to perform
effective and detailed analysis of MFI SNR with respect to important MFI
parameters (fiber profile parameter, amount of propagating modes, laser
noise parameters etc.) The analysis demonstrates the need of correct
MMEF (with maximal frequency band) and laser (with minimal RIN) choice
for achievement of maximal SNR (>103).
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A layout of faceted multichanneled
electro-optical spatial coordinates
measuring instrument for point-like
bright objects

Vladislav Repin, Elena Gorbunova, Aleksandr Chertoy,

I TMO Univ. (Russian Federation)

As is generally known, problems related to opportunities of obtaining
information about environment within large spatial areas were and remain
important for solution different practical tasks. These tasks may include,
for example, searching for small ignitions which give rise to large fires,

searching for missing persons in the vast terrain with the help of aviation,
problems solved security systems.

Obviously, such a device must have high speed, sensitivity and accuracy.
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And they must have a minimum possible size and weight.

There are so many methods of obtaining information with the help

of electro-optical systems which operating over a wide angular field:
mechanically scanned area, static systems with special lens panoramic
round view, which allows to obtain an image of the annular zone.

An alternative approach is to implement a multi-channel system with

a discrete angular field and potentially high sensitivity to movement of
objects. Implementation of such a system design is to place an array

of photodetectors in a certain way on the surface, which is not flat (for
example, this may be spherical or cylindrical surface). Thus, design of the
electro-optical system with a discrete angular field imitates the visual
apparatus of insects.

Multi-channel system with a discrete angular field may have a number of
advantages:

- a large (up to a full sphere) angular field;

- a feature of stereoscopy (because the information comes from multiple
channels, located at different distances from the object and with various
orientations relative to this object);

- a specific construction, where it is possible to implement the angular
fields overlap of adjacent channels, as well as to increase the area of the
entrance pupil (which allows energy and information advantage);

- potentially high sensitivity to movement of objects, since if
photodetectors have the small size and high density in their arrangement,
that with a small moving of the object perception moves to adjacent
photodetectors of the array of sensors;

- potentially small size of system, since it is not involve the use of large
optical components;

The aim of this work is to implement the layout of facet type multi-
channel electro-optical system for measuring coordinates of point targets,
as well as the development of the operation algorithm of this system.
Each channel is represented by a photodiode in conjunction with lens.

In the course of this work an analytical review of existing analogs was
carried out. It was shown that there were only a few experimental
samples, which may be used in endoscopy, systems vision of robots, aerial
photography, in security systems.

Mathematical models of the multi-channel electro-optical system

were developed. So, a preliminary layout of the system with three
photodetectors channels consisted of by photodiodes in conjunction with
the lens (to establish a minimum number of channels for a clear definition
of the position of object) was created for developing raw data. Electrical
connection circuit and calibration program for layout were designed. So,
the dependence of signal from the position of the radiation source in
space was obtained.

An algorithm to determine the position of the radiation source was
implemented using three calibration matrices. Configuration features in
the used arrangement of photodiodes were investigated with the help of
this algorithm. The advantages and disadvantages of used amplification
circuits were practically evaluated as well. In addition, the three-
dimensional model of the structure in which photodiodes are placed on
the surface of the sphere had been developed.

10329-155, Session PSI

Wide-angle solar-blind UV optical system
for power transmission line monitoring

Andrey V. Obrezkov, JSC AstroSoft Development
(Russian Federation) and S.I. Vavilov State Optical
Institute (Russian Federation); Andrey Rodionoy,
Viktor Pisarev, Alexey N. Chivanov, Yuri P. Baranov, JSC
AstroSoft Development (Russian Federation)

Ultraviolet sensors and their applications are one of the most fast-
growing areas in optical devices. This is due to the fact that some
industrial, medical, ecological and otherproblems can be effectively
resolved through sensors of ultra violet spectral range.

In particular such systems are widely used for monitoring of air lines

electricity transmissions because it allows to record glow of corona
discharges and find accident-prone lots beforehand.
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When installing the equipment on the aircraft it is possible promptly
evaluate the technical condition of the stretches electricity transmissions.
The multispectral optical electronic system was designed and assembled
by the branch of JSC “PA” UOMZ” in St. Petersburg “Ural-GOI”. This
system was intended for automatic operational control of power
transmission lines technical condition. During the inspection of power
transmission lines, anomalously bright light sources in ultraviolet and
infrared region of the spectrum are detected and registered.

In this paper, experimental data of corona discharge monitoring optical
system prototype are shown. Measurement data ofultraviolet source
signal level using different receivers and optical band-pass ultraviolet
filters were presented.Analysis was conducted and elementsoptimal
configuration requirements ofpower transmission linestelediagnosisoptical
electronic systems were developed.

10329-156, Session PSI1

Analysis and 3D inspection system of drill
holes in aeronautical surfaces

Ricardo Rubio Oliver, Luis Granero Montagud, Martin
Sanz Sabater, Javier Garcia Monreal, Vicente Micd
Serrano, Univ. de Valéncia (Spain)

Nowadays the companies are subjected to a constant pressure to
improve the quality of the products that they manufacture, as well as
the efficiency in the production procedures. In this competition the final
position reached, will establish the market share and, in a long term, the
everlasting of the company.

In the industry, the significant magnitudes of the manufactured parts are
denoted using a value and a tolerance. The tolerance stablishes the range
where the value of the magnitude is admissible in the manufacturing
process. The values of the tolerances are defined in the design process
and they depend on the parameters such as the materials used in the
process, the assembly of them as well as from the systems used in the
final inspection process. Reducing the manufacturing tolerances results in
more reliable parts, less investment in manual adjustment operations in
the final assembly, and increasing the added value of final products. The
advantage is both technical and economic.

The investment in the quality control processes and the reduction of the

range of tolerances have become a priority for the industry, especially

in those were the final products have a high added value, like aerospace

industry, or where the product requirements are focused in the reliability,
like automotive industry.

In aerospace industry, the structure of the aircraft is assembled using

a small part or a combination of them that are made with different
materials, such as for instance aluminium, titanium or composites. The
union between these small parts is a critical point for the integrity of
the aircraft. The quality of this union will decide the fatigue of adjacent
components and therefore the useful life of them. For the union process
the most extended method is the rivets, mainly because their low cost
and easy manufacturing. For this purpose it is necessary to made drill
holes in the aeronautical surface to insert the rivets.

In this contribution, we present a 3D inspection system [1] for drill

holes analysis in aeronautical surfaces. The system, based in optical
triangulation, was developed by the Group of Optoelectronic Image
Processing from the University of Valencia in the framework of the Airbus
Defence and Space, MINERVA project (Manufacturing industrial - means
emerging from validated automation). The capabilities of the system
permits the end user to generate a point cloud with 3D information

and GD&T (geometrical dimensions and tolerances) characteristics of
the drill hole. For the inner surface defects detection, the system can
generate an inner image of the drill hole with a scaled axis to obtain the
defect position. In addition, we present the GR&r (gauge reproducibility
and repeatability) analysis performed for the drills in the wing station
(STATION 72) of the A-400 M in Sevilla. In this analysis the system was
tested for diameters in the range of [10 - 15.96] mm, and with three
different materials (Carbon Fibre, Titanium and Aluminium) and a
combination of them.

1. European Patent: No.15 382237.4, US Patent: US 2016/0327775 Al
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10329-157, Session PSI

Measuring horizontal atmospheric
turbulence at ground level from optical
turbulence generator (OTG) over a 1D
sensor

Omar J. Tijaro Rojas, Yezid Torres Moreno, Univ.
Industrial de Santander (Colombia)

Different theories including Kolmogorov have been valid to explain

and model physic phenomenal like vertical atmospheric turbulence. In
horizontal path, we still have many questions, due to weather problems
and consequences that it generates. To emulate some conditions of
environment, we built an Optical Turbulence Generator (OTG) having
spatial, humidity and temperature, measurements that were captured

in the same time from optical synchronization. This development was
made using digital modules as ADC (Analog to Digital Converters) and
communications protocol as SPI. We all made from microcontrollers. On
the other hand, to measure optical signal, we used a photomultiplier tube
(PMT) where captured the intensity of fringes that shifted with a known
frequency.

Outcomes show temporal shift and phase drive from dependent samples
(in time domain) that correspond with frozen turbulence given by Taylor
theory. Parameters studied were , scintillation and inner scale in temporal
patterns and analysis of their relationship with the physical associated
variables. These patterns were taken from Young Interferometer in
laboratory room scale. In the future, we hope with these studies, we will
can implement an experiment to characterize atmospheric turbulence in a
long distance, placed in the equatorial weather zone.

10329-158, Session PSI1

Absolute measurement of surface figure
of rotationally symmetrical aspheric
surfaces

Wei-Cheng Lin, Instrument Technology Research Ctr.
(Taiwan)

Optical metrology is a critical and complicated technique for the
fabrication of the aspheric optics which are tested interferometrically
with refractive, diffractive, or hybrid null optics systems. It shall calibrate
the errors of the experimental setup including intrinsic systematic

error. Nevertheless, the measured consequence also includes surface
deformation caused by mounting supporter and gravity effect, which
may result in a misleading judgment for surface figure correction. This
study proposes an absolute measurement methodology for the aspheric
surface which can identify the manufacturing form error, and gravity and
mounting resulted distortions. This method adopts the frequency of peaks
and valleys of each Zernike coefficient grabbed by the measurement with
various orientations of the mirror in horizontal optical-axis configuration.
In the end of this study, we will experimentally verify the proposed
absolute measurements by using different experimental test configuration
and mounting mechanism for the optic

10329-159, Session PSI

The analysis of methods to calculate the
measurement error of coordinates for
optical-electronic system for real-time
position control of roof’s supporting
structure

Sergey V. Mikheev, Igor A. Koniakhin, Oleg Barsukov,
I TMO Univ. (Russian Federation)
The paper reports the results of computing and physical modeling of

measurement optical-electronic system for real-time position control of
extended objects with an active tags. We proposed an original method
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for solving systems of differential equations to calculate the coordinates
of the objects. We offer an original multichannel monitoring optical-
electronic system based on orthogonal channels. We create the physical
model of this system for controlling the position of the pool’s roof.

During the construction and operation of extensive engineering facilities
is particularly important task of monitoring their spatial position in real
time. This task is often complicated by variable external conditions,
fluctuations in ambient temperature, humidity, wind speed, level of
background illumination, etc.

To solve these problems, we can use the optical-electronic systems based
on triangulation scheme, they have undoubted advantages: high accuracy,
simplicity and cheapness. There is the resection method, built on a single
triangulation scheme with a “made base” chosen for controlling the
position of the supporting structure elements of the pool’s roof .

The elements of the bearing structure of the roof with a certain step are
fitting out by several active targets bases of three infrared LEDs. Targets
radiation is captured by two or more cameras installed in order to see
all the targets. The structural system consists of active targets on the
test object, the lens, the matrix analyzer, the coupler and the computer,
allowing you to measure linear and angular displacement of the object.

To calculate the coordinates of the active targets and identify
measurement errors we need to solving the system of equations, which
associates the position of the targets in the space and their images on

the matrix analyzer. The result of solving the system of equations are

six parameters: three angular coordinates of the object, three linear
coordinates. In the General case the system of equations does not have an
analytical solution but can be solved numerically by iteration method.

In analysis of methods for solving system of nonlinear differential
equations we considered the following methods: method of simple
iteration for the solution of nonlinear systems, Seidel method, Newton
method, Broyden method (secant method), etc.

In calculations by the method of simple iteration for finding the
unconditional extremum of functions of many variables the iterative
process corresponds to a parallel iteration, so as to calculate the
k+1 approximation of all unknown are taken into account previously
calculated their k approximation.

Seidel method is a modification of the method of simple iterations, where
after specifying the initial approximation instead of parallel iteration is
sequential iteration, in each iteration in each subsequent equation are
substituted for unknown values obtained from previous equations.

Newton’s method (tangent method) also uses successive iteration with
the computation of the Jacobian for the system of equations at each
step. The disadvantages of Newton’s method include: the need to ask

a good enough initial approximation; lack of global convergence for
many problems; the need to solve at each iteration a system of linear
equations which can be ill-conditioned. The advantage of this method is
quadratic convergence from a good initial approximation provided that
the Jacobian matrix neirogenna.

The idea of the secant method (Broyden method) is to approximate the
Jacobian matrix using the already computed values of functions forming
the system.

It’s easy to see that one measurement channel with three infrared LEDs
gives an unequal sensitivity of the system to different types linear and
angular displacement. This drawback can be avoided by adding a second
measuring channel, perpendicular to the first and second of the three
LEDs. So we have the original active target in the form of a cube with
three LEDs on nearby faces.

At a small angle of rotation around the longitudinal axis of the mark
image on the matrix of orthogonal channel is shifted much stronger
than the longitudinal matrix, which significantly increases measurement
accuracy while maintaining a wide measurement range. When you move
the mark along the longitudinal axis of the image matrix orthogonal
channel is shifted, in contrast to the longitudinal matrix, which captures
the movement of the work at distances of more than several meters.

The proposed optical-electronic system has a simple structure to measure
the full spatial position of a floating object, we developed an original
algorithm for determining the six spatial coordinates. The results of the
experiments with the layout of the optical-electronic system confirmed
the possibility of implementing high-precision system for 6DOF
measuring the spatial position of the object.
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10329-160, Session PSI

Superresolution imaging in spatially
multiplexed interferometric microscopy
by using time multiplexing

Vicente Micd Serrano, José Angel Picazo-Bueno, Univ. de
Valéncia (Spain); Zeev Zalevsky, Bar-llan Univ. (Israel);
Javier Garcia, Carlos Ferreira, Univ. de Valéncia (Spain)

Digital holographic microscopy (DHM) allows the great advantage of
visualization of phase samples. DHM layouts can be found ranging from
customized versions of classical interferometric configurations on an
optical bench at the lab to commercially available microscopes at the
market. The first option is normally more concise, specific and cheap
but requires optical design, experimental implementation and specific
algorithmic/software development while the second one enables
robustness, versatility and easy-to-implementation at the expense of
increased price.

Somewhere in the middle, there are ways to proceed in order to achieve
holographic imaging in a robust, compact and concise way keeping

the price to a reasonable level. Aimed to this, SMIM (initials incoming
from Spatially-Multiplexed Interferometric Microscopy) proposes a low
cost, extremely simple, and highly stable scheme to update a standard
microscope into a holographic microscope [1-2] by using a common-path
interferometric setup [3] implemented in a real microscope embodiment
with only three modifications: i) the replacement of the broadband

light source by a coherent one, ii) a one-dimensional diffraction grating
properly inserted at the microscope embodiment, and iii) a clear region
at the input plane for reference beam transmission. With these minimal
modifications, a regular microscope is converted into a holographic one
working under off-axis holographic recording with Fourier filtering [1] or
slightly off-axis recording with phase-shifting algorithm [2].

However, the main drawback of SMIM is the FOV restriction imposed by
the need to transmit a clear transparent reference beam. As consequence,
modest/low NA objectives having a poor resolution limit are additionally
restricted in FOV. But is it possible to synthetically increase the NA value
without modifying a given optical imaging configuration in SMIM? In such
a positive case, the FOV is penalized using SMIM but the resolution will
result improved in that limited FOV.

In this contribution, we report on the additional capability of merging
SMIM with superresolution imaging by angular multiplexing, thus
allowing S2MIM (initials incoming from Superresolved SMIM). Taken the
basic layout proposed by SMIM [1-2], superresolution enables at least a
resolution gain factor of 2 based on tilted beam illumination [4] which

is achieved by lateral displacement of the coherent source to a set of
off-axis positions. The set of tilted beam illuminations is implemented
sequentially using time multiplexing and SMIM technique recovers

the complementary spatial-frequency content provided by each tilted
illumination. All this information is used to generate a synthetic aperture
expanding up the cutoff frequency of the system and, thus, allowing
superresolution imaging. Experimental validation of the proposed S2MIM
concept using resolution test targets to quantify the resolution gain factor
is presented.

References:

1. V. Mico, C. Ferreira, Z. Zalevsky, and J. Garcia, Opt. Express 22, 14929-
14943, 2014.

2. J. A. Picazo-Bueno, Z. Zalevsky, J. Garcia, C. Ferreira and V. Micé, J. Bio.
Opt. 21,106007, 2016.

3. V. Mico, J. Garcia, and Z. Zalevsky, J. Nanophoton 3, 031780 (2009).

4. V. Mico, Z. Zalevsky, P. Garcia-Martinez, and J. Garcia, J. Opt. Soc. Am. A
23, 3162-3170 (2006).

10329-161, Session PSI

Water turbidity optical meter using
optical fiber array for topographical
distribution analysis

Kussay N. M. Al-Zubaidi, Mohamad Zubir Mat Jafri,
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Stephenie Yeoh, Univ. Sains Malaysia (Malaysia)

This work is presenting an analysis study for using optical fiber array as
turbidity meter and topographical distribution. Although many studies
have been figure out of utilizing optical fibers as sensors for turbidity
measurements, still the topographical map of suspended particles in
water as rare as expected among all of works in literatures in this scope.
The effect of suspended particles are highly affect the water quality
which varies according to the source of these particles. A two dimensional
array of optical fibers in a1 litter rectangular plastic container with 2 cm
cladding off sensing portion prepared to point out 632.8 nm laser power
at each fiber location at the container center. The overall output map of
the optical power were found in an inhomogeneous distribution such

that the top to down layers of a present water sample show different
magnitudes. Each sample prepared by mixing a distilled water with large
grains sand, small grains sand, glucose and salt. All with different amount
of concentration which measured by refractometer and turbidity meter.
The measurements were done in different times i.e. form 10 min to 90
min. This is to let the heavy particles to move down and accumulated

at the bottom of the container. The results were as expected which had

a gradually topographical map form low power at top layers into high
power at bottom layers. There are many applications can be implemented
of this study such as transport vehicles fuel meter, to measure the purines
of tanks, and monitoring the fluids quality in pipes.

10329-162, Session PS1

Uncertainty analysis of optical
components absorption coefficient
measurement using an intracavity device

Baozhu Yan, Wenguang Liu, Qiong Zhou, Shaojun Du, Vi
Yang, National Univ. of Defense Technology (China)

In order to measure the absorption coefficient and performance
degradation characteristics of optical components which used in high
power laser system, an intra-cavity device was established based on a
discharge-drived CW chemical laser. Two pieces of 45 degree reflecting
mirrors were tested. Each mirror was tested for more than twenty

times, and high power laser irradiation on the testing mirrors lasted

100 seconds continuously in each test. The dependence of absorption
coefficients on irradiation times was acquired. The testing results of both
reflecting mirrors showed that, the differences between the experimental
absorption coefficients and their fitting curve were up to 30.7% and
21.6% respectively, and the differences were independent of irradiation
condition, such as irradiation energy, irradiation power and beam cross-
sectional area. The uncertainty of absorption coefficient was composed
of two parts. For one thing, the uncertainty of the direct measurement
results, such as the temperature rise of optical components, can cause the
uncertainty of absorption coefficients. This part of uncertainty was about
11.3%. For another, the resonant cavity need to be adjusted again when
other optical components were replaced, which lead to the change of the
incident angle of the optical components to be measured. A typical film
system of 24 layers (12 pairs) was calculated by Thin Film Design Software
called TFCalc, which showed the absorption coefficients increased with
the increase of incident angle. When the angle of incidence was 0.5
degree from the design value, there would be -60~71ppm difference

of absorption coefficient from the original one, and the uncertainty

was 14.5%. When there was a deviation of 1 degree, the difference of
absorption coefficient and the uncertainty were -112-155ppm and 31.7%
respectively. This results showed that, the deviation of incident angle

was between 0.5~1 degree in the test. In order to reduce the testing
uncertainty of absorption coefficients, the deviation between the incident
angle of optical components and the design value should be reduced as
much as possible. This provides guidance for measuring the absorption
coefficients of optical components with an intra-cavity device.
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10329-163, Session PSI

Invariant electro-optical system for
deflection measurement of floating
docks

Alexey A. Gorbachev, Anh Phuong Hoang, ITMO Univ.
(Russian Federation)

Invariant electro-optical system developed for measurement of large-
scale object deflection is analyzed.

Commonly deflection control of large-scale object, for example, a floating
dock, is performed in severe conditions, like mist, rain, etc. A floating dock
is a special vessel of 100-200 m long, designed for ships maintenance.
When docking a ship, the dock partially submerges to let the ship come
in, then the dock emerges holding the ship. During this process different
dock parts are under different pressure, therefore floating dock body

is deformed. If a critical deformation limit is exceeded, the dock fails.

To avoid it, the floating dock has a ballast system to balance pressure

on different dock’s parts. However, to ensure proper work of the ballast
system, it is necessary to measure the pressure or the deflection at
different points of the dock.

One of deflection control methods is optical. It is shown that invariant
electro-optical systems are useful in the said application as they are easily
mounted and, at the same time, provide high accuracy.

The considered system has two measurement channels for monitoring
opposite directions of the dock. It consists of a base unit, reference
marks, an industrial computer and a display. The base unit contains an
optical system and a CMOS camera. The base unit is usually mounted

at the center of a floating dry dock top deck while the reference marks
are at ends of the top deck (if the dock length is greater than 100 m, the
reference marks are mounted one at the bow, one at the stern, and two
in the middle of distance from the said marks to the base unit). A mark
contains IR LED (940 nm) for better performance in mist.

The base unit may turn during deformation of the dock. It can lead to
deflection measurement error. To eliminate the effect of the base unit
turn, invariant systems can be applied. Such systems allow to keep
parameters of output measuring data independent on external and
internal conditions.

Thus, the structure of the invariant optical system shall contain a long
focal lens and a beam deflection system. The beam deflection system can
be made with mirrors or prisms.

Mirrors are typically used in the following cases: there is a large transverse
size of rays at the location of reflective elements, a light-weight optical
system, no chromatic aberration, and small light losses in a wide spectral
range. An implementation with prisms is preferred to an implementation
with mirrors as angles between faces of a prism remain constant during
the operation.

An analysis of mirror systems revealed that these systems are invariant
to the turn around one of the three axes. The turn of the system around
other two remaining axes can be compensated mechanically.

Thus, use of the beam deflection system together with a CMOS camera in
the base unit reduces the deflection measurement error.

10329-164, Session PSI1

3D shape measurement of specular
surface by speckle reflection method

Shaoqging Wang, Changhe Zhou, Shanghai Institute of
Optics and Fine Mechanics (China)

Non-contact three-dimensional (3D) shape measurement constitutes

an increasingly important topic in modern industry. For diffuse surface,
the fringe projection method is commonly used. For specular surface,
fringe projection method also works by spray scattering material onto
the surface under investigate, this method usually cause error and may
damage the object. Another method is using fringe reflection technique.
The accuracy of fringe reflection technigque is mainly affected by phase
unwrapping algorithm and system calibration accuracy. It is a simple and
robust technique but limit the topology of the specular surface to be
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partly continuous and smooth. In this paper, a 3D shape measurement
method for specular surface, which combines speckle feature extraction
method, path-integration technique, and multi-view registration
algorithm, is presented. A speckle pattern, which is generated by a
monitor, is projected onto the measured object. The deformed speckle
patterns modulated by the specular surface were captured by multiple
camera system (MCS). It is obvious that any tilt of the object surface
changes the angle of reflection, therefore the normal of any area of the
surface can be indicated as the surface gradient at the same area, then
the gradient field of the surface 3D shape can be extracted. To acquire the
complete 3D shape, the MCS was carefully calibrated by ultra-precision
plane mirror, and MCS is of benefit to identify the reflection angles on
the object for every camera pixel from different view, which enable
capability of the measuring object with complex topology. To realize that,
the features of deflected speckle were extracted by feature detection
algorithm and their corresponding reflective angles were obtained, and
the relationship between deflected speckle and the gradient values of
the object surfaces was analyzed. Since the surface topology is delivered
by local gradients which were calculated by using path integration of
these reflection angles, the whole 3D shape of object was obtained by
register these gradient fields from different view together. The region of
interest (ROI) of the captured images were also preprocessed to speed
up the computational time of 3D shape and to improve the boundary
integrity and accuracy. Moreover, a global optimum algorithm is adopted
to reduce the noise and improve the calibration accuracy, thus improves
the accuracy of the reconstructed 3D shape. The proposed method is
insensitive against rigid body movement and environmental disturbances,
but in return it needs well calibrated MCS to calculate the object 3D
shape from different view. Thanks to the MVS, this method can measure
freeform object with no constraints on its topology.

10329-165, Session PS1

Numerical analysis of nonlinear
multimode interference waveguide as a
refractive index sensor

Stephenie Yeoh, Kussay N. Mutter, Mohamad Zubir Mat
Jafri, Univ. Sains Malaysia (Malaysia)

The numerical analysis of a refractive index sensor based on multimode
interference (MMI) waveguide is designed using optical simulation
(OptiBPM). The nonlinear refractive index of graphene in the proposed
sensor was investigated by applying external electric field on the
graphene cladding layer. Graphene is chosen because of its outstanding
properties in electro-optics and it has already been shown to possess a
giant nonlinear refractive index. The designed waveguide was constructed
using silicon as substrate and silicon oxide (SiO2) as a core while
graphene is coated on top of the waveguide slab. The response of the
sensor in the output power was examined and validated by changing
liquid samples with different refractive index. The guided modes of the
1550nm input plane source at the absence of external electric field were
used as the initial reference point. The phase change and power at the
output waveguide against refractive index were analysed and discussed.
It is found that there was a threshold magnitude of the field which makes
graphene sensitive to the relative change in the refractive index of the
solution. The output results showed a promising indication that this
design is appropriate for environmental monitoring.

10329-166, Session PSI

Investigation of the relative orientation
of the system of optical sensors to
monitor the technosphere objects

Andrey V. Petrochenko, Igor A. Konyakhin, ITMO Univ.
(Russian Federation)

Purpose: Developing of the methods of relative orientation of industrial
robots and construction of three-dimensional scenes areas of interest
using optical sensors. Results: Developed the method of construction
of the relative orientation of industrial robots to meet the challenges of
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reconstruction of three-dimensional mapping and image-set received
from the optical sensors. The basis of this technique is the problem

of finding the solution of the global position of each industrial robot

on the relative orientation of each of them. The global position of the
industrial robot characterized by a matrix of rotation and transfer vector
in a coordinate system (adopted as a global). As a result of the global
positioning possible to solve the major problems of vision such as
detection, tracking and classification of objects of the space in which
these systems and robots operate. Practical significance: Continuous
qualitative monitoring of technosphere objects.

10329-167, Session PS1

Evaluation of laser ablation crater relief
by white-light micro-interferometer

Nikita Margaryants, Ilgor P. Gurov, Mikhail V. Volkov,
Ekaterina V. Zhukova, Nikita lvanov, Andrey Potemkin,
Andrey Samokhvalov, Svetlana Shelygina, ITMO Univ.
(Russian Federation)

The laser ablation method applied to solids is widely used for synthesis of
nanoparticles. As a result of pulsed laser interaction with material surface,
a laser ablation crater is being created. Assessment of crater’s micro relief
allows to optimize a mode of sample surface modification at different
conditions of laser radiation and to improve the efficiency of ablation
process [1]. We investigated craters with typical lateral size 30-50 mkm
and depth within the range 1-5 mkm. Some instruments for laser ablation
crater relief evaluation employs the principle of white light interferometry
due to wide range of measurement unambiguity. Recording of video
frames sequence acquired at different sample axial positions allows

to recover a relief at each point in lateral directions by evaluating
interferometric signals envelope maximum position [2]. It should be
noted that the surface of a sample is being modified by high-temperature
influence, shockwaves and micro particles deposition that leads to
destruction of a surface structure and considerable variability of light
reflection at some crater points. Due to reflection inhomogeneities, light
reflection flares and shades can appear at some points. In such points a
crater relief can not be evaluated properly by single view measurement.

To overcome difficulties mentioned above, it is suggested to apply

multi view method of a surface relief evaluation at different observation
angles. A sample is slightly tilted and then turns around vertical axis. At
different rotation positions, a video frames series is being recorded, and
subsequent processing of video frames allows one to obtain information
about 3D crater relief over all relief points. Data processing algorithm
contains the step of matching the relief data obtained at different
observation directions. This allows to provide relief data recovery for the
object points where single scan results are poor.

There was utilized white light Michelson interferometer with Linnik
configuration equipped with video camera. The device provided accurate
axial scans within the field of view 200?160 mkm. Experiments have been
conducted for ablation craters obtained in the mono-pulse irradiation
mode when modifying surface of metals (titanium, steel), semiconductors
(silicon, chrome oxide) and dielectrics (fused silica, calcium fluoride). To
avoid relief recovery ambiguity, each specimen was scanned eight times
with observation at different angles.

The obtained results testified increasing of the quality of laser ablation
crater relief recovery with using multi view relief evaluation method in
comparison to known single view method.

REFERENCES
[1] Veiko V. P, Lednev V. N, Pershin S. M., Samokhvalov A. A., Yakovlev E.

B., Zhitenev I. Yu., Kliushin A. N., “Double nanosecond pulses generation in
ytterbium fiber laser”, Rev. Sci. Instr. 87(6), 063114-1 - 063114-5 (2016).

[2] Dubois A., ed. [Handbook of Full-Field Optical Coherence Microscopy:
Technology and Applications], Pan Stanford Publishing, 206-207 (2016).

OPTICAL
o METROLOGY

SPI

10329-168, Session PSI

Relationship of parameters of optical
equisignal zone system

Anton A. Maraev, Aleksandr N. Timofeev, ITMO Univ.
(Russian Federation)

Means of electro-optical remote control are widely used in industry,
construction, geodesy, etc. A type of systems that may be used is a
system based on optical equisignal zone.

Such a system contains a projector forming the base plane, and a receiver,
which determines its position relative to the base plane. Traditionally

the base plane is created by two light sources (e.g. LEDs) modulated
with different frequencies, thus creating a required spatial-temporal
distribution. Their fluxes are condensed on the edge of a splitting prism,
thus halves of the original sources compose one light source on the edge.
The prism reflects these fluxes in the same direction. Thus, two fields

of irradiance divided by the base plane are formed in the plane of the
sensor. The difference between fluxes un the plane of the sensor results
in a difference signal on the receiver, proportional to the displacement.
The value of the signal will depend on the distance and transmission of
the air-path. The receiver is attached to an object under control and the
object is kept in a required position.

For the most applications the difference signal is required to be
independent on the distance. The purpose of the study is to find
interrelation of parameters of an optical system, of sources and of a
detector for registration of objects while changing the distance to the
detector to enable constant difference signal.

It is known that if the source has a uniform radiance and an ideal objective
(without aberrations) is used, in order the width of the transitional zone
be independent on the distance, the objective must be focused on infinity.
In practice homocentricity of the pencil of rays is influenced by the
spherical aberration. Study of impact of the 3th order abberrations on the
width of the transitional zone, and as a result, on radiance distribution,
allowed to find equations linking the width of the transitional zone,

exit pupil diameter, and irradiance of the sources. It is shown that the
relative difference signal depends on relation of the product of spherical
aberration value and distance to the exit pupil diameter, thus relative
difference signal can be reduced with refocusing on a required distance.

On the basis of obtained relations and experimental results we conclude
that using an appropriate processing of the difference signal, correction
of spherical aberration of the objective and focusing the projector on
infinity, constant static characteristics may be achieved.

10329-169, Session PS1

Estimation of the particle concentration
in hydraulic liquid by the in-line
automatic particle counter based on the
CMOS image sensor

Dmitriy V. Kornilin, llya A. Kudryavtsev, Samara Univ.
(Russian Federation)

The reliability of hydraulic systems depends on the regular monitoring
of their state. One of the most effective ways to address this task is
utilizing in-line automatic particle counters (APC) built inside of the
system in order to get information about wearing processes inside of

it. The information about the state of the system can be obtained by
investigation of parameters of particles floating in the hydraulic liquid.
The measurement of particle concentration is the crucial part of such
monitoring because increasing numbers of particles with particular
sizes should mean that some part of hydraulic system does not work
properly or is near to break down. In spite of the fact that several
automatic particle counters exist, they have significant limitation for the
precise measurement of relatively low concentration of particle in case
of utilizing it inside of aerospace systems or they are unable to measure
highest concentration in industrial ones. Both issues can be addressed by
implementation of the CMOS image sensor instead of single photodiode
used in the most of modern APC.

Firstly, the accuracy of the particle concentration measurement is
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influenced by the accuracy of measurement of the volume of liquid to be
investigated. Usually, the velocity of the particle is used for determination
of the flow rate and the time of analysis whereas the volume is fixed (100
ml). The velocity of the particle is measured by APC using the duration of
the electric pulse at the output of the photodiode. However, the velocity
of the particle varies throughout the tube as in the centre we have got the
maximum speed compared to the lower one near to the pipe wall. This
issue cannot be resolved by using photodiode as it cannot measures the
position of the particle inside of the tube. Generally, the assumption that
the average speed is measured by each particle gives sufficient results for
high concentrations. Nevertheless, in case of pure systems like aerospace
the error of particle concentration estimation cannot be lower than 30 per
cent or might be higher. In case of using matrix image sensor the position
of the particle in the tube can be determined by image analysis and the
real velocity can be calculated. In our study we represent the method and
results of particle concentration determination based on assumption that
the distribution of particle velocity is parabolic throughout the channel.
Calculations based on the proposed algorithm show that the total error in
concentration estimation is not exceed 10 per cent and does not depend
on liquid viscosity and temperature.

Secondly, the errors of particle concentration estimation are caused

by matches of different particles inside of measurement volume. The
photodiode measures several particles inside of measurement volume as
one. Typically, the restriction of the maximum measured concentration
is put for APC based on photodiodes. It is about 1500 particles per cm3,
which is not sufficient for the industrial hydraulic systems. We proposed
the algorithm of estimation of the accuracy of the APC based on matrix
sensor. Calculations made by using Poisson distribution prove that

the improvement of the resolution (or the limit of concentration to be
measured) can achieve in average 20 times more compared to the APC
with single photodiode.

10329-170, Session PS1

The research of the cross-links
effect influence in the color matrix
photodetector on an error of the air
tract vertical temperature gradient
determination

lvan S. Nekrylov, Maksim A. Kleshchenok, Aleksandr N.
Timofeev, ITMO Univ. (Russian Federation)

The use of the optical-electronic systems of the spatial positioning control
allows us to get the required accuracy of measurements in a wide range
of the spatial displacements. Among the sources of the errors that affect
the measurements process, the main role is played be the influence of the
air tract, especially at long distances. The aim of the paper is the research
of the possibilities to minimize or compensate the influence of the air
tract in opticalelectronic systems of the spatial positioning control. There
is a way to compensate the influence of the air tract vertical temperature
gradient based on the dispersion method. There are a lot of difficulties
conducted with theoretical air tract temperature gradient determination
because it is difficult to research the heat convection process in the air
tract. We conduct the research of the dispersion method to determine
the vertical tempretature gradient based on spectrozonal method. Using
the photoreceiver with the Bayer filter allows to measure the difference
between the images from two color channels (red and blue) using some
possibilities of an image processing. In this case the influence of the air
tract parameters and the photodetector system has some features caused
by presence of the cross-links effect in the color matrix photodetector.

Using the spectrozonal method it is possible to estimate the influence of
the air tract temperature gradient on the measurements accuracy by the
value of the coordinate difference between the energy centers of two
source images differing in the wavelength. But there is the cross-links
effect almost in all photodetectors color channels that has the systematic
error, that’s why the information about object position is distorted.

Theoretical research showed the possibility to take into account the cross-
links effect by received dependence. The coefficient of the cross link of
the adjacent channel from the main is the ratio of the amplitude of the
video signal in the adjacent color channel to the amplitude of the video
signal in the main color channel.
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The analysis of the spectrozonal difference error from the value of the
cross-links effect showed that if the cross-links effect is more than 0.3
the error has the value of 100%. The experimental research showed the
reliability of the results from the theoretical research and the possibility
to estimate the minimization of the air tract vertical temperature gradient
influence by the variations of the storage time and the frames number.

10329-171, Session PSI

Parameter optimization of measuring
and control elements in the monitoring
systems of complex technical objects

Maksim A. Kleshchenok, Valery V. Korotaev, Ivan S.
Nekrylov, ITMO Univ. (Russian Federation)

Optical-electronic methods and means for the contactless control of the
position of objects relative to the linear base are relevant in many areas
of technology. This is because the non-contact, distance and the ability

to fully automate the processes of measurement combined with high
speed makes extensive to use of optical - electronic systems (OES) for the
active control of the spatial position of objects (disposition). Of particular
interest for this class of systems is called invariant optical-electronic
system for alignment control (OESAC).

Because such systems allow preventing (warn) technological disasters,
the urgency of the problem increases in proportion to the technical
progress of all mankind, to prevent the recurrence of tragedies have
occurred, for example, the Bhopal disaster (1984), the Chernobyl disaster
(1986), the Sayano-Shushenskaya power station accident (2009), pipeline
spill in Israel (2014), which served as the impetus for the development of
systems of this trend.

Invariant devices - devices that are insensitive to external mechanical
impacts (insensitive to changing external conditions) that do not require
prior verification or verification before starting work, always ready for use
and guarantee the required accuracy of control. The use of a single planar
photodetector matrix fields for the analysis of the representations of
natural and specially created spatial distributions of informative features
of the object of control are widely used for the implementation of robotic
tasks in machine vision. In this case, the application of computer vision
algorithms, in combination with the properties of optical systems, enables
to implement invariant to environmental influences and changes the
distance of the OES for alignment control.

This class of systems allows to register transverse displacement with an
accuracy of tens of microns, changes in the distance of several tens of
meters and the range of transverse displacements of a dozen millimeters.
Special interest is to use of the application of the autoreflection schemes
for alignment control with the control elements like different types of
reflectors.

When using the reflectors in geodesy, systems, road safety, security
systems, gas analyzers, and meters visibility range and so on, very often,
the incident radiation flux on reflector is generated by transmitting optical
system, which consists of a collimating lens and emitting area.

Expected scientific novelty will consist in the optimization methods of
control parameters and measuring elements used in optical-electronic
vision system controls basic structured test object in the form of a
combination of retroreflectors, and also in approaches to processing
information reception channels of non-destructive testing systems
using cloud technologies, providing a given magnitude of error and the
measurement range of the coordinate measuring element.

10329-172, Session PS1

Advanced defect classification (ADC) by
optical metrology

Peter van der Walle, TNO (Netherlands); Esther
Kramer, TNO (Netherlands) and Technische Univ. Delft
(Netherlands); Jacques C. J. van der Donck, Wouter

F. W. Mulckhuyse, Jacqueline van Veldhoven, Loek
Nijsten, Felipe A. Bernal Arango, Anton de Jong,
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Christiaan L. Hollemans, Elfi van Zeijl, Helma Spruit, TNO
(Netherlands); Paul F. A. Alkemade, Silvania Pereira,
Technische Univ. Delft (Netherlands); Diederik J. Maas,
TNO (Netherlands)

Particle defects are important contributors to yield loss in semi-conductor
manufacturing. Therefore the particle count has to be minimized and,

to this end, to be characterized in order to determine their root cause.
Figure 1 outlines the general approach for advanced defect classification
in three consecutive steps; detection, review and classification. For defect
detection, TNO has developed the RapidNano (RNx) particle scanner

[11. The RNx scans large flat areas like blank wafers or reticles at a high
throughput. The optical column, which is at the heart of the RN, is based
on a sensitive dark-field microscope. For each sample, the lower detection
limit (LDL) is verified by an analysis of the speckle signal strength. The
detected defects are ranked on their importance, thereafter the defects
of interests (Dol) are redetected and reviewed. In previous work, the
redetection process (R.2) has been simplified by the production of a
stealth fiducial marker system [2]. The RapidNano3 particle inspection
system is capable of detecting 42 nm Latex Sphere Equivalent (LSE)
particles on XXX-flat Silicon wafers [3]. This sensitivity is achieved by
illuminating the sample from multiple angles. In detection-mode (RN3.1)
the signal from all these angles is added. In review-mode (RN3.9), signals
from all nine individual arms are analyzed to derive the shape, material
and size of deep sub-wavelength defects. Via this analysis we are able to
classify and select defects for further analysis on much slower metrology
tools that offer more details, e.g. SEM or AFM. A first experiment with the
RN3.9 showed that it is indeed possible to extract information on e.g. the
defect aspect ratio and orientation, which is not available from the RN3.1
signal.

Using electron beam lithography and a standard lift-off technology, a 2D
pattern is applied to an XXX-flat Si wafer blank. The 2D pattern comprises
both large “stealth” markers for easy navigation in optical, atomic force,
scanning probe and scanning electron beam microscopes (OM, AFM, SPM,
respectively SEM) as well as a sub-micron set of programmed defects
with a rectangular or elliptical shape at aspect ratios ranging from 1:1 to
1:5.

In summary, this paper will report on the feasibility, benefits and
limitations of optical metrology-based Advanced Defect Classification
(ADC) using both modelling as well as experimental results for a set of
programmed defects on a silicon wafer, using other review tools (SEM,
AFM) to verify the ADC as made using the RN3.9.

10329-173, Session PSI

Effects of the density and homogeneity
in NIRS crop moisture estimation

Nicola Lenzini, Luigi Rovati, Univ. degli Studi di Modena
e Reggio Emilia (Italy); Luca Ferrari, CNH Industrial Italia
(Italy)

Near-infrared spectroscopy (NIRS) is widely used in fruits and vegetables
quality evaluation. This technigue is also used for the analysis of alfalfa,

a crop that occupies a position of great importance in the agricultural
field. In particular for the storage, moisture content is a key parameter for
the crops and for this reason its monitoring is very important during the
harvesting phase. Usually optical methods like NIRS are well suitable in
laboratory frameworks where the specimen is properly prepared, while
their application during the harvesting phase presents several difficulties.
A lot of influencing factors, such as density and degreee of homogeneity
can affect the moisture evaluation. In this paper we present the NIRS
analysis of alfalfa specimens with different values of moisture and density,
as well as the obtained results. The measurements were performed in two
different optical configurations, transmission and reflection, in order to
compare the achievable information from the two setups.

A FT-NIR spectrometer (ARCoptix S.A.,Switzerland) with spectral range
from 900 to 2600 nm and a resolution ranging from 6 to 10 nm is

used for both the setups. In the reflection setup an Integrating Sphere
ARCSphere-50-HAL (ARCoptix S.A.,Switzerland) with an internal 5

W halogen lamp is used. The measurements were performed with a
specimen holder that allows density regulation. In the transmission setup
a fiber bundle coupled with a 5 W Halogen Lamp (Avantes BV) is used
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for the first analysis, while a second set of measurements were performed
using a 50 W halogen lamp. The measurement procedure consists in

an initial warm-up of the light source. After that, the reference is taken
with a 99 % NIST standard Diffuser (Labsphere Inc.,USA) in the reflection
configuration, while for the transmission setup the light source spectrum
was measured directly. To avoid the spectrometer saturation a neutral
density filter was used. Then the alfalfa specimens were measured.

In order to determine the behavior of the alfalfa sample avoiding the
effects of the influencing factors preliminary reflection spectra were
acquired on milled alfalfa Fig.l.

The spectra baseline is due to the light scattering that depends on

the specimen particles size while the peaks are due to the molecular
vibrations. Molecular vibrations exist in the NIR region in the form of

X-H where X is carbon, nitrogen or oxygen, X-H functionalities are due

to hydrogenic stretching, bending, or deformation vibrations. The major
bands in the NIR region are second and third harmonics of fundamental
0O-H, C-H and N-H stretching vibrations found in the mid-IR region.

After the preliminary analysis the measurements were performed on

the alfalfa collected from the field after the mowing phase. In order to
obtain different moisture contents in a natural way the alfalfa is collected
in sequential time after the mowing. Initially the leaf and the stem were
measured separately, the moisture content and the density was changed
in the range of interest. Each specimen was measured multiple times, and
after each measurement the specimen was mixed in order to determine
the effect of the homogeneity.

10329-174, Session PS1

Automatic inspection system for
photovoltaic solar concentrator based on
Fresnel lens collector

Guillermo Garcia-Torales, Anuar B. Beltran Gonzalez,
Univ. de Guadalajara (Mexico); Marija Strojnik

Scholl, Univ. de Guadalajara (Mexico) and Centro de
Investigaciones en Optica, A.C. (Mexico); Juan Milton
Garduno, Gautier Veroone, Mixbaal SA de CV (Mexico)

Quiality control in fabrication of modules for solar concentration systems
requires focused solar energy in a small area of a solar cell. A number of
concentrators systems are based on the well alignment of three optical
elements, i.e. a Fresnel lens, a diffractive homogenizer and a multijunction
solar cell. In this paper we present an automatic technique to determine
the magnitude of the misalignment between the centers of these three
elements. The method uses a rotary prism system, and a camera as image
acquisition system. Simulations and experimental results are presented.

10329-175, Session PS1

Direct fabrication of polymer microlens
arrays

Sara Coppola, Vito Pagliarulo, Veronica Vespini,
Giuseppe Nasti, Federico Olivieri, Simonetta Grilli, Pietro
Ferraro, Istituto di Scienze applicata e Sistemi Intelligenti
(Italy)

Microlens and more in general microstructures made of polymer material
are useful for a large number of applications ranging from the integral
imaging for 3-D displays, optical communication, OLEDs and high-
resolution imaging [1,2]. In response to their extended use in different
fields of technology, a great emphasis is being placed on research into
simple manufacturing approaches for these micro-optical components
as well as on the characterization of their performance. Many ways

have been developed for the fabrication of polymer lenses, such as hot
embossing, soft replica molding, rapid laser-based patterning, ink-jet
printing, and UV-nanoimprint lithography. Some of these methods are
expensive, require the use of clean-room facilities and highly trained staff
with a limited selection of suitable materials. An interesting property of
microlenses would be the possibility to tune their focal length [3]. Many
procedures have been developed for assembly arrayed microlenses with
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a variety of materials with different geometry and optical properties. For
example, swellable polymer microlenses upon exposure to solvents create
a tunable range of focal lengths, or also the generation of microlenses

by virtue of the photopolymerization, wherein the employment of a
surfactant has broadened the range of substrates for the microlens
formation. Recently direct alternative methods have been proposed for
the fabrication of microlens arrays utilizing the electrohydrodynamic
(EHD) patterning technique in case of polymer solution [4-6]. In this
work we present a simple multiscale process for the fabrication of micro-
optical elements using high viscous polymer materials. In particular the
pyro-electric effect activated onto a Lithium Niobate crystal is exploited
for the fabrication on demand of microlens array and the high resolution
pyro-inkjet printing is proposed for the fabrication of 3D micro-optical
elements [7]. Both the methods proposed for the fabrication of

polymer microlens arrays are driven by the pyro-electric process and

the electrohydrodynamic (EHD) pressure activated by a temperature
gradient. This method could offer a simple alternative to the conventional
soft lithography techniques reaching high resolution in terms of

microns. Here we demonstrate a systematic investigation for fabrication
of microlens arrays in a multiscale range (i.e., between 25 to 500 ?m
diameter) with high degree of uniformity. By controlling the polymer
instability driven by EHD, we report on two different micro-optical shapes,
spherical or toroidal. Active filler such as nanoparticles or semiconductor
QDs could be introduced inside of polymer solution in order to produce
functionalized microlens arrays on a free-standing flexible polymer films.
The optical behavior of the microlenses has been characterized in terms
of the optical aberrations intrinsically present in the lens array by digital
holographic microscopy (DHM).

10329-176, Session PS1

Optical fibre-based reflective
displacement sensor: computer
modelling and application to impact
detection in aeronautical structures

Iker Garcia, Gaizaka Durana, Gotzon Aldabaldetreku,
Joseba Zubia, I. Saez-Ocariz, Josu Amorebieta, Univ. del
Pais Vasco (Spain)

The present contribution aims at evaluating the performance and validity
of a computer model to simulate the behaviour of an optical fibre-based
reflective displacement sensor beyond the scope for which it was initially
designed.

The model, originally designed to simulate a trifurcated optical fibre
bundle displacement sensor used in tip-timing and tip-clearance
measurements, also allows us to predict that a tetrafurcated optical

fibre bundle is a more convenient geometry if we are committed

to a displacement sensor with different specifications in terms of
measurement distance and linear operation range. The structure of a
trifurcated optical fibre bundle consists of a central transmitting fibre and
two rings of receiving fibres set concentrically around the transmitting
fibre, whereas the tetrafurcated design incorporates three rings of
receiving fibres around the transmitting one. Based on the predictions
made by the computer model, a tetrafurcated optical fibre was fabricated
and tested, and the experimental results show that the simulations results
fit well the experimental ones.

The computer model relies on Gaussian optics to simulate the sensor
under ideal circumstances, but as these are not the real ones, it becomes
necessary to adjust some simulation parameters in order to stick to

the actual specifications (target roughness, actual specifications of
equipment used in the implementation of the displacement sensor,

etc.) that were measured in the laboratory. The simulation results fit

well the experimental results in the linear region of the calibration curve
of the displacement sensor, and no matter what exact configuration

is used, almost no differences are observed between simulations and
experimental data measured in the laboratory.

The aforementioned tetrafurcated optical fibre bundle displacement
sensor was fabricated not only to confirm the validity of the computer
model, but also because its working specifications are more in line with
the requirements needed for impact detection in aeronautical structures
than the specifications offered by the trifurcated version of the sensor.
We are carrying out impact tests in the Aeronautical Technologies Center
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(CTA) facilities with different projectiles used to simulate real impacts,
and for the detection we are using four different technologies (three
optical and one electrical): Doppler vibrometry, Fibre Bragg Gratings,
Strain Gauges and our reflective displacement sensor. The results that will
arise from the tests, and their analysis and discussion will be presented in
the conference.

10329-177, Session PSI1

Characterization of laser damage
performance of fused silica using
photothermal absorption technique

Wen Wan, Feng Shi, Yifan Dai, Xiaogiang Peng, National
Univ. of Defense Technology (China)

The subsurface damage and metal impurities have been the main laser
damage precursors of fused silica while subjected to high power laser
irradiation. Light field enhancement and thermal absorption were used
to explain the appearance of damage pits while the laser energy is far
smaller than the energy that can reach the intrinsic threshold of fused
silica. For fused silica optics manufactured by magnetorheological
finishing or advanced mitigation process, no scratch-related damage site
occurs can be found on the surface.

In this work, we implemented a photothermal absorption technique
based on thermal lens method to characterize the subsurface defects
of fused silica optics. The pump beam is CW 532 nm wavelength laser.
The probe beam is a He-Ne laser. They are collinear and focused through
the same objective. When pump beam pass through the sample, optical
absorption induces the local temperature rise. The lowest absorptance
that we can detect is about the order of magnitude of 0.01 ppm. When
pump beam pass through the sample, optical absorption induces the
local temperature rise. Spatial refractive index will vary due to thermal
expansion. Probe beam is deflected by the modulated refractive index
gradient. The deflection of the transmitted probe beam is measured by
a position sensor. We measured optical thermal absorption in scanning
mode with the area of 3 mm2 for every sample. The mean value,
maximum value and three-dimensional profiles were obtained. Then we
used a tripled Nd:YAG laser at a wavelength of 351 nm to test the laser
damage density of fused silica samples. The photothermal absorption
technique would not produce irreversible damage to fused silica optics
compared with laser damage test.

The photothermal absorption value of fused silica samples range from
0.5 to 10 ppm. The damage densities of the samples were plotted.

The damage threshold of samples at 8J/cm2 were gived to show laser
damage performance of fused silica.The results show that there is a
strong correlation between the thermal absorption and laser damage
density. The photothermal absorption technique can be used to predict
and evaluate the laser damage performance of fused silica optics.

10329-178, Session PS1

Compensation of optical system
distortion and image perspective
deformations for the projection lens

Anastasiia Burtseva, Kseniia V. Ezhova, ITMO Univ.
(Russian Federation)

In the article takes up the possibility of optical system distortion
compensation for projection lens by making predistortions into projected
digital image. Image processing is producing for main types of optical
system distortion, which can be described both as power polynomial and
as Zernike polynomials.

Special attention is given for perspective deformations which arise in the
deviation of the optical axis from perpendicular to the plane of projection.
In processing takes into account both as horizontal and as vertical
perspective deformation.

For possibility of optical system distortion compensation there is a need
to provisional certification of lens by Abbe grid for taking polynomial
description of distortion. According to certification results performed
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image processing on the points corresponding to the nodes of the grid
Abbe. As a result of processing a digital image deformations introduced,
the reverse occurring when deformations are projecting.

Pre-made image deformations allow to compensate for distortion of
optical system and the perspective deformation caused by the projection
lens used, therefore, when projecting the image will largely corresponds
to the original image.

The results of the work is planning to use in the preparation of digital
image mapping show, namely the projection on objects of complex
geometric shapes.

10329-180, Session PSI

A flexible 3D laser scanning system using
a robotic arm equipped with a MEMS
scanner

Zixuan Fei, Xi'an Jiaotong Univ. (China); Xiang Zhou,
Xi’an Jiaotong Univ. (China); Xiaofei Gao, Xi’an Jiaotong
Univ. (China); Guanliang Zhang, Xi’an Jiaotong Univ.
(China)

In this paper, we present a flexible 3D scanning system based on a MEMS
scanner mounted on an industrial arm with a turntable. This system

has 7-degrees of freedom and is able to conduct a full field scan from
any angle, suitable for scanning workpieces with complex shape. The
existing non-contact 3D scanning system usually uses laser scanner that
projects fixed stripe mounted on the Coordinate Measuring Machine
(CMM). These existing systems have some drawbacks. First, the CMM

is bulky, and requires critical environmental conditions, not applicable
for industrial online inspection. And CMM has only 3-freedom, less than
industrial robots, and fails to measure workpieces with complex shape .
Second, the most laser scanners mounted on the CMM are based fixed
stripe projection and need mechanical movement to implement fullfield
scanning, thus increasing the difficulty of path planning and reducing the
flexibility, especially in the case of scanning complex parts or the lack of
CAD models.

To overcome the drawbacks of conventional techniques we propose a
robotic 3D scanning method which uses a MEMS scanner mirror to project
laser stripe onto object’s surface. The MEMS laser projection module

is mainly composed of a scanning mirror and a laser diode, which is
programmable and capable of projecting 2D scanned stripes. The fullfield
3D point cloud can be generated by a triangle setup. When the robotic
arm is still, this method allows it to hold the probe to scan the parts,
while the CMM equipped the fixed-stripe scanner must keep moving .
Apparently, the latter increases the difficulty of path planning and control.
In order to increase the fexibility of the scanning system, we have added
another axis, a turntable, to the robot. The turntable has one rotational
joint.

Before we measure the object, we must calibrate the whole system. First,
we need to calibrate the orientation of the turntable center relative to the
robotic arm by flat plate with checkerboard pattern. Second, we have to
calculate the Hand-Eye matrix to represent the relationship between the
coordinate of the scanner and the coordinate of the robot hand. When
the system starts working, place the object on the turntable and keep the
robotic arm stationary. Then the scanner projects stripes modulated by
the MEMS scanner mirror to the object while the camera in the scanner
shoots the images. When all the stripes are projected, the scanner
reconstructs the point cloud model of the object’s surface covered by
stripes at the current position with these images captured by the camera
with depth information. After completing the measurement of the current
position of the robotic arm, the scanner mounted on the robot move to
another position and repeat the previous step. Throughout the scanning
process, the machine arm moves N positions, so we get the N vectors of
point cloud data. The measurement data of each position is converted
into the coordinate of the robot base. Finally we get a complete model.

This system we proposed is mainly to quickly and easily measure the
workpieces with complex shape, and improve the measurement efficiency.
We are committed to applying industrial robots to industrial inspection,
so as to replace the coordinate measuring machine for 3D scanning.
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10329-181, Session PSI

A high performance fringe projection
profilometry using a biaxial MEMS
scanner

Tao Yang, Xi'an Institute of Optics and Precision
Mechanics, CAS (China); Xiang Zhou, Yuqin Li, Xi’an
Jiaotong Univ. (China); Jiayu Guo, Xiaofei Gao, Xi’an
Jiaotong Univ. (China)

Fringe projection profilometry (FPP) has been one of the most popular
non-contact methods for 3D surface measurement in recent years. DLP
is the most widely used fringe pattern projection technology. Some
researchers proposed a new method, using a single axial MEMS scanning
mirror, to produce the fringe pattern in recent years. However, they all
have their inherent problems. In this paper, we proposed a high-quality
fringe projection method using a biaxial MEMS scanning mirror and a
laser diode (LD). And did a contrast between the proposed method and
these two methods.

The basic steps involve that laser diode beam is conducted to MEMS
mirror, and the reflected beam is scanned by fast and low-speed rotation
of two axes to form a 2D light field. With the help of synchronizing

laser intensity modulation, a sinusoidal analog grating with continuous
intensity distribution and large depth of field is generated and projected
onto object’s surface. Capturing the deformed grating image from a
triangular-positioned camera the surface height distribution can be
calculated. By using this method, we can obtain a fringe pattern which
has a quality.

A contrast between proposed methods with DLP system had been done
in this paper. When we project a fringe pattern, the pattern we get is the
convolution of the original image and the PSF (point spread function)

of the system. As to DLP projector, every pixel is a micro-mirror unit.
The PSF of a DLP system consists of the optical blur, the optical transfer
function (OTF), and the shape of a micro-mirror. Unfortunately, the
radius of OTF in a DLP system increase rapidly when the imaging plane
is away from the focal plane. So the Depth of field of a DLP system is
very shallow. The situation to a biaxial MEMS projection system is quite
different. The PSF of this system determined by the shape of the spot
produced by the laser diode. It approaches a 2D Gaussian function. And
radius of the spot changes little when the imaging plane is away from
the focal plane. Due to the difference in PSF, the fringe pattern produced
by proposed method have a longer depth of field, which is almost 10
times that of DLP system. The extension in depth of field increases the
measurement range of FPP.

Some researchers using a single axial MEMS scanner and prism to
produce a 2D fringe pattern. In this paper, we did a contrast between the
fringe pattern produced by single axial MEMS scanner and biaxial MEMS
scanner. By using single axial MEMS scanning mirror, it can just project a
single direction of the fringe pattern, which limits the applications of FPP.
Moreover, each column (the direction of phase line) consist only one spot
(for LD) in single axial MEMS scanner. However, there are more than 500
spots in each column in biaxial MEMS scanner, which weakens the speckle
effect. In addition, because of the prism, it is difficult to guarantee the
uniformity of the fringe pattern. Besides, the noise coming from the prism
will be amplified as well.

Due to these factors. Biaxial MEMS scanner can produce higher
performance fringe pattern, which brings a higher accuracy and longer
measurement range in FPP.

10329-182, Session PS1

A high-speed full-field profilometry with
coded laser strips projected by a MEMS
scanning mirror

Guanliang Zhang, Xiang Zhou, Rui Jin, Chang da Xu,
Dong Li, Xi’an Jiaotong Univ. (China)

Recent years, optical three-dimensional measurement technology is
widely used in industrial detection, medical health, digital entertainment
and many other fields, especially in the field of industrial on-line
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inspection. 3-D reconstruction using coded structured light is considered
one of the most reliable techniques to reconstruct object surfaces
because of its non-contact, high precision and fast speed.

Fringe projection profilometry with surface structured light has the
advantages of fast, high speed and full-field scan. But it is easily disturbed
by the surface reflection of the object, and in case of dark objects, it is
not reliable. Line structure light measurement, using stripe laser, is more
robust in case of scanning reflective metal objects or dark objects. But

it needs mechanical device to control its movement, which decides the
accuracy of the result. And camera with high frame rate is requested in
order to increase the speed. Accurate mechanical movement device and
high-frame-rate camera are difficult to realize.

To solve these difficulties, we propose a high-speed full-field profilometry,
which uses coded laser strips projected by a MEMS scanning mirror. The
MEMS scanning mirror with red (R), green (G) and blue (B) laser sources,
which is focused on full-field imaging display application recently,

gives another choice of projectors. The mirror could take place of the
mechanical movement device with its high speed and accurate, and color
laser sources support more coding method of light. Besides, a method
with gray code and color code is used to decrease the frames number of
projection, retaining the advantage of line structure light measurement.
At first, the gray code divides the projector’s field of view into four parts;
and then, seven stripes coded by different color (R, G, B, RG, RB, GB,
RGB) are projected on every part. Thus, 28 stripes in total are projected
at the same time, and a 1 000-pixel scan can be completed in 36 frames.
An ordinary camera could reach the frame rate of 30. The scan time is no
more than 1.5 seconds.

In the experiment, we use a laser MEMS scanner and two color cameras.
The laser MEMS scanner projects gray code and coded stripes, with two
color cameras collecting the modulated pattern on the measured object.
Every laser stripe is distinguished by gray code of the part and hue of the
stripe color. The color cameras compose a stereo vision system so that
the three-dimensional data is reconstructed according to triangulation.
The sum of three - dimensional data reconstructed from every single
frame image is the full-field surface through the scan.

This profilometry uses a MEMS scanning mirror to take place of accurate
mechanical movement device, which could deal with the surface
reflection and scan the full field with high speed. The stripes coding
method of gray code and color code makes the profilometry fast, robust
and reliable.

10329-183, Session PSI

A hybrid structured-light measurement
using a laser MEMS scanner

Jiayu Guo, Xi’an Jiaotong Univ. (China); Xiang Zhou,
Dong Li, Chao Wang, Xi’an Jiaotong Univ. (China);
Zixuan Fei, Xi’an Jiaotong Univ. (China)

The Fringe Projection System (FPS) and the Laser Stripe Projection
System (LSPS) both have the limitations in 3D measurements. If we need
to obtain the accurate 3D structure of a complex and uneven surface,
which is composed of reflective parts,

diffuse parts and black parts together, neither of the systems could
manage it individually in a low cost. To bypass these difficulties, we
propose a system combining these two ways of projections together
using a Laser MEMS Scanner?which could project fringe patterns and
scanning-laser-stripes both.

The Laser MEMS Scanner and the principle of the measuring structure is
introduced.

Here is a brief introduction of the measuring procedures. Get the
disparity map and quality map in FPS model?then get two maps in LSPS
model?combine two disparity maps into a reliable one according to the
quality maps?reconstruct the surface of the object with the disparity map.
The procedures are detailed in the paper.

We also propose two methods for the measuring procedures: The method
for extracting the laser stripe correctly in the low-contrast images and
from the reflective noise and the method for calculating the quality map.

Finally, the experiments to verify the proposed method and evaluate the
system performance are ongoing at this moment. The simple objects can
be reconstructed successfully. The black-and-white objects and the metal-
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plastic-combined objects will be reconstructed in the system?with the
estimated accuracy less than 0.5mm . We’ll show the experimental results
in the presentation.

10329-28, Session 7

Suppression of contrast-related artefacts
in phase-measuring structured light
techniques

Jan Burke, Fraunhofer-Institut fUr Optronik,
Systemtechnik und Bildauswertung (Germany); Liang
Zhong, Karlsruher Institut fur Technologie (Germany)

Optical metrology using phase measurements has benefited significantly
from the introduction of phase-shifting methods, first in interferometry,
then also in fringe projection and fringe reflection. As opposed to
interferometry, the latter two techniques generally use a spatiotemporal
phase-shifting approach: A sequence of fringe patterns with varying
spacing is used, and a phase map of each is generated by temporal phase
shifting, to allow unique assignments of projector or screen pixels to
camera pixels.

One ubiquitous problem with phase-shifting structured-light techniques
is that phase artefacts appear near regions of the image where the
modulation amplitude of the projected or reflected fringes changes
abruptly, e.g. near dirt/dust particles on the surface in deflectometry or
bright-dark object colour transitions in fringe projection. Responses in the
phase maps will appear that are not plausible as an actual surface feature.
The phenomenon has been known for a long time but is usually ignored
because it does not compromise the overall reliability of results.

In deflectometry, however, often the objective is to find and classify small
defects, and of course it is then important to distinguish between bogus
phase responses caused by fringe modulation changes, and actual surface
defects. We present, for what we believe is the first time, an analytical
derivation of the error terms, study the parameters influencing the phase
artefacts, and suggest some simple algorithms to minimise them.

10329-29, Session 7

3D geometry measurement of hot
cylindrical specimen using strucctured
light

Lorenz Quentin, Ridiger Beermann, Leibniz Univ.
Hannover (Germany)

Inline process control by 3d geometry measurement is an important part
of the cost-effective production of high precision components. Within
the Collaborative Research Centre (CRC) 1153, funded by the German
Research Association (DFG), a production chain for high performance
hybrid components is developed. These so called Tailored Forming
components are composed out of two or more materials, bonded at

a discrete joining zone. The inspection of the components is needed

to early detect errors and exclude defective components from further
processing steps to save costs e.g. through reduction of wear of the
used tools. Measurement times are key while developing efficient inline
inspection systems in a production chain since the measurement process
needs to sync with other processing steps.

Many of the production steps in the CRC 1153 are hot forming processes,
so conventional tactile measurement systems cannot be used due to

the requirement of standard ambient temperature. State of the arts on
the topic of non-tactile 3d geometry measurement are current setups of
structured light techniques, e.g. based on fringe projection or laser light-
section. It is usually used to analyse geometry deviations of specimen. In
this case the acquired data can also be used to localise the joining zone
and to monitor the shrinking process during scheduled cooling phases.
This may lead to a non-destructive prediction on residual stress without
using a high cost diffractometer.

We present a fringe projection system to measure hot Tailored Forming

specimen in between production processes. The used, high power,
green light projector is based on Tl DLP technology to create the
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highest possible contrast between fringes on the red glowing specimen.
It has a resolution of 1140 x 912 pixels, arranged in a diamond shape

and can project up to 120 images per second. We use green bandpass
(532 nm) and NIR filters on the camera optics to block unwanted
incoming radiation from the specimen due to self-emission. Commercial
measurement standards are not calibrated for temperatures other than
20 °C, so they cannot be used to validate measurement data at the
required temperatures up to 1050 °C. We use a uniformly heated pipe
made of stainless steel as a dummy specimen to examine the measured
geometry data. A thermal imaging camera secures the exact temperature
and the homogenous heating of the pipe so the expansion can be easily
calculated using the thermal expansion coefficient. Different angles of
impact and triangulation angles are investigated to identify the effects
of hot ambient air on the measurement of hot specimen. The impact

of different surface qualities is examined to check the need for pre-
processing steps in the measurement routine.

10329-31, Session 7

Phase-shifting profilometry using binary
patterns projection with projector
defocusing

Dongliang Zheng, Southeast Univ. (China); Qian Kemao,
Nanyang Technological Univ. (Singapore)

Phase-shifting profilometry using binary projection is the most promising
technique for high-speed 3D measurement. The 3D profile is constructed
by using phase information determined from the camera captured
patterns. A phase-shifting algorithm is used to calculate the wrapped
phase. The calculated phase is always wrapped in the interval (-w, w], and
contains 2w phase discontinuities. To retrieve the continuous absolute
phase, a temporal phase unwrapping method using the so-called Gray-
code patterns is widely used. In this technique, when the projector is
properly defocused, sinusoidal patterns can be generated by projecting
binary patterns. To calculate high-quality phase, binary patterns should
be specially designed to generate high-quality sinusoidal patterns. The
squared binary patterns have been used. Because squared patterns
generate lots of high-frequency harmonics, which result phase error

in the calculated phase. A high defocusing level can suppress these
high-frequency harmonics but reduces fringe contrast. A large step
phase-shifting algorithm can improve the phase quality but uses a large
number of binary patterns. The pulse width modulation (PWM) technique
is introduced to suppress high-frequency harmonics and improve phase
quality using a small number of binary patterns. The dithering technique
performs better than the squared and PWM modulated binary patterns
for fringe patterns with a large fringe period. In this paper, a simple
method is introduced to design binary patterns based on the symmetry
and periodicity of sinusoidal distribution. A small binary patch is flexibly
selected to generate the whole size of binary patterns. The projector
defocusing can be approximated by a Gaussian filter. The selected binary
patch is optimized by randomly assigned “0” or “1” values for each pixel.
Because the size of the binary patch is much smaller compared with the
previous method, the optimal binary patterns can be easily obtained, and
high quality phase can be calculated even for the projector with a slight
defocusing level. The calculated phase needs to be retrieved before 3D
reconstruction. In the real measurement, the temporal phase unwrapping
methods are commonly used. The Gray-code method is more practical

as its robustness. However, owning to the defocused projector and the
discrete sampling of the camera, the Gray-code method always generates
unwrapping errors near 2w phase discontinuities. The unwrapping errors
can be deemed as impulsive noise in the absolute phase map. To remove
this kind of noise, a few methods have been proposed, which work well
for the object with smooth surface. However, for the objects with complex
surface, it is difficult to remove noise and preserve edges. The median
filter works effectively to remove impulsive noise. Therefore, an adaptive
median filter is introduced to effectively remove this noise. A small-size
of 1D median filter is first applied to the retrieved absolute phase. A
large-size of 2D median filter is then applied to some remaining noise
close to the edges. Because the median filter reduces the measurement
resolution, a congruent operation is presented in the context of precision
measurement, which makes that the output of the current pixel is
expected to be indeed its own value. By projecting the designed binary
patterns and introducing the adaptive median filter, high-quality phase
can be determined for the high-speed 3D measurement.
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10329-179, Session 7

High-throughput single-shot
hyperspectral interferometer for areal
profilometry based on microlens array
integral field unit

Pablo D. Ruiz, Jonathan M. Huntley, Loughborough Univ.
(United Kingdom)

Scanning white light interferometry (SWLI) has become an established
technique to measure absolute distance and surface profile of
components with height steps and steep height gradients. The use of

a broadband source eliminates the need for phase unwrapping and
increases the unambiguous measurement range with respect to systems
that use monochromatic light. In SWLI, the object or a Mirau objective is
scanned axially while keeping the reference beam stationary. The surface
height with respect to a datum is then found by detecting the point of
maximum fringe modulation on a pixelwise basis. In a closely related
technique, known as wavelength (or frequency) scanning interferometry
(WSI or FSI), the optical path difference between both arms in the
interferometer remains fixed while the wavelength is scanned over time.

The scanning nature of these approaches imposes stringent
environmental stability requirements during the acquisition of typically
hundreds of interferograms. To overcome this limitation, a ‘single-
shot” method has been proposed in which all the spatial and spectral
information is recorded simultaneously in a single exposure [1, 2].
Known as hyperspectral interferometry (HSI), the output of a white-light
interferometer provides the input to a hyperspectral imaging system
to spatially separate, onto a photodetector array, a set of narrowband
interferograms from a single white-light interferogram. Previously
proposed implementations, however, based on an etalon filter and a
diffraction grating use only ~2% of the available pixels. This limits the
number of measured coordinates to ~200 pixels with an unambiguous
depth range of ~0.3 mm.

In this paper, an alternative way to spatially separate the spectral
information onto the photodetector array is presented. It is based

on a microlens array integral field unit developed in astronomy for
spectral imaging applications where high space-bandwidth product

and throughput are required, and can lead to a pixel usage of over 40%,
i.e.a 20? improvement on previous HSI setups. Using a Linnik type
interferometer, the object is imaged onto a microlens array, where it
interferes with the reference beam. Behind the microlens array white light
spots are produced, which are then dispersed by a grating and imaged as
an array of linear spectra onto a large area photodetector array (see Fig.
1). For each microlens, the optical path between its corresponding point
on the object and the reference beam determines a modulation frequency
along the wavelength axis of its spectrum. Fourier transformation along
these (in the wavenumber domain) leads to a 2-D map of surface height.

Experimental results from various samples are presented, including
validation tests, specular surfaces (see Fig. 2) and rough surfaces that
produce speckle. An array of 35x35 independent points was measured
simultaneously in a square grid with a pitch of 0.1 mm, covering a FOV
of 3.5x3.5 mm"2 and with a depth range of 0.88 mm. An rms height
error of 490 nm was achieved for a flat mirror, mainly dependent on
lens aberrations, and a 15x throughput increase compared to previous
implementations.

References
1. Measurement Science and Technology, 21, 075304, 2010
2. Optics Letters, 2012. 37(3): p. 350-352.

10329-32, Session 8

Comparison of astrophysical Fabry-
Perots with respect to the requirements
of HIRES

Sebastian Schéafer, Philipp Huke, Ansgar Reiners, Georg-

August-Univ. Gottingen (Germany); Francesco Pepe,
Marco Riva, Bruno Chazelas, Observatoire de Geneve
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(Switzerland); Piotr Maslowski, Grzegorz Kowzan,
Nicolaus Copernicus Univ. (Poland)

The detection of atmospheres of exoplanets is one of the aims of

HIRES - the High Resolution Spectrograph, an instrument which will

be used at the E-ELT. To reach the required radial velocity precision of
about 10 cm/s, calibration with more precise sources will be mandatory.
Possible calibration sources are Fabry-Perots (FP). It has already been
demonstrated that the FP perform better than 10 cm/s per night. We give
an overview of the currently used FP in different surveys and compare
their individual features. For the FP which may be used in HIRES we
discuss different configuration, including ring-resonators and pasive or
active length-stabilization. We show that the Finesse and FSR of the FP
needs to be optimized with regard to the resolution of the spectrograph
and we outline a possible solution to meet the requirements of HIRES.

10329-33, Session 8

Comparison of astrophysical laser
frequency combs with respect to the
requirements of HIRES

Jake M. Charsley, Richard A. McCracken, Derryck T. Reid,
Heriot-Watt Univ. (United Kingdom); Piotr Maslowski,
Grzegorz Kowzan, Nicolaus Copernicus Univ. (Poland);
Ansgar Reiners, Philipp Huke, Georg-August-Univ.
Goéttingen (Germany)

Precise astronomical spectroscopy with the forthcoming E-ELT and

its High Resolution Spectrograph (HIRES) will enable detection of
atmospheres of exoplanets. HIRES will experience systematic errors

like intrapixel variations and random variations like fiber noise, caused
by the non-uniform illumination of the coupling fibers. All these errors
will affect the performance of the spectrograph. One goal is to achieve
a radial velocity precision on the order of 10 cm/s. Here, we describe
the requirements for calibration sources which may be used for HIRES.
Precise wavelength calibration with Laser Frequency Combs (LFC), so
called AstroCombs, has been demonstrated with different astronomical
spectrographs and we show a comparison of currently used AstroCombs.
We outline a possible solution to meet the requirements of HIRES with a
single broadband AstroComb.

10329-34, Session 8

The end-to-end simulator for the E-ELT
HIRES high resolution spectrograph

Matteo Genoni, Marco Landoni, Giorgio Pariani, Marco
Riva, INAF - Osservatorio Astronomico di Brera (ltaly);
Elena Mason, Paolo Di Marcantonio, INAF - Osservatorio
Astronomico di Trieste (ltaly); Karen Disseau, Georg-
August-Univ. Gottingen (Germany); Igor Di Varano,
Leibniz-Institut fur Astrophysik Potsdam (Germany);
Oscar Gonzalez, UK Astronomy Technology Ctr. (United
Kingdom); Phillipp Huke, Georg-August-Univ. Géttingen
(Germany); Gianluca Li Causi, INAF - Osservatorio
Astronomico di Roma (ltaly)

We present the design, architecture and results of the End-to-End
simulator model of the high resolution spectrograph HIRES for the
European Extremely Large Telescope (E-ELT).

The End-to-End simulator can be used both by engineers and scientists
to help the design and the building of the spectrograph since it allows
predicting the instrument performance for any given hardware set.

In particular, the photons of any scientifically relevant input source are
traced across the spectrograph down to the detector. The resulting 2D
spectrum can, then, be analyzed by the Data Reduction Software to check
that the designed spectrograph is compliant with the HIRES science cases
requirements.
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In this paper, we will detail the architecture of the simulator and the
computational model which are highly modular, ensuring flexibility. This is
a crucial aspect of any next generation astronomical project like E-ELT in
view of their complexity and realization time-scales.

Eventually we present the synthetic spectra obtained by the current
version of E2E based on the HIRES accuracy requirements. The aim is
to feed these spectra into DRS (Data Reduction Software) to close the
loop and prove that the achieved accuracy in the final radial velocity
measurement is the one expected and compliant with the HIRES very
demanding science cases.

10329-35, Session 8

Calibration of astronomical infra-red
spectrographs: from VLT/CRIRES to the
E-ELT

UIf Seemann, Georg-August-Univ. Géttingen (Germany);
Paul Bristow, Claudio Cumani, Reinhold J. Dorn,
European Southern Observatory (Germany); Roman
Follert, Artie P. Hatzes, Thldringer Landessternwarte
Tautenburg (Germany); Ulrike Heiter, Uppsala Univ.
(Sweden); Renate Hinterschuster, Derek J. Ives, Yves
Jung, Barbara Klein, European Southern Observatory
(Germany); Alexis Lavail, Uppsala Univ. (Sweden);
Jean-Louis Lizon, European Southern Observatory
(Germany); Thomas Marquart, Uppsala Univ. (Sweden);
lgnacio Molina-Conde, European Southern Observatory
(Germany); Ernesto Oliva, INAF - Osservatorio
Astrofisico di Arcetri (Italy); Jérébme Paufique, European
Southern Observatory (Germany); Nikolai E. Piskunov,
Uppsala Univ. (Sweden); Ansgar Reiners, Georg-August-
Univ. Gottingen (Germany); Eric Stempels, Uppsala Univ.
(Sweden)

CRIRES+ is the premier astronomical high-resolution, infra-red
spectrograph at the European Southern Observatory Very Large
Telescope coming online in 2018. The project provides a state-of-the art IR
spectrograph in a unique and highly anticipated parameter range, tailored
to tackle exoplanet science in the 1-5um range at highest spectral and
spatial resolution. This is facilitated by new and innovative IR calibration
techniques in CRIRES+, including a novelty IR etalon, infra-red gas-cells,
and a metrology system that enables self-calibration of the spectrograph.
The instrument is currently being integrated and under test in the
laboratory. The talk will dicuss the calibration unit strategy and
implementation, and report first performance results. Emphasis will

be put on lessons learnt and how to meet the challenges imposed by
calibration units of E-ELT IR spectrographs.

10329-36, Session 8

Atomic layer sensitive in-situ plasma etch
depth control with reflectance anisotropy
spectroscopy (RAS)

Christoph Do6ring, Ann-Kathrin Kleinschmidt, Lars
Barzen, Johannes Strassner, Henning Fouckhardt,
Technische Univ. Kaiserslautern (Germany)

Reflectance anisotropy spectroscopy (RAS) allows for in-situ monitoring
of reactive ion etching (RIE) of monocrystalline IlI-V semiconductor
surfaces.

During RAS the sample to be etched is illuminated with linearly polarized
light under nearly normal incidence. Commonly the spectral range is
between 1.5 and 5.5 eV. Typically the spectrally resolved difference in
reflectivity for two orthogonal linear polarizations of light is measured -
for example for cubic lattices (like the zinc blende structures of most IlI-V
semiconductors) polarizations along the [110] and the [-110] direction.
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The signal is caused by local anisotropies on the surface due to ablations
on the etch front and comes along with an elliptical polarization of the
reflected light.

The time and photon energy resolved spectra of RAS include
reflectometric as well as interferometric information. Hence light waves
with wavelengths well above 100 nm (even inside the material) can be
successfully used to monitor surface structures with characteristic heights
or resolution of some tens of nanometers. The shrinking layers act as
optical interferometers and lead to Fabry-Perot oscillations in the signal.

Our experimental data show even better resolution in an etch regime
with very low etch rates and high RAS scanning rate. For certain photon
energies we detect monolayer oscillations in the mean reflectivity, which
gives the best possible resolution in etch depth monitoring and control,
i.e. the atomic scale.

10329-37, Session 8

Photo-vibrational spectroscopy using
quantum cascade laser and laser Doppler
vibrometer

Yu Fu, Huan Liu, Qi Hu, Jiecheng Xie, Nanyang
Technological Univ. (Singapore)

Photoacoustic/photothermal spectroscopy is an established technique for
detection of chemicals and explosives. However, prior sample preparation
is required and the analysis is conducted in a sealed space with a high-
sensitivity sensor coupled with a lock-in amplifier, limiting the technique
to applications in a controllable laboratory environment. Hence, this
technigue may not be suitable for defense and security applications
where the detection of explosives or hazardous chemicals is required in
an open environment at a safe standoff distance. In this study, chemicals
in various forms were excited by an intensity-modulated quantum
cascade laser (QCL), while a laser Doppler vibrometer (LDV) was

applied to detect the vibration signal resulting from the photocoustic/
photothermal effect. The photo-vibrational spectrum obtained by
scanning the QCL’s wavelength in MIR range, coincides well with the
corresponding spectrum obtained using typical FTIR equipment. The
experiment in short and long standoff distances demonstrated that the
LDV is a capable sensor for chemical detection in an open environment.

10329-38, Session 9

Three-dimensional Dammann confocal
microscopy (/nvited Paper)

Changhe Zhou, Shanghai Institute of Optics and Fine
Mechanics (China)

Distorted and three-dimensional (3D) Dammann confocal microscopy is
proposed based on introducing distorted and 3D Dammann gratings into
traditional confocal microscopy. Distorted Dammann grating is developed
from distorted grating whose grooves are curved for achieving multiple
axial imaging at one single plane according to the Dammann-encoded
distorted grooves. 3D Dammann grating is a combinative diffractive
optical element which could produce three-dimensional array around
the focal point of a microscopic lens. Here the combinative means that
3D Dammann grating is composed of two diffractive optical elements,
one is a usual Dammann grating and the other is a Dammann zone
plate. Dammann grating is a well-known diffractive optical element

that could produce multiple equal-intensity light spots at the Fourier-
transforming plane, while a Dammann zone plate is a circularly-encoded
diffractive optical element which could generate equal-intensity focal
spots along the axial direction symmetrically from the original focal
point of a microscopic lens. Dammann zone plate is called “Dammann”
zone plate because its encoding data of the circularly phase-modulated
plate is directly from the original data of Dammann gratings, based on
the fact that the axial direction at the focal spot of a lens and the radius’
square of the circular diffractive zone plate has a Fourier-transforming
relationship. Since Dammann grating is a Fourier-transforming binary
diffractive optical element, and Dammann zone plate is also a Fourier-
transforming optical element with its radius’ square encoded in binary
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phase modulation, so it is not necessary to re-optimize such a binary
phase modulation of the circular zone plate, and it is simple to directly
borrow the optimized data from Dammann grating for encoding the
circular radius of Dammann zone plate. It should be noted that Dammann
zone plate is different from the conventional Fresnel zone plate. Fresnel
zone plate is a classical diffractive optical element which has been
introduced in almost every optics class book in university course. Fresnel
zone plate is based on the diffractive orders of a circular phase plate,
while Dammann zone plate is based on the Fourier-transforming relation
between the axial direction around the focal point of a microscopic lens
and the radius’ square of its phase modulated aperture of the lens. The
conventional confocal microscopy usually has a single focal point, it could
obtain three-dimensional profile of object by scanning the object. But it
is hard to get an overall imaging of the changing cell with a single shot.
Dammann STED microscopy, including 3D Dammann STED microscopy,
could achieve 2D/3D superresolution using two wavelength lasers. Using
distorted and three-dimensional Dammann gratings, it shows a new
confocal microscopy which could obtain three-dimensional information
of object faster and more convenient than the usual single-focal-point
confocal microscopy, therefore, novel Dammann-based microscopy
should be useful for practical applications.

10329-39, Session 9

Optical inspection of hidden MEMS
structures

Johann Krauter, Marc Gronle, Institut fir Technische
Optik (Germany); Wolfgang Osten, Univ. Stuttgart
(Germany)

Nowadays, micro-electro-mechanical-systems (MEMS) are contained in
almost every modern device. In vehicles, the airbag or electronic stability
program operates on MEMS-based sensors. MEMS pressure sensors in the
automobile engine ensure less fuel consumption and modern cellphones
become “smart” only with MEMS-based devices, which are used for
detecting or controlling of motion, pressure or camera focus among
others.

The production of MEMS is a fully automated process. The basic

process flow of the MEMS structures consists of material deposition,
lithographically pattering and etching techniques. In these steps, the
structures are still optically accessible for inspection or error localization.
A final step is the bonding of a silica cap wafer on top to protect the
MEMS. Afterwards the functionality can be influenced, since the capping
can induce tension. In addition to the electronical test, an optical
inspection of the MEMS through the cap would be helpful, because more
than 90 % of the production costs occur only during the dicing and
packaging of the entire device. Further, in case of a failed electronic test
the defect cannot be localized. In order to analyze the topography using
state-of-the-art optical metrology techniques, the silica cap has to be
removed prior to the measurement. However, this step is quite complex
and the structure of the MEMS might change again.

In this paper, an optical sensor is presented which is able to register the
topography of the MEMS structures inside the already closed wafer-stack.
In order to achieve this, the boundary conditions for optical inspection

of these MEMS structures are first discussed. As most crucial limitation,
this is only feasible with short infrared light (SWIR), since the absorption
of silica drops rapidly for wavelengths above 1.1 um. Additionally, high
axial accuracies are required in order to resolve slightly bent MEMS
fingers. Various known measurement techniques in the field of optical
surface metrology are therefore analyzed and compared with regard

to their applicability for these requirements. Promising candidates are
confocal microscopy (CM), which is suitable for the inspection of multi-
layer reflective objects, as well as low-coherence interferometry as an
established technique for high precision measurements in the sub-micron
range. Examples hereby are the optical coherence tomography to resolve
multi-layered technical or biological objects or the scanning white-light
interferometry (SWLI) to detect one layer with sub-lambda accuracy.

The most appropriate sensor is a Linnik-type SWLI sensor, operating in
the SWIR wavelength range, whose design and setup is presented in the
second part of this publication. Since the MEMS cover is considered as

a plane-parallel plate, spherical aberration badly influences the imaging
performance. However, this can be corrected by using special microscope
objective lenses. The axial scan of the sensor is done by a piezo actuator
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in order to receive the desired SWLI wavelet. The final height information

is then obtained by applying a phase-accurate signal evaluation based on
a lock-in technique. First height measurement of MEMS are shown, where

the topography of the smallest MEMS fingers with a structure size of 2 um
is resolved.

10329-40, Session 9

Confocal unrolled areal measurements of
cylindrical surfaces

Aitor Matilla Ayala, Carlos Bermudez, Jordi Mariné,
Sensofar-Tech, S.L. (Spain); Cristina Cadevall, Sensofar-
Tech, S.L. (Spain) and UPC-CD6 (Spain); David Martinez,
Sensofar-Tech, S.L. (Spain); Roger Artigas, Sensofar-
Tech, S.L. (Spain) and UPC-CD6 (Spain)

Confocal microscopes are widely used for areal measurements thanks to
its good height resolution and the capability to measure high local slopes.
For the measurement of large areas while keeping few nm of system
noise, it is needed to use of high numerical aperture objectives, move

the sample in the XY plane and stitch several fields together to cover

the required surface. Other technologies such are Coherence Scanning
Interferometry (CSI) and Focus Variation (FV) are also widely used for
the measurement of technical surfaces. Each technology has its own
advantages and disadvantages. For instance, Inteferometry provides

the highest vertical resolution independently of the numerical aperture
of the objective, but | has the drawback of being highly sensitive to
vibration and requires large amount of acquired images to extract the
areal information. Focus Variation has the benefit of being very robust
for the measurement of rough surfaces, but it requires high numerical
aperture to achieve high vertical resolution. For low magnification
objectives, Focus Variation is more suitable for the measurement of the
form and waviness components of a surface more than its texture. In this
paper we are proposing the measurement of cylindrical surfaces, which in
principle can be measured with any of the above technologies. We have
selected Confocal as the first step in our research to implement this new
acquisition methodology, despite this does not limits the use of CSl or FV
in future developments.

On cylindrical surfaces a rotational stage is used to measure fields along
the round surface and stitch them in order to obtain a complete 3D
measurement. The required amount of fields depends on the microscope’s
magnification, as well as the cylinder diameter. However, for small
diameters, if the local shape reaches slopes not suitable for the objective
under use, the active field of the camera has to be reduced, leading to an
increase of the required number of fields to be measured and stitched.
This is even more evident when measuring the cylinder shape with low
magnification optics, where the maximum permissible local slope is
relatively low, and thus the amount of image used is even less. Calibration
of Confocal measurements on tilted surfaces is not as simple as removing
the residual flatness error taken on a flat reference mirror. The original
raw aberration of the optics changes the field curvature amount with

the tilt of the imaging object, making to appear a low frequency error
that increases in amplitude with the tilt. On cylindrical surfaces this is a
continuous effect and it is difficult to correct, and despite this error most
of the times lies lower than the texture components of the surface, it
appears on the stitching between fields. Such error may be considered as
a low frequency error of the surface itself, but in reality it is not.

In this paper we show a new approach for areal measurements of
cylindrical surfaces that uses a rotational stage in combination with a slit
projection confocal arrangement and a high-speed camera. An unrolled
confocal image of the cylinder surface is build by rotating the sample and
calculating the confocal intensity in the center of the slit using a gradient
algorithm. A set of 3602 confocal images can be obtained at different
heights of the sample relative to the sensor and used to calculate an
unrolled areal measure of the cylinder.

This method has several advantages over the conventional one such

as reduced measurement time, and no stitching required, making the
previous described error not appearing and thus much more reliable
data for post-processing. In addition, the result shows less residual
flatness error since the surface lies flat in the measurement direction in
comparison to field measures where the highest slope regions will show
field distortion and non-constant sampling.
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We have also studied the influence on the areal measurements of wobble
and run-out introduced by the clamping mechanism and the rotational
axis. This two errors manifest on the measured topography as low
frequency components that most of the times have a wavelength equals
to one full turn of the surface. By identifying such form errors from the
series of the confocal images, it is possible to predict their amplitude and
isolate the components on the topography corresponding, subtracting
them from the raw data. This method provides closer areal surface
topography to the real one than any other existing method today.

10329-41, Session 9

Transfer characteristics of optical
profilers with respect to rectangular edge
and step height measurement

Weichang Xie, Sebastian Hagemeier, Univ. Kassel
(Germany); Jorg Bischoff, Technische Univ. Imenau
(Germany); Peter Lehmann, Univ. Kassel (Germany);
Eberhard Manske, Technische Univ. Imenau (Germany)

Optical profilers are mature instruments used in research and industry
to study surface topography features. Although the corresponding
standards are based on simple step height measurements, in practical
applications these instruments are often used to study the fidelity of
surface topography.

In this context it is well-known that in certain situations a surface profile
obtained by an optical profiler will differ from the real profile. With
respect to practical applications such deviations often occur in the vicinity
of steep walls and in cases of high aspect ratio.

In this contribution we compare the transfer characteristics of different
3D optical profiler principles, namely white-light interferometry, focus
sensing, and confocal microscopy. Experimental results demonstrate that
the transfer characteristics do not only depend on the parameters of the
optical measurement system (e. g. wavelength and coherence of light,
numerical aperture, evaluated signal feature, polarization) but also on
the properties of the measuring object such as step height, aspect ratio,
material properties and homogeneity, rounding and steepness of the
edge, surface roughness. As a result, typical artefacts such as batwings
occur for certain parameter combinations, particularly at certain height-
to-wavelength ratio (HWR) values. Understanding the mechanisms
behind these phenomena enable to reduce them by an appropriate
parameter adaption. However, it is not only the edge artefacts, but also
the position of an edge that may be changed due to the properties of the
measuring object.

In order to investigate the relevant effects theoretically, several models
are introduced. These are based on either an extension of Kirchhoff’s
diffraction theory, and Richards-Wolf modeling as well as rigorous
coupled wave analysis (RCWA). Although these models explain the
experimental effects quite well they suffer from different limitations,
so that a quantitative correspondence of theoretical modeling and
experimental results is hard to achieve.

Nevertheless, these models are used to study the characteristics of the
measured signals occurring at edges of different step height compared to
signals occurring at plateaus. Moreover, a special calibration sample with
continuous step height variation was developed to reduce the impact of
unknown sample properties. We analyzed the signals in both, the spatial
and the spatial frequency domain, and found systematic signal changes
that will be discussed. As a consequence, these simulations will help to
interpret measurement results appropriately and to improve them by
proper parameter settings and calibration and finally to increase the edge
detection accuracy.

10329-42, Session 9

Focus-variation microscopy for
measurement of surface roughness and
autocorrelation length

Erich N. Grossman, National Institute of Standards and
Technology (United States)
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Spatial bandwidth limitations frequently introduce large biases into the
estimated values of RMS roughness and autocorrelation length that are
extracted from topography data on random rough surfaces. The biases
can be particularly severe for focus-variation microscopy data because
of the reduced lateral resolution (and therefore dynamic range) inherent
in the technique. In this paper, we describe a measurement protocol

- essentially a deconvolution algorithm - that greatly reduces these
biases. The measurement protocol is developed for the case of surfaces
that are isotropic, and whose topography displays an autocovariance
function that is exponential, with a single autocorrelation length. The
protocol is first validated against Monte Carlo-generated mock surfaces
of this form that have been filtered so as to simulate the lateral resolution
and field-of-view limits of a commercial focus-variation microscope. It

is found that accurate values of roughness and autocorrelation length
can be extracted over a four octave range in autocorrelation length by
applying the protocol, whereas errors without applying the protocol are
a minimum of 30% even at the absolute optimum autocorrelation length.
Then, microscopy data on eleven examples of rough, outdoor building
materials are analyzed using the protocol. Even though the samples
were not in any way selected to conform to the model’s assumptions, we
find that applying the protocol yields extracted values of roughness and
autocorrelation length for each surface that are highly consistent among
datasets obtained at different magnifications (i.e. datasets obtained with
different spatial bandpass limits).

Fig. 8a(left). Deviation between extracted values of RMS roughness from
a 512x512 pixel mock topography and the actual value. Red points indicate
first-order estimates (i.e. ) from the unfiltered topography, that has a
resolution pixel. They show a ~5 octave wide plateau of accuracy, where

. Green points indicate first order estimatesfrom the mock topographies
that have been filtered to simulate the instrument’s actual lateral
resolution. The plateau has disappeared, and all estimates are biased low
by a large factor. Blue points indicate the corrected estimates, i.e., after
the correction protocol of §lll is applied. Most of the plateau of accuracy
is recovered. Fig. 8b(right) The corresponding deviation between
extracted values of autocorrelation length and the actual value . Again,
the first-order estimates on filtered mock topographies show no plateau
of accuracy whatsoever, although for smallthe estimates are biased high
and for largethey are biased low. Again, the correction protocol of §llI
recovers most of the plateau of accuracy.

10329-43, Session 10

Sub-diffraction surface topology
measurement using a microsphere
assisted Linnik interferometer (/nvited
Paper)

Paul C. Montgomery, Sylvain Lecler, Audrey Leong-Hof,
Univ. de Strasbourg (France); Stéphane Perrin, Pierre
Pfeiffer, Univ. de Strasbourg (France)

Microscopic surface topology measurement is an important aspect

of industrial inspection. Optical and near field scanning techniques

are increasingly replacing the use of the traditional mechanical stylus.
The reasons for this are that they provide better lateral resolutions

and higher measurement speeds. While near field techniques provide
lateral resolutions down to several nm, they are fundamentally limited in
measurement speed by the need for lateral tip scanning. The different

far field optical techniques typically used are interference microscopy,
confocal microscopy, structured illumination microscopy (SIM) and
tomographic diffractive microscopy (TDM). The advantages of remaining
in the far field [1] are the larger fields of view of hundreds of um to
several mm and the higher measurement speeds, ranging from several
seconds to several minutes depending on the volume measured. The main
disadvantage compared with near field techniques is the lateral resolution
that is limited by diffraction to about lambda/2, or between 200 nm to
500 nm in the visible region. Improvements in lateral resolution to better
than 100 nm have been achieved by means of increasing the synthetic
aperture, in the case of SIM by using a projected high resolution grid [2],
and in TDM, by changing the solid angle of illumination [3].

One of the most commonly used far field techniques is interference
microscopy, mainly because of its very high axial measurement sensitivity
of less than 1nm and its ease of use. Nonetheless, the disadvantage
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remains the limited lateral resolution which is over two orders of
magnitude worse than the axial measurement sensitivity. In the field of
high resolution 2D imaging, an important technique introduced several
years ago is the use of a microsphere placed on the sample in front of
the microscope objective, with a lateral resolution of 50 nm in the best
conditions [4]. More recently, in 2016, the microsphere technique was
successfully combined with interferometry by several groups in a major
step forward in reducing the gap between lateral resolution and axial
measurement sensitivity [5-7]. In this paper we present some of our own
first results of combining the microsphere technique with a white light
Linnik interferometer and demonstrate a lateral resolution of lambda/4
and an axial measurement sensitivity of several nm.

Results are shown on the measurement of calibrated square profile
gratings with periods ranging from 300 nm to 1.2 um, with minimum
feature sizes from 150 nm to 600 nm and heights from 140 nm to 190 nm,
with a field size of several um, dependent on the microspheres used (6
um to 35 um). While the smaller period structures are not visible directly,
they become visible and measurable through the microsphere. Some first
results are also shown on small more random structures such as anodised
aluminium. An analysis using rigorous electromagnetic simulations is also
given to help understand the imaging process of the technique and the
implication of the photonic nanojet phenomenon. These first experimental
and simulation results clearly indicate that this is a significant new
technique that opens new possibilities for surface metrology beyond the
diffraction limit.
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10329-44, Session 10

Measurement, certification and use of
step height calibration specimens in
optical metrology

Peter J. de Groot, Danette Fitzgerald, Zygo Corporation
(United States)

An important routine task in industrial inspection is the calibration of
the height scale for surface topography instruments. For dimensional
measurements, calibration involves comparison with a reference value
that provides traceability to the Sl unit of length, the meter. Potential
outcomes of calibration include adjusting the instrument to provide data
with greater accuracy, or simply verifying that the instrument is working
properly and is reporting results with the expected uncertainty.

There are many ways of calibrating surface height measuring instruments,
ranging from interferometry with a known reference wavelength to
comparison with a reference or primary metrology instrument. A
convenient technique is the use of material measures that have been
examined and certified using a primary instrument at a National
Metrology Institute or at a qualified lab. For surface height calibration,
the most common technique relies on a type PGR (or type Al) material
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measure, consisting of a flat reference area with a rectangular groove or
plateau offset by specified step height.

Somewhat surprisingly, there is not as yet a standardized procedure for
measuring step heights and interpreting the results of 3D measurements.
Published standards, including ISO 5436-1 and ASME B46.1, govern the
use of step specimens for 2D profile instruments such as stylus gages.
There is currently a discussion on this topic in the context of the emerging
ISO 25178 documents related to areal surface topography instruments
such as confocal, focus variation and interference microscopes. Key
questions relate to the reference and measurement evaluation areas,

the use of filtering, definition of valid data points, error sources, and the
determination of the step height value from the processed topography
data. The discussion is complicated by the reality that the existing contact
profiler standards are not entirely consistent with each other, nor with
established practice, even for laboratories that certify specimens for use
by industry.

This paper proposes definitions for the reference and measurement

areas of type PGR (A1) material measures for areal surface topography
instruments. The definitions are logical extensions of trace lengths
employed in the 2D profile measurements in the ISO and ASME standards.
The proposed measurement protocol is to acquire and process the surface
topography map, define reference areas 1and 2 and groove or plateau
measurement area 3. A linear least-squares fit plane to the topography
data within the reference level areas 1and 2 establishes a reference

plane, followed by a calculation of the step height d as the average depth
(or height) of the measurement region 3 with respect to this reference
plane. The proposed procedure includes error reduction techniques,
including minimizing residual flatness error and averaging of multiple
measurements. The complete paper will describe alternative methods and
guidance for the calibration, adjustment and verification of areal surface
topography instruments. The paper will also report procedures and results
for the certification of PGR standards in our laboratories to an uncertainty
of 0.3% with a goal of achieving 0.1% in the future.

10329-45, Session 10

Surface profile measurement by using
the integrated Linnik WLSI and confocal
microscope system

Wei-Chung Wang, Ming-Hsing Shen, National Tsing Hua
Univ. (Taiwan); Chi-Hung Hwang, Instrument Technology
Research Ctr. (Taiwan); Yun-Ting Yu, Tzu-Fong Wang,
National Tsing Hua Univ. (Taiwan)

To accurately measure the three-dimensional (3D) surface profile (SP) of
different industrial applications, optical methods have been widely used.
In comparison with contact methods, optical methods are characterized

by possessing non-contact, high resolution and whole field measurement
capability.

The white-light scanning interferometer (WLSI) and confocal microscope
(CM) are the two major optical systems for measuring 3D SP of micro
specimens. Since the vertical scanning signals must be sufficient and
complete to calculate zero optical path difference positions, WLSI

is suitable for measuring smooth and low-slope surfaces, such as
semiconductor and thin-film-transistor liquid-crystal display. CM is
suitable for measuring rough, uneven-reflective and low-reflective
surfaces in which the depth information is analyzed by using signal
intensity and image sharpness. CM is popular in printed circuit board
industry as well as assembly and test processes of semiconductor
industry. Nevertheless, before implementing WLSI and CM, both vertical
and horizontal scans are needed. Therefore, in this paper, Linnik white-
light scanning interferometer (Linnik WLSI) and CM were integrated into
an optical microscope system to accommodate the measurement needs
of 3D SP of specimens of different micro structures.

A common part assembled by tubes, lenses and interferometer was used
to conjunct finite and infinite optical systems for Linnik WLSI and CM in
the self-assembled optical microscope. By adopting the flexibility of tubes
and lenses, switching to perform two different optical measurements can
be easily achieved. Furthermore, based on shape from focus method, CM
was developed with energy of Laplacian filter. The on focal information

of each pixel was enhanced so that all-in-focus image for 3D SP can

be measured and analyzed simultaneously in the CM. As for Linnik
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WLSI, eleven-step phase shifting algorithm was used to analyze vertical
scanning signals and the 3D SP within DOF was also determined. The
magnifications of Linnik WLSI and CM are 40X and 60X, respectively. The
associated horizontal spatial resolutions of Linnik WLSI and CM are 0.2
?m/pixel and 0.15 ?m/pixel, respectively.

10329-46, Session 10

Application of a multilayer surface
approach for the estimation of material-
dependant optical properties for ellipso-
height-topometry

Abdullah Karatas, Matthias Eifler, J6rg Seewig,
Technische Univ. Kaiserslautern (Germany)

When coherence scanning interferometry is applied for the high-
resolution topography measurement of micro-structured technical
surfaces, phase changes on reflection may occur due to the different
optical properties of the measured sample. The measured interference
fringe phase and the position of the modulation envelope are influenced
by material contrasts. Ellipso-Height-Topometry is a measurement
technique which can measure material-specific ellipsometric angles

and topography both at high lateral resolution on the same pixel raster
leading to maps of height H(x,y) and ellipsometric angles ?(x,y) and
?(x,y). Based on the measured information, it is possible to evaluate the
material composition of the surface, the thickness of covering layers and a
height correction which considers the influence of the material contrasts.
Currently it is possible to calculate the ellipsometric parameters for at
most two layers. In practice there are often more layers. One example

is an aluminum layer which covers an oxidized silicon surface leading

to the three layers of silicon oxide, aluminum and aluminum oxide. Until
now we assume that the basic material and the aluminum layer do no
feature oxide which reduces the number of layers to two. Since there

are more and more applications with diverse surface layers in order to
meet different demands towards engineering surfaces for industrial and
research applications, a robust and efficient algorithm for multiple layers
and an accurate correction of topography height information for different
materials are required.

In our paper, an extended multilayer approach which is capable of
handling additional layers based on a parallelized ray tracing algorithm
using graphic processing units is introduced. For this more accurate
description numerical approaches are utilized since it is not possible to
give an algebraically closed solution for three or more layers. It is possible
to evaluate the layer thicknesses for multiple layers efficiently when the
complex refractive indices of the different materials are known. Using
these considerations, a numerical algorithm is introduced which evaluates
the thickness of multiple layers for known complex refractive index and
measured intensity of reflected rays which were transmitted or reflected
by the optical system of layers before. By applying a damping threshold
in the ray tracing algorithm, the intensity of a finite number of reflected
and transmitted rays can be estimated. The new approach for Ellipso-
Height-Topometry measurement technique is compared with the current
procedures which neglect the existence of an oxide layer for the basic
material.

To experimentally verify the approach and according algorithm, it is
applied for the evaluation of actual surfaces with multiple plane layers
and different materials. With the aid of lithography and sputtering,
test samples of multi-layer surface structures are manufactured with
different materials in order to evaluate the complex refractive index,
the distribution of identified materials and the layer thicknesses within
actual Ellipso-Height-Topometry measurements. The results of the
measurements are compared towards the predicted theoretical results.
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10329-47, Session 11

Combination of a fast white light
interferometer with a phase shifting
interferometric line sensor for form
measurements of precision components

Soren Laubach, Gerd Ehret, Physikalisch-Technische
Bundesanstalt (Germany); Jérg Riebling, Peter Lehmann,
Univ. Kassel (Germany)

With improved precision machining methods, more precise mechanical
or optical components and surfaces can be produced, for example by
diamond turning, polishing, high-precision impression processes or

by ion beam processing. For mechanical precision components and
precision optics very low form tolerances in the sub- micrometer range
are required. Aspherical or free-form surface optics is used to reduce
aberrations in optical systems (e.g. objectives) and to achieve high
optical performance at the same time with a small number of optical
surfaces. Correspondingly accurate and non-contact form measurement
technology is the key for the use and the application of the precision-
machined surfaces.

The line sensor system, which is developed in a research project funded
by the Deutsche Forschungsgemeinschaft (DFG), measures the form of
the specimen by several overlapping circular rings using a line sensor.
This concept is very flexible and can be adapted to many different
specimen geometries. The interferometric line sensor is based on a
Michelson configuration. It consists of a fast oscillating reference mirror
in combination with a line scan camera. The sensor has a measurement
range of about 18 ?m in the axial direction and a working distance of

14 mm. It measures the heights with interferometric accuracy in the
nanometer range. Due to the overlapping areas, movement errors

can be corrected during the stitching process for the 3D topography.

In order to obtain an interference signal with the interferometric line
sensor, the measured surface section must be within the depth of field
of the objective. A white light source and an additional scanning axis
are integrated into the system. Hence, a white light interferometric
measuring mode offers the possibility of finding the best focus position
for the subsequent highly accurate phase shifting measurements. “Best
focus position” means that the optimum distance between sensor and
specimen as well as the optimum angle of the sensor head have to be
found. The optimum angle is the angle where the optical axis of the
interferometer is perpendicular to the surface of the specimen.

The setup of the line-based form measuring system which combines
fast WLI and phase shifting interferometry (PSI) will be shown. The
measurement strategy to find the optimum distance and the optimum
angle of the sensor head will be presented. The traceability of the
system and the main error influences are discussed. Exemplarily, form
measurements of precision components are shown.

10329-48, Session 11

Birefringence measurement in complex
optical systems

Holger Knell, Leica Microsystems GmbH (Germany);
Hans-Martin Heuck, Leica Microsystems CMS GmbH
(Germany)

State of the art microscope objectives become increasingly more
complex. There are more lenses required in the optical design and optical
coatings have more layers. These complex designs are prone to induce
more thermal stress into the objective which causes birefringence. In
addition, there is a certain degree of freedom required to meet optical
specifications during the assembly process. The mechanical fixation

of these degrees of freedom can also lead to mechanical stress in the
objective and therefore to birefringence. To be able to distinguish those
two types of stress a method to image the birefringence in the objective
is required. There are also methods in microscopy where already very
little amounts of birefringence reduce image contrast and therefore
birefringence has to be controlled and contained on a level under 10 nm
RSM over the whole pupil in the assembly process.
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A classic Sernamont setup as well as any other setup with a unidirectional
light path has many disadvantages when measuring immersion type
objectives with high NA since the pupil cannot be fully illuminated
without using immersion liquids. For this case a setup is needed which
can measure the birefringence in reflection. An approach to measure
birefringence in a complex optical system is presented, which is adapted
to the needs of the manufacturing process of microscope objectives.

In the proposed setup light is polarized by a circular polarization filter
and then is transmitted through a rotatable linear retarder and the tested
optical system. Light then is reflected back on the same path by a mirror.
After the light passes the circular polarization filter on the way back, the
intensity is recorded. When the rotatable retarder is rotated the recorded
intensity is modulated depending on the birefringence of the tested
optical system. This modulation can be analyzed in Fourier domain and
the linear retardance angle between the slow and the fast axis as well as
the angle of the fast axis can be calculated. From the amplitude of the
modulated signal, the retardance angle can be derived and the phase

is connected to the angle of the fast axis. The retardance distribution

over the pupil of the optical system then can be analyzed using Zernike
decomposition. From the Zernike decomposition the origin of the
birefringence can easily be identified. Since it is required to quantify

small amounts of retardance below 10nm, the birefringence of the
measurement system has to be characterized before the measurement
and considered in the calculation of the resulting birefringence. This
characterization is performed by measuring the birefringence in the setup
against a flat mirror. Small changes in retardance angle or the orientation
of the fast axis (due to temperature drift) are producing some very typical
artefacts. Where usually a rotational symmetric birefringence distribution
with the lowest birefringence in the middle is expected, these changes
lead to a result which has two distinct minima. These artifacts can be
compensated for under the assumption of primarily radial stress in the
measured optical system. The assumption enables a self-calibration of the
measurement due to assumed zero birefringence in the central part of the
aperture.

10329-200, Session 11

TBA1 (Joint Session Presentation w/EOS)
(Invited Paper)

Peter Lehmann, Univ. Kassel (Germany)

No Abstract Available

10329-201, Session 1
TBA2 (Joint Session Presentation w/EOS)

Peter Lehmann, Univ. Kassel (Germany)

No Abstract Available

10329-49, Session 12

Dynamic interferometry: metrology of
space optics and structures (/nvited
Paper)

James E. Millerd, 4D Technology Corp. (United States)
No Abstract Available

10329-50, Session 12

Preliminary results of a new proposal
for objective human independent striae
measurement

Steffen Reichel, Pforzheim Univ. (Germany) and
Hochschule Darmstadt (Germany); Peter Hartmann,
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Uwe Petzold, SCHOTT AG (Germany); Christina Lempa,
Eckelmann AG (Germany)

Optics and photonics are key enabling technologies and are important
components for the approaching industry 4.0. As a matter of fact optical
glasses with certain inner quality e.g. high homogeneity combined

with low striae content are essential for such applications. A striae is

a small local change in the refractive index of a glass due to (small)

local chemical inhomogeneity of the glass composition. Striae inside a
glass cause a wavefront distortion and thus can cause a blurring of the
image. Therefore, optical glass is quality controlled during production
with respect to striae. For this a sensitive striae measurement system

is needed. SCHOTT uses a simple, robust and efficient measurement
technique the so-called shadow graph method for measuring striae. Here
stronger striae deflect light more and this results in a shadow with more
contrast on a screen. An operator evaluates the contrast by comparison
with references.

In order to have a human independent and objective measurement
system a new approach is presented. The proposed new approach uses
the shadow graph method which was proven to be reliable since more
than 100 years. Instead of a human eye the image of the striae on a
screen is taken by a digital camera. The following image processing
includes an image pre-processing (shading, cutting and noise reduction),
striae detection (with e.g. labeling and reconstruction) and analyzing
using a look-up table from a reference plate. It turns out that two
quantities are needed for a unique striae measurement: structural
information about the striae width and the amplitude from the grey

level of the striae contrast. A striae diffracts light and in the far-field
(Fraunhofer diffraction) the diffracted striae is found as a shadow on

the screen of the shadow graph method. Thus a Fourier transform and
its first zero-point crossing (root) will give structural information of the
striae width. A reference plate is used for calibration of the grey level. This
reference plate consists of different artificial rectangular striae of different
width and amplitude (defined wavefront distortion). This calibration has
to be done only once. Using this calibration and the structural width and
grey level scale both obtained from the measurement (i.e. the image
taken by the digital camera), the striae level can be uniquely determined
using image processing tools. Afterwards the striae level are analyzed,
and categorized.

A first comparison is made between results obtained from the new
proposed method and the reliable one using experienced human
quality operator which show more than about 80% agreement. A

first repeatability measurement shows wavefront deviation of less
than +/- 8 nm (!) - maximum deviation! Such an unexpected small
deviation suggests a further investigation of the new method based
on shadow graph method and image processing. This new method has
the big potential to be used as a human independent objective striae
measurement with relatively low expenses that can be used during
production and even for future standardization. Additional work is needed
and already in progress to further prove reliability.

10329-51, Session 12

Development of wavefront sensor for in-
situ measurement of freeform optics

Dali R. Burada, Kamal K. Pant, Indian Institute of
Technology Delhi (India); Mohamed Bichra, Technische
Univ. llmenau (Germany); Gufran S. Khan, Indian Institute
of Technology Delhi (India); Stefan Sinzinger, Technische
Univ. llmenau (Germany); Chandra Shakher, Indian
Institute of Technology Delhi (India)

The freeform optical surfaces are increasingly becoming integral part of
optical systems as they offer higher degrees of freedom to the designer
in order to improve the performance. Particularly benefited systems are
illumination systems, compact projection systems, head-up-displays,
ophthalmic systems, and surveillance systems. The increased range

of manufacturable freeform surfaces offered by the new fabrication
techniques is giving opportunities to incorporate them in the optical
systems. However, the success of these fabrication techniques depends
on the capabilities of metrology procedures and a feedback mechanism
for optimizing the manufacturing process. Therefore, a precise and
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in-situ metrology technique for the measurement of freeform optics is

in demand.Though all the technicques available for asphers have been
extended for the freeform surfaces by the researchers, but none of the
techniques has yet been incorporated into the manufacturing machine
for in-situ measurement. The most obvious reason is the complexities
involved in the optical setups to be integrated in the manufacturing
platforms. Shack-Hartmann sensor offers the potential to be incorporated
into the machine environment due to its vibration insensitivity, the small
size and the simple principle of operation for form error measurement.

A scanning Shack-Hartmann Sensor has been developed and used as a
metrology tool that can be integrated to the manufacturing platform. A
method based on sub-aperture stitching is applied to characterize the
full surface.The interpretation of the metrology data in the context of the
fabrication system has also been be made. It is required to develope an
interface between the metrology and the fabrication systems. To know
exactly the fabrication error on the freeform profile, a measurement in
reflection mode is required.

The presented work is divided into two: the design and construction of a
compact sensor assembly which can be integrated on the machine and
a development of feedback mechanism between the manufacturing and
the test environment. Presently, the experiments have been conducted
for measurement of freeform in off-line mode by using the scanning
subaperture stitching scheme. The methodology and first experimental
results are presented here. The more detailed analysis and in-situ
measurements will be presented in the conference.

10329-202, Session 12
TBA3 (Joint Session Presentation w/EOS)

Peter Lehmann, Univ. Kassel (Germany)

No Abstract Available

10329-203, Session 12

TBA4 (Joint Session Presentation w/
EOS)

Peter Lehmann, Univ. Kassel (Germany)

No Abstract Available

10329-204, Session 12
TBAS (Joint Session Presentation w/EOS)

Peter Lehmann, Univ. Kassel (Germany)

No Abstract Available

10329-52, Session 13

Deformation measurements by ESPI
of the surface of a heated mirror and
comparison with numerical model

Fabian Languy, Jean-Francois Vandenrijt, Ctr. Spatial

de Liege (Belgium); Philippe Saint-Georges, Open
Engineering S.A. (Belgium); Marc P. Georges, Ctr. Spatial
de Liege (Belgium)

2. Principle of the experiment

Our experimental setup is designed to determine the deformation of a
heated parabolic off axis monolithic aluminum mirror. The mirror is placed
on a nylon plate to prevent heat loss by conduction while heating from
the back of the lateral side (Cf. Figure 1).
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ESPI is used in combination with temporal phase unwrapping to measure
the mirror surface displacements. This technic requires a diffusing

surface to create speckle: the object beam is sent to a diffuser before it
illuminates the mirror. The experimental setup is shown hereunder (Cf.
Figure 2).

The measurements performed by ESPI allow us to determine the
displacements between the camera and the mirror. In order to
discriminate the RBM from the mirror and the RBM due to the
environment (optical table dilatation e.g.) the displacements of an invar
reference plate are also recorded by ESPI by the same camera.

3. Results

The experimental results have been compared to theoretical
simulations performed with a multiphysics tool (OOFELIE developed by
OpenEngineering). For a heating power of 0.5 W, the maximum error is
about 0.03um which is in the range of the experimental measurement
precision.

4. Conclusion and perspectives

The experimental results are in agreement with simulation: the difference
is in the range of the experimental precision. The next step will be the
comparison between the experimental and theoretical wavefront error.

(test have been done, comparison will be presented during the congress)

10329-53, Session 13

Reduction of phase singularities in a
speckle Michelson setup

Klaus Mantel, Max-Planck-Institut fUr die Physik des
Lichts (Germany); Vanusch Nercissian, Friedrich-
Alexander-Univ. Erlangen-Nurnberg (Germany)

Speckle interferometry is an established technique in optical metrology.
One particular application is the deformation measurement of rough
objects in a Michelson interferometer. When phase measurements

are taken before and after a load is applied, the deformation of the
specimen can be made visible in the form of deformation fringes. The
surface roughness of the specimen, however, leads to the appearance of
phase singularities in the deformation phase, which impair the following
unwrapping step. Indeed, applying standard unwrapping algorithms used
for the testing of smooth surfaces fails completely. Therefore, smoothing
or filtering operations are often applied, or sophisticated unwrapping
algorithms are used in order to overcome the limitations imposed by the
presence of the phase singularities.

In this work, however, we aim at reducing the number of phase
singularities by physical means. By spatially forming the intensity
distribution of the light source, an incoherent averaging is realized, which
leads to an effective decrease in the number of phase singularities.

The most straightforward realization of such a partially coherent light
source is obtained by defocusing the light of a laser onto a rotating
scatterer, forming a disc shaped source. In the experiment, this leads to

a deformation phase that is indeed much smoother, almost resembling
the results from two-beam interference. The deformation phase can even
be unwrapped almost completely by the standard unwrapper mentioned
above; only a few disturbances are left.

However, due to the partially coherent illumination, the interference
phenomenon is located around the plane of optical path difference zero,
limiting practical applications. Therefore, an alternative setup has been
used to overcome this constraint. This time, a periodic light source is
used. The laser light is focused onto the rotating scatterer, and multiple
copies of the focus spot are generated by a Dammann grating. In this way,
optical path differences of several centimeters can be introduced without
any noticeable loss of visibility. Again, a huge improvement over the fully
coherent case of the point source is achieved.

The experiments are also supported by computer simulations. In
particular, the influence of the light source geometry is a topic of current
investigation. By chosing the light source appropriately, the simulations
suggest that the phase singularities can even be eliminated completely.

It is a part of current work to see if such a complete elimination of the
phase singularities can also be achieved in practice. Furthermore, the
underlying mechanism behind the reduction in the number of phase
singularities is currently being investigated. It can be shown from the
experimental evidence that the application of the spatially extended light
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sources increases the correlation between the phase singularities of the
measurements before and after the deformation takes place. During the
combination of both raw phases into the deformation phase, the phase
singularities then tend to cancel more than for the less correlated, fully
coherent case. In addition, it is still to be determined why an analogous
procedure for the shearing case, presented at this conference in 2015, did
not show a corresponding effect.

In our contribution, we will describe the status of our investigations,
present computer simulations and experimental results that provide
insights into the reduction mechanism, and give a more extensive
discussion of the results presented above.

10329-54, Session 13

Fast phase-shifting electronic speckle-
pattern interferometer with a diode laser
for detecting 3D deformations

Robert Kowarsch, Jiajun Zhang, Carmen Sguazzo, Stefan
Hartmann, Christian Rembe, Technische Univ. Clausthal
(Germany)

The analysis of materials and geometries under tensile stress and

the extraction of mechanic parameters is an important field in solid
mechanics. Our application addresses a biaxial tensile test of thin
polymer specimens, since the thickness change is an unsolved problem.
Currently, a commercial photogrammetric system measures the in-
plane strain components. Due to the homogeneous polymer surface,
elaborated surface treatment is required, which influences the image
correlation results. Since there are only slow processes, vibrations and
drift complicate precise deformation measurement. Additionally, no
accurate out-of-plane deformation can be measured. Due to the rough
surface of the technical surfaces, speckling occurs, which only allows for
analysis of the out-of-plane deformation by ESPI approach. Commercial
ESPI systems for strain measurement require several seconds to measure
the 3D deformation, whereas phase-mask interferometers are expensive
and complex.

We present a phase-shifting electronic speckle-pattern interferometer
(ESPI) of Twyman-Green type for measuring the 3D deformation in
tensile tests. A 65 mm optical path difference leads to a phase-shift by
fast wavelength tuning of a diode laser via current. The utilized coherent
source is a DBR laser diode with 10 mW at 632 nm and a linewidth of

few MHz. For each quasi-static topography a set of four interferograms

is acquired with equidistant phase shifts of w/2, which corresponds to

a wavelength tuning of approximately 1.5 pm or 1.1 GHz. The out-of-

plane deformation (difference in topography) between consecutive

sets of interferograms is calculated by the complex-division method.
Then, a 2D unwrapping algorithm is applied. Due to the strong current
dependence of the emission power, an intensity compensation has

been implemented, which automatically adjusts the exposure time of

the camera. Our algorithm normalizes the interferogram intensities
subsequently in the digital regime. We calculate 2D in-plane displacement
from two consecutive speckle pattern on the test surface while blocking
the reference light. Applying a 2D cross-correlation algorithm the mean
in-plane displacement is calculated for each segment on the surface
assuming smooth deformation between adjacent segments. As a detector
we employ a 2.3 MPixels CMOS camera to measure a field with maximum
14 mm in diameter with sufficient spatial resolution. The frame rate of 40
fps allows for a short image acquisition time. The temporal limitation for
the image acquisition is mainly dependent on the exposure time for rough
and uncooperative surfaces. The high quantum efficiency of the camera

in combination with large apertures enables exposure times of tens of
milliseconds even on uncooperative polymer specimens.

Due to wavelength tuning for the phase shifting via current, settling times
faster than conventional piezo actuators are achieved in order to utilize
the high frame rates of modern digital cameras. The combination of ESPI
with speckle correlation enables fast 3D-deformation measurements.
Therefore, our measurement system allows successive deformation
measurements with nanometer spatial resolution and temporal resolution
of considerably less than 1s for the aimed application. In the paper

we present our system, the performance analysis, and the application
measurements on thin polymer specimens.
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10329-55, Session 13

Uncertainty of scattered light roughness
measurements based on speckle
correlation methods

Stefan Patzelt, Dirk Stobener, Gerald Strobel,
Andreas Fischer, Bremer Institut fir Messtechnik,
Automatisierung und Qualitatswissenschaft (BIMAQ)
(Germany)

The surface quality of technical components is an essential feature

with regard to their applications. Surface characterization is based

on well-defined statistical or deterministic parameters describing the
micro topography in terms such as waviness, roughness or counts of
structure elements (e.g., peaks). Typical roughness parameter values are
in the micrometer and nanometer range and should be within defined
close tolerances to enable an error free part function. Standardized
measuring devices assess the topography and specify geometrical
surface textures only under laboratory conditions (mechanical and
optical stylus instruments, atomic force microscope) or at least under low
vibration conditions (mobile roughness measuring systems). Scattered
light measuring techniques overcome this confinement and enable a
roughness characterization near to a production process (in-situ) and

in a running production process (in-process). This opportunity is of
increasing interest for manufacturers in order to establish a continuous
quality inspection. A prototype roughness measuring devices reveals a
roughness differentiability of delta_Sqg =1nm for lapped surfaces within
the roughness measuring range of Sq < 70 nm for a laser wavelength of
532 nm, a laser beam diameter of 10 mm or less, and a moving object
with a velocity up to 90 m/min. The measuring results agree with
simulation results based on a scattered light measurement process model
according to the Kirchhoff theory. This indicates a principal applicability
of the optical roughness measuring system. However, the experimentally
determined resolution is probably not the limit and the determination of
the corresponding measurement uncertainty is still an outstanding task,
which is the object of this article.

Parametric optical surface characterization, as a subgroup of the
scattered light techniques, is based on the evaluation of statistical
properties of partially developed speckle patterns. They occur, when a
technical surface with a roughness of less than 1/8 of the illumination
wavelength diffusely reflects or scatters a coherent light beam of a few
millimeters in diameter. A camera records a single speckle intensity
distribution in the far field of the illuminated measuring object surface.
Due to the statistical behaviour of laser speckles the speckle intensity
modulation or the speckle contrast, respectively, carry information about
the surface heights and the lateral correlation length of the measured
micro topography area. Both parameters increase for larger roughness
values, but decrease for a larger lateral correlation length in the case

of the same surface roughness. As the later effect is minor compared
to the roughness dependence of the parameters and, furthermore, is
less significant in the case of in-process measurements within a specific
production process, it is neglected here.

A suitable optical roughness parameter is based on the calculation of

the two dimensional discrete autocorrelation function (ACF) of a camera
image showing a speckle intensity distribution of the surface under
investigation. Compared to the speckle contrast value the calculation

of the ACF offers the opportunity to determine direction dependent
roughness values, which is advantageous in the case of anisotropic

rough surfaces. A roughness measure is, for example, the slope of the
normalized ACF near to the ACF maximum. It can be estimated by the
difference of only two ACF values: the ACF maximum and a neighbour
value in the predominant roughness direction. As all ACF values - except
for the maximum - result from multiplications and summations of
uncorrelated camera pixel intensity values the propagated uncertainty

of the ACF slope follows directly from the single pixel intensities and the
corresponding uncertainty. The uncertainty of a single detector element
depends on the uncertainties of many uncorrelated parameters (e.g., pixel
size, detector sensitivity, detector noise, and laser photon shot noise) and
is the result of propagated uncertainties, too. However, it is assumed to be
the same for all camera pixels.

This article describes the assessment of the measurement uncertainty
budget of parametric optical scattered light measuring systems and
determines the combined measurement uncertainty according to the
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guide to the expression of uncertainty in measurement (GUM) methods
A and B. The presented investigations consider for the first time the
uncertainty propagation of features that are immanent to optical
measurement techniques using lasers and electro optical devices. These
features are based on physical effects, which result for example in the
photon shot noise of lasers and the direction instability of laser beams.
Furthermore, the readout noise, thermal noise, dark current noise and
quantization noise of photo detectors and cameras are taken into
account. The aim is to show that the single component uncertainties do
not affect the measurement resolution of at least 1 nm for the Sg-Value.

Simulation results with an extended scattered light measurement process
model according to the Kirchhoff theory, which takes into account the
different uncertainty parameters, demonstrate the influence significance
of single parameters on the appearance of speckle patterns and on

the measurement uncertainty of the optical roughness parameter. The
simulation results are verified by a comparison with scattered light
measurements.

10329-56, Session 13

Pre-treatment for preventing degradation
of measurement accuracy by speckle
noise in speckle interferometry

Yasuhiko Arai, Kansai Univ. (Japan)

In the 1960s, deformation measurement method based on the speckle
phenomenon was developed as speckle interferometry. ESPI (electronic
speckle pattern interferometry) was also developed by introducing the
TV-camera technology into speckle interferometry. Furthermore, fringe
scanning technologies were introduced to the speckle interferometry for
improving the measurement accuracy. As a result, the resolution power of
the speckle interferometry was improved to approximately 1/100 of the
wavelength of the light source. Recently, the deformation measurement
method by using only two speckle patterns has been proposed in ESPI
by using Fourier transform. Furthermore, three-dimensional deformation
of the object was able to be measured with the same sensitivities in each
direction of three-dimensional axis. However, the measurement results

of a complex shape deformation are not always a smooth distribution of
phase map. It can be thought that this trouble is caused from the effect
of speckle noise which is included in speckle pattern. In this paper, the
solution of the problem concerning the speckle noise is investigated.

In this discussion, speckle noise reduction is tried in a basic speckle
deformation measurement using the new speckle interferometer that uses
only two speckle patterns before and after deformation of the measured
object. It is confirmed that the degradation of measurement accuracy in
speckle interferometry is caused by some speckle noise. It becomes clear
that the speckle noise influences the bias component and the amplitude
of the speckle pattern. Furthermore, it is confirmed that the spatial
movement of speckles of speckle-pattern during the deformation also
influences into the measurement accuracy. An idea for the noise reduction
is proposed by using a simple model of intensity distribution of speckle
pattern. In this paper, the pre-treatment for the speckle interferometry

is proposed in order to reduce such influence by speckle noise. In the
experimental results, it is confirmed that the influence of speckle noise
can be reduced by using the features of the reference and the object
beams’ intensity distributions in interference measurement process.

It is confirmed that the proposed method can reduce the influence of
speckle noise to 1/1000 in comparing with the results of conventional
method. The method is applied to the measurement of the deformation
distribution of the circular plate that is fixed along the surrounding
circular boundary. The validity of the proposed method in the practical
operation is confirmed from the experiments.

10329-57, Session 14

Optical residual stress measurement in
TFT-LCD panels (/nvited Paper)

Wei-Chung Wang, Po-Chi Sung, National Tsing Hua Univ.
(Taiwan)

The residual stress of the glass substrate might be one of causes to
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produce the non-uniform light distribution defect, i.e. Mura, in thin film
transistor-liquid crystal display (TFT-LCD) panels. Glass is a birefringent
material with very low birefringence. Furthermore, the thinner and thinner
thickness request from the market makes the traditional photoelasticity
almost impossible to measure the residual stresses produced in thin
glass plates. Recently, a low-level stress measurement method called
transmissivity extremities theory of photoelasticity (TEToP) was
successfully developed in the National Tsing Hua University, Taiwan. The
concept of TETOP is to integrate the photoelasticity and spectrometer

to analyze and reconstruct the spectroscopy of photoelasticity. Since
systematic relationship of transmissivity with stress and wavelength can
be constructed from TETOP, the stress can be directly determined from
the transmissivity spectrum obtained by the spectrometer. In this paper,
three commercially available glass plates with 0.33mm nominal thickness
were inspected to verify the feasibility of this systematic setup. The
experimental results illustrated that maintaining the consistent quality
residual stress level in glass plates is critical.

10329-58, Session 14

Calibration of the incident beam in a
reflective topography measurement from
an unknown surface

Tobias Binkele, David Hilbig, Friedrich Fleischmann,
Thomas Henning, Hochschule Bremen Univ. of Applied
Sciences (Germany)

The precision of measurements as well as the need for precise
measurements are increasing more and more. Thus, the importance of a
good calibration of a setup is increasing, too. In the world of topography
measurement a huge variety of techniques are available. Some of these
techniques are using known shadow patterns reflected by the device
under test (DUT). The reflected patterns are recorded using a camera with
imaging optics. From the changes of the patterns, the topography can be
resolved. Other measurement techniques are using a tactile sensing head,
which is in contact with the surface to determine its topography. However,
these techniques need a reference surface to calibrate movements. If this
reference surface presents deviations from its expected form, errors are
introduced.

We have developed a calibration method for reflective surface
measurements based on experimental ray tracing (ERT) without the need
of a reference surface.

In our measurement setup, a narrow laser beam introduced in the
measurement under a certain angle is reflected by the device under test.
After the reflection the position and the direction of the ray in terms

of the coordinate system of the camera is detected. Thus, no errors are
introduced by using an additional imaging optic. To calibrate position
and direction of the incident ray in respect to the coordinate system

of the camera, the reflected rays from the measurement are used only.
From these rays, the incident ray is determined by detecting the line, all
reflected rays are intersecting with. This leads to two major advantages.
First, there is no calibration run needed, since the measurement data

can be used directly for the calibration. Second, for the calibration no
well-known reference surface is needed. However, some regulations have
to be considered for a stable process of this calibration method. In terms
of peak-to-valley values of the sag of the surface as well as of the change
of the surface slope, the surface has to show values deviating from zero.
If a surface like this is measured, a separate measurement run can be
performed using another surface fulfilling these requirements. Since the
DUT is scanned by moving the DUT itself, the position and the direction
of the incident ray is not changed from one measurement to another and
can be reused.

we describe the newly introduced calibration method for the incident
ray in detail and present the necessary boundary conditions. The
calibration has been tested using simulations and has been implemented
in @ measurement setup. Within this measurement setup, the expected
performance resulting from the simulations has been examined.
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10329-59, Session 14

Error influences of the shear element
in interferometry for the form
characterization of optics

Jan-Hendrik Hagemann, Physikalisch-Technische
Bundesanstalt (Germany); Claas Falldorf, Bremer Institut
fur angewandte Strahltechnik GmbH (Germany); Gerd
Ehret, Physikalisch-Technische Bundesanstalt (Germany);
Ralf B. Bergmann, Bremer Institut flr angewandte
Strahltechnik GmbH (Germany)

The requirements for form measurement of optical elements increase
with the complexity of optical imaging systems employed in industrial
imaging, consumer lenses or photolithography. The optical industry took
a great step forwards in manufacturing optics besides flats and spheres.
Thus aspheres and freeform optics have now become indispensable.

The form deviation of spheres or flats of new designs can reach up to a
few millimetres. Additionally, accuracy in the nanometre range in form
determination is necessary. Typical non-contact measurement systems for
flatness or spherical metrology, which provide nanometre uncertainties,
cannot handle the high dynamic range of the topography. Therefore
special new measurement setups for the form characterization of complex
optical surfaces are needed.

To overcome this drawback of the current metrology systems, we use a
shearing interferometer combined with a multispot illumination based on
spatial partially coherent light. Multiple light sources are arranged around
the specimen until the whole area of interest is illuminated and yields a
resolvable interferogram at the sensor plane. If the shear and light source
distance are well adjusted, a continuous interferogram appears which can
be evaluated. Hence even steep slopes and asymmetrical designs become
measureable.

The core and also the crucial point of the shearing setup is the shear
element. For shearing interferometry with spatial partially coherent

light, a spatial light modulator (SLM) as a shear element is beneficial.

A common pass configuration allows the usage of LED light. The
birefringent properties of the SLM enable 50% beam splitting for 45°
linear polarized light. Half of the light will just be reflected while the other
half will be influenced by the modulation of the SLM. A blazed grating
provides the required effect of a lateral shift at the sensor plane. The

SLM itself consists of a pixel structure. Each pixel’s refractive index can
be adjusted by an electric field. However, overlapping electric fields of
nearby pixels influence each other, which is especially unfavourable for
large differences of the refractive index, e.g. in a blaze grating. This effect
is called pixel crosstalk.

We investigate and discuss influences on measurements caused by this
effect. In addition, the back panel of the SLM also functions as a mirror
in the setup. The corresponding surface form is important and has to be
considered. To determine all these contributions of the SLM, we perform
wave front measurements using a Shack-Hartmann sensor. We measure
the influence of the grating, the pixel structure and also the SLM surface
and discuss the influences of these errors on the form measurement.

10329-60, Session 14

Automated NDT in a production
environment using Dantec dynamics’
robotic shearography

Georges-Stephane Crabus, Dantec Dynamics GmbH
(Germany)

Dantec Dynamics’ FlawExplorer is a portable, compact and robust Laser
Shearography inspection system that efficiently finds flaws where other
NDT methods don’t.

Shearography, an optical based Non-Destructive Testing (NDT)
technique identifies internal material discontinuities or anomalies in
homogenous and non-homogenous materials in an expedited manner.
The FlawExplorer has the ability to inspect areas up to 2 m2 (20 ft2) in
one shot, saving time and money on any given application.
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The highly sensitive interferometric technigue will measure microscopic
surface deformations caused by internal flaws when a small stress is
applied to the object. This can be done using thermal, pressure, vibration
or mechanical excitation. The results are displayed live as the material
responds to the excitation and are easily interpreted by the operator.

The key benefits are:
- Highly portable, easy to set-up and ready to operate within seconds
Automated NDT inspection with our robotic version

- Compact, robust design featuring Class 3R laser diodes for use on-site
and in-field

- Cost-effective inspection of large areas with fast location and
characterization of defects

- Intuitive evaluation of structural integrity of composite components like
ply drops, bulkheads, overlaps, splicers, stringers, ribs etc.

- Enhanced live phase maps eliminate the need for time-consuming post-
processing

- Advanced image filtering produces clear and unambiguous results

- User friendly software interface allows operators to locate and mark
discontinuities directly on the test object surface

- Advanced, customizable reporting functionalities available

- Thermal, vacuum or vibration loading modules can be selected
depending on application

According to a publication by the UK National Composites Network Best
Practice Guide to the Non-Destructive Testing of Composite Materials,
Shearography is a key NDT method for detecting; BVIDs (impact
damage), delaminations and trans laminar cracking (fatigue cracking) for
polymer matrix composites.

Shearography can be used not only as an NDI technique, but also as
a developmental quality assurance process technique for composite
structures design.

Dantec Dynamics’ FlawExplorer inspection solution quickly detects and
locates discontinuities in composites materials. The system systematically
finds flaws like: Wrinkles, Disbonds, Delaminations, Cracks, Crushed core,
Kissing bonds, Fluid ingress, Cracked cores, Repair defects, Voids, Foreign
Objects, Impact damage (BVID’s), etc.

The FlawExplorer helps expedite your complete NDT & Quality Control
processes which in turn saves time and money. It can also be fully
integrated with robotic systems to support automated inspection
applications in production environments. This unique capability increases
the throughput of a given inspection station and significantly decreases
associated labor costs. Inspection processes can be optimized from R&D
to production line environments. Inspection flows can be streamlined
throughout the complete product lifecycle; on-site as well as in-field.

This unique capability decreases the cost of manufacturing by capturing
savings in regard to direct manpower and decreased cycle times or
simply the volume of test objects that can be evaluated in a production
period. In comparison with other NDT techniques, the FlawExplorer
requires no contact with test objects or collection of waste material and
eliminates the need for health safe environments that are inherent in
other NDT methods typically utilized to evaluate composites. Inspection
processes can be optimized from R&D over production line environments
to maintenance. Inspection flows can be streamlined throughout the
complete product lifecycle. On-site as well as in-field.

During this presentation, convincing results in various composite
materials will be presented as well as the capabilities and drawbacks of
Shearography as a NDT method.

10329-61, Session 14

An endoscophic shearography system
with radial sensitivity for inner inspection
of adhesion faults between flanged joints
and composite material pipes

Armando Albertazzi Goncalves Jr., Fabiano J. Macedo,

Mauro E. Benedet, Analucia V. Fantin, Daniel P.
Willemann, Univ. Federal de Santa Catarina (Brazil)
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This work presents the development of a special shearography system
with radial sensitivity and explores its applicability for detecting adhesion
flaws on internal surfaces of flanged joints of composite material pipes.
The inspection is performed from the inner surface of the tube where the
flange is adhered. The system uses two conical mirrors to achieve radial
sensitivity. A primary 45° conical mirror is responsible for promoting the
visualization, all around 360°, of the internal surface to be inspected. A
special Michelson like interferometer is formed replacing one of the plane
mirrors by a 1° conical mirror. The image reflected by the 1° conical mirror
is shifted away from the image center in a radial way. As a consequence,
a radial shear is produced on the images. The concept was developed
and a prototype built and tested. First, two tubular steel specimens,
internally coated with composite materials and having known artificial
defects were analyzed to test the ability of the system to detect the
defects. After principle validation, two flanged joints were analyzed: (a) a
reference one, without any artificial defects and (b) a test one with known
artificial defects, simulating adhesion failures with different dimensions
and locations. In all cases thermal loading was applied through a hot

air blower on the outer surface of the joint. The system presented good
results on all inspected specimens, being able to detect adhesion flaws
present in the flanged joints with artificially inserted defects. The results
obtained experimentally in this work are promising and open a new front
for inspections of inner surfaces of pipes with shearography.

10329-62, Session 14

Novel approach to determination of the
third-order elastic moduli of composite
materials

Irina V. Semenova, Andrey V. Belashov, loffe Institute
(Russian Federation); Fedor E. Garbuzov, loffe Institute
(Russian Federation) and Saint-Petersburg State
Polytechnical Univ. (Russian Federation); Alexander

M. Samsonoy, loffe Institute (Russian Federation);
Alexander A. Semenoy, loffe Institute (Russian
Federation) and Saint-Petersburg State Polytechnical
Univ. (Russian Federation)

Nonlinear elastic properties of materials are described based on both
second- and third-order elastic moduli. The techniques for measuring
second-order elastic moduli (e.g., Young’s modulus and Poisson’s ratio)
are well developed and these moduli are measured with sufficiently high
precision. The basic method applied for determination of the third-
order elastic moduli of materials relies on measurements of variations of
ultrasound velocity with sample compression. These variations are often
quite small and measurement errors may be too high, of the order of
tens of percent. The situation becomes even worse for highly nonuniform
composite materials when diffraction starts affecting noticeably the
ultrasonic wave propagation.

We suggest a fundamentally different approach for determination of the
third-order elastic moduli of composite materials based on application of
much longer waves: nonlinear strain solitary waves (solitons). Bulk strain
solitons in solids, unlike any linear bulk wave, can propagate over lengthy
waveguides without remarkable decay, their parameters depend on the
material parameters and waves also carry information about impurities,
inclusions and elasticity of material. Being recorded in three waveguides
of different shape (a rod, a plate and a shell) these waves provide data
allowing one to calculate values of the third-order moduli from recorded
soliton parameters. The developed theory provides a system of three
algebraic equations with a nondegenerate matrix for calculating the third-
order elastic moduli of the material.

Optical techniques were demonstrated to be most robust in recording of
long smooth disturbances as strain solitons are. In our experiments we
apply digital holography with holograms reconstruction by means of an
optimized algorithm operating with highly noisy holograms.

The essential limitation of the experimental approach is due to recording
of wave processes in transmission configuration, and, as a result,
impossibility to study opaque samples. However, in the case of strain
solitons the recently developed method for their indirect ,visualisation” in
opagque (composite) materials allows us to overcome this constraint and
makes it possible to investigate almost any material. The method is based
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on the inspection of a two-layered waveguide, composed of a layer, made
of an opaque material (composite), and another one made of transparent
material (e.g. a pure polymer matrix), bonded together by a glass-like
adhesive. In the bonded area of the layered waveguide with layers made
of different materials (but both allowing soliton formation) the single
generalized soliton is formed propagating in the layered structure as

a unified entity. Then the soliton parameters in an opaque waveguide

are determined based on the soliton parameters in a transparent layer.
Measurements of soliton parameters - amplitude, full width at half
maximum, velocity - provide data for determination of the dynamic
elastic characteristics of the material.

The suggested methodology was tested on transparent materials with
known third-order elastic moduli - polystyrene and PMMA. Further
experiments were performed in laminates made of polystyrene and PMMA
and composites on the base of these matrices with different inclusions.

10329-63, Session 15

Fiber Bragg grating sensors in harsh
environments: considerations and
industrial monitoring applications
(Invited Paper)

Alexis Mendez, Micron Optics, Inc. (United States)

Over the last few years, fiber optic sensors (FOS) have seen an increased
acceptance and widespread use in industrial sensing and in structural
monitoring in civil, aerospace, marine, oil & gas, composites and other
applications. One of the most prevalent types in use today are fiber
Bragg grating (FBG) sensors. Historically, FOS have been an attractive
solution because of their EM immunity and suitability for use in harsh
environments and rugged applications with extreme temperatures,
radiation exposure, EM fields, high voltages, water contact, flammable
atmospheres, or other hazards.

FBG sensors have demonstrated that can operate reliably in many
different harsh environment applications but proper type and fabrication
process are needed, along with suitable packaging and installation
procedure. In this paper, we review the impact that external factors and
environmental conditions play on FBG’s performance and reliability,

and describe the appropriate sensor types and protection requirements
suitable for a variety of harsh environment applications in industrial
furnaces, cryogenic coolers, nuclear plants, maritime vessels, oil & gas
wells, aerospace crafts, automobiles, and others.

10329-64, Session 15

Measurement uncertainty budget of an
interferometric flow velocity sensor

Mike Bermuske, Lars BUttner, Jirgen W. Czarske, TU
Dresden (Germany)

Flow rate measurements are a common topic for process monitoring in
chemical engineering and food industry. For example, in gas distribution
networks for leakage detection. In these processes generally global
measurement systems are used like ultrasound runtime measurements
[1]. To achieve the requested low uncertainties of 0.1% for flow rate
measurements a precise measurement of the shear layers of such a

flow is necessary. The laser Doppler velocimeter (LDV) is an established
method for measuring local flow velocities, where two intersecting
coherent laser beams generate a single parallel fringe system. Particles
which are flying thru emit an intensity modulated light signal which
oscillates with the Doppler frequency, corresponding to the flow velocity.
For exact estimation of the flow rate, the flow profile in the shear layer is
of importance. For standard LDV the axial resolution and therefore the
number of measurement points in the shear layer is defined by the length
of the measurement volume. A decrease of this length accompanied by

a fringe distance variation along the measurement axis which results in a
growth of the measurement uncertainty for the flow velocity (uncertainty
relation between spatial resolution and velocity uncertainty). As a unique
advantage, the novel laser Doppler profile sensor (LDV-PS) overcomes
this problem by using two fan-like fringe systems to obtain the position of
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the measured particles along the measurement axis and therefore achieve
a high spatial resolution while it still offers a low velocity uncertainty [2].
With this technique the flow rate can be estimated with one order of
magnitude lower uncertainty, down to 0.05% statistical uncertainty [3].

The problem for this technique is, in contrast to laboratory setups where
the system is quite stable, that for industrial applications the sensor
needs a reliable and robust traceability to the Sl units, meter and second.
Small deviations in the calibration can, because of the highly position
depending calibration function, cause large systematic errors in the
measurement result.

Therefore, a simple, stable and accurate tool is needed, that can easily be
used in industrial surroundings to check or recalibrate the sensor.

In this work different calibration methods are presented and their
influences to the measurement uncertainty budget of the sensor is
discussed. Furthermore, an approach for a reliable calibration in media
with a refractive index greater than 1is shown, where a priori air-
calibration is used to achieve low sys