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Optical spectroscopy of 2D nanoislands in quantum wells:
lateral island profile and nature of emitting states
A. Reznitsky1, A. Klochikhin1,2, S. Permogorov1 and C. Klingshirn3

1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 Nuclear Physics Institute, 188350, St Petersburg, Russia,
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Abstract. Results of experimental study of photoluminescence (PL) and PL excitation (PLE) spectra of MBE grown single
quantum wells (QWs) formed by insertion of few CdSe monolayers in ZnSe matrix are reviewed. PL spectra of such
quantum objects originate from the luminescence of CdSe-rich nano-islands. Two types of island emitting states, namely,
ground and metastable ones contribute to the low- and high-energy parts of the PL band, respectively. An interplay between
these contributions is responsible for the anomalous temperature dependence of the PL band maximum position. PLE
spectra of ground and metastable states have strongly differing character at excitation below some characteristic energy
EME. This energy is identified as the exciton percolation threshold. The optical orientation and optical alignment
experiments at resonant excitations allow to elucidate the nature of the two types of the emitting states. Theoretical model of
the absorption spectra of emitting island states is presented and practical application of the model for the characterization of
the island lateral concentration profiles is reported.

1. Introduction

At present it is well known that at epitaxial growth of QWs
formed by the solid solutions a strong mismatch of the lattice
constants of solution components acts as a driving force leading
to inhomogeneous distribution of solvent atoms over the QW
plane. As a result, the regions of nanometer size appear in QW,
in which the content of the narrow-gap solution component es-
sentially exceeds the average QW value. Depending on the
growth conditions and/or post–growth treatment these regions
can have a form of planar islands (called also 2D discs) [1–4],
or 3D dot-like structures (see, for example, [5]) or include both
kinds. Nowadays, the most reliable and comprehensive struc-
ture characterization of these objects can be obtained with a
high-resolution transmission electron microscopy (HRTEM).
In this talk we review the recent applications of optical spec-
troscopy for the characterization of the electronic states of is-
lands forming the emission spectra of these quantum objects.
As we shall see, the optical spectroscopy of island states in
QWs gives an important information on the nature of elec-
tronic states and its relaxation properties and opens a way for
simple and non-destructive characterization of the ensemble of
islands in such quantum objects.

In what follows we summarize the results obtained for QWs
with planar nanoislands. We shall illustrate the model de-
scription of exciton localization in such objects by experimen-
tal results obtained for ZnSe/ZnCdSe/ZnSe heterostructures,
since these systems are most developed technologically and
most studied experimentally. The main experimental results
for these systems obtained by different research groups are in
fairly good agreement [1–5].

Since all epitaxial growth techniques are essentially non-
equilibrium, the structural characteristics of QWs in particular
cases strongly depend on the growth conditions. We studied
the epitaxial samples grown by (i) MBE technique with CdS-
compound as a Cd source and elemental Se source [1], (ii) con-
ventional MBE [2], and (iii) by multi-cycle migration enhanced
epitaxy deposition of CdSe (below 0.5 ML per cycle) in ZnSe
matrices with the different growth interruption times after each

Cd and Se pulses [3, 6]. The structure of most samples used
in experiments or samples grown in similar conditions were
characterized by HRTEM and the corresponding data can be
found in Refs. [1, 2, 6].

2. PLE spectra of QWs with islands: two types of the emit-
ting states

In Fig. 1 the PLE spectra for different detection energies within
the PL band are presented. Being normalized at excitation en-
ergies slightly below the barrier exciton, they are diverging
below the energy EME identified as exciton mobility edge in
the QW with nano-islands [7]. Similar behavior of the PLE
spectra was also detected for other samples with Cd-enriched
islands in QWs. The depth of potential well of a quantum
island, which is the difference between the emission energy
and threshold energy EME, has an order of 0.1–0.3 eV in the
samples under study. Obtained potential well depths and the
island sizes estimated from HRTEM allow to calculate the ex-
citon wave-functions. The extension of wave functions outside
the islands is much smaller than the mean inter-island distance,
thus it can be concluded that the most part of islands is spatially
isolated.

The behavior of the PLE spectra shown in Fig. 1 allows to
conclude that two different types of emitting states with essen-
tially different relaxation rates contribute the PL band. The
characteristic feature of PLE spectra of the states on the high-
energy side of PL band is the strong dependence on the detec-
tion energy. The oscillating structure with the period close to
the optical phonon energy is detected for these states (Fig. 1).
Such behavior indicates that the corresponding part of PL band
is due to the emission of excited states of the islands which are
subjected to further energy relaxation to ground states. Relax-
ation rates of these states strongly depend on the temperature,
and at low temperatures they are metastable [9]. On the other
hand, the PLE spectra of the states forming the low energy part
of the PL band do not depend on the detection energy, which
indicates that these states have no ways for further relaxation
and, therefore, are the ground states of islands. Lifetimes of

1
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indicated by vertical solid line.

these states are governed by the inter band recombination pro-
cesses. The fast increase of relaxation rate of the metastable
states with temperature leads to depopulation of these states
and to the low-energy shift of PL band (see insert to Fig. 2).
With further increase of temperature the establishment of the
equilibrium between metastable and ground states of the is-
lands occurs, which results in high-energy shift of the PL band
maximum. This explains the anomalous (“S-shape”) behavior
of the PL band maximum.

The low-temperature PL spectrum (curve 1 in Fig. 2) is a
superposition of emission of ground and metastable states av-
eraged over the island ensemble. Taking into account that the
processes responsible for the red-shift of the band maximum
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for convenience.

occur in the temperature range where the equilibrium popula-
tion of the excited states is negligible, the PL spectrum corre-
sponding to the minimum of the S-shape dependence (curve 2
in Fig. 2) can be considered as the spectrum of the ground is-
land states and the difference between these two spectra (curve
3 in Fig. 2) as the spectrum of the metastable states.

3. Polarization of resonantly excited PL spectra as a clue
to the nature of emitting states

In order to elucidate the nature of metastable and ground states
of the islands, the optical orientation and optical alignment ex-
periments at resonant excitation at low temperature were per-
formed. It was found that at resonant excitation of the island
states by linear polarized light the resulting emission of the
metastable states shows a considerable degree of correspond-
ing polarization (optical alignment, see Fig. 3a). This indicates
that the metastable states have an exciton nature and are pop-
ulated as a result of cascade energy relaxation of localized
excitons originally excited within the island. In distinction, at
resonant linearly polarized excitation of the ground states the
linear polarization of the emission is not observed (Fig. 3b). At
the same time, the circular polarization at circularly polarized
excitation (optical orientation) was observed in both cases (not
shown here).

The obtained polarization characteristics of the emission
can be explained if we assume that a considerable part of
CdSe islands in ZnSe matrix contains extra electrons (both
compounds are unintentionally weakly n-doped) and that the
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deepest island states represent mostly the ground states of tri-
ons. This assumption is in agree with the results of magneto-
optical study of single narrow lines detected in µ-PL measure-
ments [8]. In turn, the metastable states in the charged island
correspond to the exciton states in local potential island min-
ima spatially separated from the absolute minimum occupied
by excess electron.

4. Lateral concentration shape and exciton absorption
spectra of islands

The PLE spectra of the states forming the low energy part of
the PL band do not depend on the detector position. This fact
indicates that the PLE spectra of these states can be considered
as the absorption spectrum of the ensemble of island states
participating in the emission spectrum. Two maxima a and b
clearly seen in Fig. 1 are a common feature of the spectra of all
samples under study. However, its relative intensity depends
on the growth conditions and post-growth treatment (Fig. 4).
For these reasons they cannot be attributed to the heavy and
light hole excitons. An island arises as a result of in QW plane
deviation of the Cd distribution from the average valueC( �ρ) =
C+δC( �ρ). Taking now the valueE(C) as the point of reference
for the energy, we introduce the deviation δE( �ρ) = E(C( �ρ))−
E(C) ,which describes the lateral potential configuration of the
island.

In order to simulate the experimental absorption spectra of
the island states we have considered [9] the model island po-
tential δE(ρ = | �ρ|) corresponding to the following deviations
of the Cd concentration δC(ρ) in (x,y) plane of QW

δCbas(ρ) = δCmax

{
�(R1−ρ)+ �(ρ−R1)

cosh2[(ρ−R1)/R2]

}
(1)

where�(X) is the theta-function. In Eq. (1) the ratio between
R2 and R1 defines the “basin”-like form of potential. Insert in
Fig. 4 presents the radial shapes of the island potentials given
by Eq. (1).

The characteristic two maxima of spectral DOS correspond-
ing to both deepest and shallowest states appear for the basin-
like potential if the values of R1 and R2 parameters are of the
same order. Two others limiting cases (R2/R1 � or� 1) pro-
duce only one maximum corresponding to the deepest or the
shallowest states, respectively. Lateral potential shapes ob-
tained by the best fit of their absorption spectra for islands in
different samples are in qualitative agreement with the lateral
island profiles obtained by HRTEM technique.

5. Summary

We have shown that the coexistence of ground and metastable
states within particular island is a characteristic property of
MBE grown QWs with islands and reflects nonequlibrium char-
acter of epitaxial growth. The existence of metastable features
of the emitting states in islands can be proved by the very fact
of anomalous (“S-shape”) temperature behavior of PL band
maximum, which was observed in different QWs based not
only on II–VI, but also on III–V compounds. It seems very
probable that even for nominally undoped barriers, QWs and
quantum dots an appreciable part of islands contains an extra
charge due to background doping of the heterostructure con-
stituents. As a result, the deepest states of the islands represents
mostly the ground state of trions, while the metastable states in
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different MBE techniques. Absorption spectra of the island emitting
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for clarity. Crosses show the fit of the absorption spectra calculated
with the model basin-like potential with the following values of
the ratio R2/R1: 0.04 (sample A), 0.18 (B), and 0.25 (C). Insert:
normalized shapes of the model in-plane potentials δE(ρ)/δEmin

for typical islands in samples A,B, and C.

such charged islands correspond to the exciton states spatially
isolated from an extra localized charges. We have shown that
the absorption spectra of excitons localized in islands strongly
depend on the very general characteristics of the island poten-
tial well such as its size, its depth, and its profile and can be
used for the nondestructive characterization of such quantum
objects.
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Abstract. Inhomogeneous broadening inherent to self-assembled Quantum Dot layers is often viewed as an adverse effect
preventing the building of a device in which all the elements contribute to, for example, the same lasing mode. On the other
hand, this natural ’tunability’ of the atomic-like properties of Quantum Dots can be seen as an asset one can use. To
demonstrate this, an external cavity laser is built using an InAs/InGaAsP/InP QD laser diode as the active element. The
typical linewidth of the electroluminescence of the QD layers is of the order of 80 nm around 1.59µm, giving a lasing
tuning range of 110 nm in the external cavity Littrow configuration. To broaden the scope of potential applications, one also
needs to find methods to control the inhomogeneous broadening in a layer of QDs. Here we show the initial steps towards a
spatially selective intermixing method which provides the possibility to tune the inhomogeneous broadening of a QD layer.
Two methods are exemplified, one using ion implantation and one using grown-in defects, providing peak emission
tunability in excess of 375 nm in both cases.

Introduction

Tunable and broadband light sources are continuously finding
new applications in various scientific fields, especially in biol-
ogy and medical treatment [1]. These sources are continuously
improving and Quantum Dot (QD) tunable lasers are another
step in the quest to get more efficient light emitters with a larger
bandwidth. The zero-dimensionality of QDs, which leads to
rapid filling of the energy levels with injected current can be
viewed as a benefit in this regard, for at least two reasons. First,
the excited state (higher energy) emission contributes to enlarg-
ing the gain bandwidth and second, once the QDs are filled,
their absorption is quenched [2]. Thus, an inhomogeneous en-
semble of QDs used as the active region of a tunable laser can
provide efficient, tunable single wavelength emission even at
low injection currents. Moreover, the bandwidth can be ex-
tended if one learns to modify the gain spectrum in a spatially
selective way.

In this paper, we investigate the tuning properties of an ex-
ternal cavity laser driven by an InAs/InGaAsP/InP QD laser
diode to obtain tunable stimulated emission at telecom wave-
lengths. Moreover, we investigate methods to increase the
device bandwidth even further by means of spatially selective
bandgap shifting. To this effect, two material intermixing test
methods are investigated: ion implantation QD intermixing
(IIQDI) and grown-in defects QD intermixing (GIDQDI) [3, 4].

1. Experimental

The laser diode structure was grown by chemical beam epitaxy
on exactly oriented (100) InP n-type substrates. The undoped
active region of the lasers consisted of five stacked layers of
self-assembled InAs quantum dots embedded in In0.816Ga0.392
As0.392P0.608. The sample was microfabricated into standard
ridge lasers of various lengths and widths. A 300 g/mm grating

with 90% reflection in the first order was used as the tunable
feedback element of the external cavity. More details about the
growth, packaging and spectroscopy of these structures can be
found elsewhere [5].

The sample used for IIQDI and GIDQDI were grown by
MOCVD and CBE respectively, and each consisted of a single
InAs QD layer embedded in InP with respective cap thickness
of 200 and 1000 nm. The InP cap of the GIDQDI sample was
grown in non-optimal condition to obtain a concentration of
point defects, and terminated with a 33 nm InGaAs cap. Fol-
lowing growth, different pieces of the sample were annealed in
successive 60 s time increments for temperatures ranging from
400 to 750 ◦C. For IIQDI, sample pieces were irradiated with
P+ ions at an energy of 30 keV with doses ranging from 1×1011

to 1×1014 ions/cm2, followed by successive 60 s rapid thermal
anneals at temperatures ranging from 400 to 700 ◦C. Further
details of the growth, implantation, anneal and spectroscopy
procedures can be found elsewhere [6, 7].

2. Results

Fig. 1 (a) shows the evolution of the external cavity laser emis-
sion spectrum as a function of grating angle for a∼ 1-mm long
and∼ 2.5-µm wide ridge laser placed inside a Littrow external
cavity. The diode was mounted on a Pelletier cooler, regulat-
ing the temperature to 18 ◦C, and the injection current was
pulsed with a 1% duty cycle at a frequency of 1 kHz. At ex-
treme grating angles, the product of gain and external feedback
(reflectivity) of the grating is smaller than the product of peak
gain and facet feedback, and the natural mode of the laser diode
dominates. For intermediate angles, the former dominates and
the emission tunes with the grating angle. For each angle of
the grating, one can obtain an L-I-V characteristic and Fig. 1
(b) shows the current tresholds thus obtained as a function of
the emission wavelength of the laser. This treshold is fairly

4



QWR/QD.02o 5

994 × 2.5 m
994 3 m
994 4 m
2008 2.5 m

µ
× µ
× µ
× µ

Wavelength (nm )
1520 1560

1560

1600

1600

1640

1640

500

400

300

200

100

0

T
re

sh
ol

d 
cu

rr
en

t (
m

A
)

G
rating

angle
(a.u.)

In
te

ns
ity

 (
a.

 u
.)

994 µm x 2.5 µm
= 291 K
= 200 mA @ 1% D.F.

T
I

(a)

(b)

Fig. 1. (a) Emission spectra of the QD laser as a function of grating
angle. (b) Treshold currents obtained for various emission wave-
lenghts.

flat over a range of 80 nm, and allowing larger injection cur-
rents the tuning range can be extended up to 110 nm. For the
longer 2 mm cavity, the tuning range becomes narrower and
is shifted towards longer wavelengths. The extension towards
longer wavelengths comes from increased gain per roundtrip
as compared to facet losses. The higher losses at shorter wave-
lengths remains unexplained, but one could expect that it does
not originate from re-apsorption in excited states since the latter
should be filled at higher injection currents. However, it is pos-
sible that Auger re-emission processes play a role in preventing
perfect state-filling, and thus one might prefer to operate the
diodes at lower injection currents.

One possibility to enlarge the gain at low injection currents
is to shift the gain bandwidth in a spatially selective way. Fig. 2
shows the emission spectrum obtained from single layer QD
samples processed with IIQDI (a) and GIDQDI (b). For clarity,
the annealing temperature is the only processing parameter
varied in the results presented. In both cases large blueshifts
can be measured, increasing with annealing temperature up
to 375 nm. The nature of the defect or mechanism promoting
intermixing in either case may be different, as suggested by
the difference in temperature treshold between both methods.
However, from an applied perspective it is interesting to note
that in the case of IIQDI and GIDQDI, the magnitude of the
shift obtained for given annealing conditions is proportional to
implant dose and thickness of the GID layer respectively.

3. Conclusion

A QD laser tunable trough 1.55 microns was demonstrated,
thus reiterating the potential use of quantum dot inhomoge-
neous broadening for broadband applications. Techniques to
widen the spatial inhomogeneity of QD layers have been in-
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Fig. 2. Low Temperature (77 K) Photoluminescence spectra ob-
tained from IIQDI (a) and GIDQDI (b) samples processed at various
annealing temperatures.

vestigated and both IIQDI and GIDQDI show promising prop-
erties towards the production of QD devices with very large
bandwidth.
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Abstract. Carrier transfer between quantum dots with following recombination has been studied experimentally and
theoretically. New experimental method based on pump-probe spectroscopy of electrically pumped samples was used and
qualitative description in terms of the coherent-medium approximation has been presented. Photoluminescence decay
kinetic equations and its exact solution were obtained in assumption of the microscopically homogeneous media and
compared with earlier experiments.

Introduction

Self-assembled quantum dots (QDs) are currently of much in-
terest due to predicted advantages of an atomic-like energy state
density. Number of applications have been proposed in last
decade such as high-efficiency opto-electronic devices [1, 2]
and single-electron devices [3, 4]. Optimization of parameters
of those devices requires understanding of physical processes
of charge carrier localization and carrier transfer between QDs.
As it was shown in previous papers [5–7] processes including
carrier transfer between QDs with following radiative recom-
bination (CTR) play important role in the carrier dynamics.
A nature of the transfer can be of two types: thermally ac-
tivated escape from the QD with following capture or direct
tunnelling between adjoining QDs that dominates at low tem-
perature. In the previous works [5–7] CTR was studied in
time-resolved photoluminescence (TRPL) experiments. In the
present paper we introduce measurements of a carrier density
in the InAs/InGaAs/GaAs QD array under dc electrical pump-
ing. These measurements were made using well-developed
technique of polarization-resolved pump-probe spectroscopy
at helium temperature [8, 9]. Under low injection most of the
QDs are empty and injected electrons and holes are likely cap-
tured into the empty QDs and dominating recombination pro-
cess is CTR. Dependence of an average QD filling with carriers
versus injection current was measured and explained in terms
of CTR processes. Theoretical discussion is also presented.
Mass-rate equations are obtained for dynamics of low-density
relaxation what leads to qualitative description of the DC in-
jection experiment presented here. Under assumption of equal
transfer rate for all QD exact kinetic equations have been solved
analytically and applied to describing previous TRPL experi-
ments.

1. Experiment

Array of self-organized InAs/InGaAs/GaAs QDs grown by
strain-driven decomposition of the InGaAs alloy embedded in
a conventional p-i-n laser diode structure was studied. Struc-
ture contains 5 layers of InAs QD covered by InGaAs QW with
surface densityNS = 5−6×1010 cm−2 and energy of ground
state optical transition E0 = 1.03 eV. A temperature of the ex-
periment T = 6 K eliminates carrier escape from QDs. The

method used allows measuring fraction η of QD filled with
carriers [9] that are injected as a dc current applied to p-i-n
junction. While there is no current η = 0, but at a high injec-
tion a significant part of QDs are filled with carriers (Fig. 1)
because of stochastic nature of carrier captures into QDs. As
it was shown earlier [10] crossover from high to low injection
regime with corresponding decreasing of QD filling is ruled
by recombination mechanism different from direct radiative
recombination. We suggest here that the CTR plays major
role when injection becomes as low as 105 carriers per dot per
second what corresponds to transfer-and-recombination time
τ ∼ 103 ns.

2. Solvable models

Tunnelling transfer of electrons can be treated as a random
walk in a stochastically disordered two-dimensional media and
described by effective diffusion coefficientD within coherent-
medium approximation [11]. In the InAs/GaAs QD system
electron transfer rate is much higher than hole one [7] hence
holes are assumed fixed. Lets denote electron (hole) surface
density as n (p). Number of sites visited by one electron in
time t is s(t) ∼ DNSt and probability of meeting a hole is
s(t)p/NS . Finally following equation for the recombination
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rate can be obtained: dn/dt = −ADnp, where dimensionless
parameter A is of the order of 1. One can calculate probability
of QD to be occupied by a charge carrier using this equation
and method suggested earlier [11]. Result of calculation shown
in Fig. 1 by solid line demonstrates qualitative agreement with
the experimental points.

Next we discuss PL decay experiments [5–7] in that ev-
idence of the CTR was reported. Case of sufficiently high
temperature when carrier escape is more probable than tun-
nelling transfer is under investigation. An origin of the CTR
in the PL decay is the stochastic nature of carrier captures into
the QDs. That leads to the fluctuations of number of electrons
and holes captured into QD. Let us assume the average number
of the electrons and holes captured per one QD is ν and that
carriers are captured independently from each other. A proba-
bility that number of electrons in QD is higher than number of
holes by R equals to c(R, ν) = e−2νIR(2ν) (see left inset in
Fig. 2). Just after injection pulse direct radiative recombina-
tion is the major process with characteristic time τr ∼ 1 ns [5]
though only some part of the injected carriers can recombine by
that way. Remaining carriers recombine after some transfers
between QDs.

In the low-density regime total escape rate and probability
of being captured by a QD containing hole in it are both propor-
tional to carrier concentration n = p, so the recombination rate
is dn/dt = − < τ−1 > n2/NS , where < τ−1 > is an aver-
aged reciprocal escape time. Solution for large t is n(t) ∼ t−1,
and PL(t) ∼ dn/dt ∼ t−2. PL decay in all density range can
be described after assumption of the same transfer time τ for
all electrons in all QDs. Kinetic equations can be written as:

τ
dnr

dt
= −rnr + nr−1n/NS for r = 1 . . .∞ ,

τ
dpr

dt
= −n (pr+1 − pr) /NS and pr(t = 0) = c(r, ν) ,

where nr (pr ) is surface density of the QDs containing r elec-
trons (holes). It is assumed here that transfer time is much
greater than radiative lifetime so electron and hole in one QD
recombine immediately. Analytical solution of that infinite
system of non-linear differential equations still can be obtained
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Fig. 3. Experimental PL decay (solid line) and calculated one
(curve B). τ = 25 ns and ν = 3 is chosen for best fit with the
experiment. Curve A corresponds to fast radiative recombination.

with respect to n(t) and PL(t) in the following form:

n(�) =
∞∑
q=1

∞∑
r=q

c(r, ν)q�r−q

(r − q)! e−� ,

PL(�) = n

τNS

dn

d�
and t (�) =

�∫
0

τNSdx

n(x)
.

PL decay is close to exponential in the beginning (Fig. 2).
For t ∼ 10τ density of carriers n � NS and low-density
regime with corresponding power decay is realized (see right
inset on Fig. 2). Theoretical result can be compared with PL
decay time dependence presented earlier [7] (Fig. 3). Mea-
surements were made with InAs self-organized QD array at
T = 200 K. Fast decay (τr ∼ 1 ns) is also shown in Fig. 3
as line A. Theoretical curve (curve B in Fig. 3) well fits the
experimental data for delay times greater than 15 ns. There is
noticeable non-exponential behavior of the experimental and
theoretical curves. For smaller delays t = 5 . . . 15 ns PL decay
demonstrates behavior different from expected by our model.
The possible reason is a wide transfer times distribution in the
inhomogeneous QD ensemble that should be included in fur-
ther theoretical consideration of the PL decay.

References

[1] Y. Arakawa and H. Sakaki, Appl. Phys. Lett., 40, 939 (1982).
[2] S. S. Mihrin et al, Semiconuctors, 36, 1315 (2002).
[3] E. Biolatti et al, Phys. Rev. Lett., 85, 5647 (2000).
[4] T. Lundstrom et al, Science, 286, 2312 (1999).
[5] L. Ya. Karachinsky et al, Appl. Phys. Lett., 84, 7 (2004).
[6] A. S. Shkonick et al, Proc. of 12th Int. Symp. “Nanostructures:

physics and technology” (SPb, Russia, 2004), Ioffe Institute,
p. 244 (2004).

[7] S. Pellegrini et al, Proc. of SPIE Int. Symp. “Photonic West”,
(San Jose, USA, 2005), [5725–45].

[8] A. I. Tartakovskii et al, Phys. Rev. Lett., 97, 057401 (2004).
[9] A. I. Tartakovskii et al, Appl. Phys. Lett., 85, 2226 (2004).

[10] R. P. Seisyan et al, Proc. of 3rd Int. Symp. “Woman in Funda-
mental Science”, (SPb, Russia,2004), BBM, SPb, p. 54 (2004).

[11] T. Odagaki and M. Lax, Phys. Rev. B, 24, 5284 (1981).



13th Int. Symp. “Nanostructures: Physics and Technology” QWR/QD.04o
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Steering of electron wave in three-terminal small quantum dot
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Abstract. We report new interference effect in ballistic transport through a three-terminal small quantum dot — switching of
electron current between two outlet ports with increasing Fermi energy.

Introduction

A variety of nanostructures (T-, Y-junctions, ring interferom-
eters) include places of connection of quantum channels. In
the systems based on two-dimensional electron gas (2DEG) a
many-level quantum dot of triangular shape is formed at the re-
gion of junction of three channels. This dot causes strong inter-
mode mixing and resonances of reflection of electron waves [1-
3]. In Y-junctions, steering of electron current has been pre-
dicted [4] and observed when a tilt voltage had been applied
to side gates [5] or outlet ports [6]. We have found another
effect in ballistic transport through a three-terminal quantum
dot, switching of electron current between the outlet ports with
increasing Fermi energy. This effect results from asymmetry
that is always present in real device.

1. Experiment

Three-terminal quantum dots were fabricated on the basis of a
high-mobility 2DEG in an AlGaAs/GaAs heterojunction [3,7].
Antidots located at the vertices of equilateral triangle with
400 nm side and insulating cuts were created by electron lithog-
raphy followed by plasma-chemical etching. The device was
covered by a metal gate. Figure 1 shows a microphotograph
and calculated electrostatic potential in the plane of 2DEG of
the studied device. The antidots shape the quantum dot into a
small triangular electron lake connected to 2DEG reservoirs via
three constrictions, numbered 1 to 3. The dot is asymmetric.

Figure 2 shows experimental conductance coefficientsGij ,
between reservoirs i and j , as a function of gate voltage. The
dot is more open for transmission between reservoirs 2 and 3,
than for directions 1–2 and 1–3. It means that the first constric-
tion is the narrowest one. Alternating crossing of curves G12
andG13 demonstrates the effect of switching in the probability
current between left and right outlet ports. At zero gate volt-
age there are minimum of G12 and large maximum of G13, so
almost all electrons are scattered to the third reservoir. On the
contrary, at Vg = −25 mV the second reservoir receives two
times as much electrons as the third reservoir. In other words,
this change in the gate voltage modifies parameter of polariza-
tion γ = (G12−G13)/(G12+G13) from−0.7 to+0.4. There
are several places with such a switching.

Additional measurements prove interference origin of os-
cillations [3]. The presence of even a weak magnetic field
suppresses the oscillations. The structure of the oscillations is
more complex than that of single-electron oscillations. Fine
structure and doublet splitting of the peaks are observed. Cal-
culation of the gate capacitance shows that dip spacing δVg =
20−25 mV on the total conductance curve G12 + G13 cor-
responds to addition of 6–8 electrons to the dot [3]. Thus
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Fig. 1. A micrograph of device and calculated electrostatic potential
U(x, y) [meV] in 2DEG (only regions U ≤ 0 are shown).
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Fig. 2. Gate voltage dependences of conductance coefficients Gij
from i-th reservoir to j -th reservoir.

the small quantum dot operates as an interference transistor
switched between scattering states by addition of a few elec-
trons to the dot.
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2. Theory

We have modelled the electrostatics and coherent magneto-
transport of the three-terminal quantum dot. To simulate a
weak asymmetry of the device, variations within 10 nm have
been introduced to the distance between the antidots and the
depth of etching. Three-dimentional Poisson equation was
solved numerically to obtain effective potential in the plane
of 2DEG. Then one-particle problem of transmission through
the dot with the determined shape was solved by S-matrix or
recursive Green function techniques.

We calculated energy dependence of transmission coeffi-
cients from reservoir 1 to reservoirs 2 or 3, T12 and T13 respec-
tively, for two slightly different realizations of electrostatic po-
tential U1 (Fig. 1) and U2. In the case of potential U2 the
dot is less open. Total conductance of the dot, T12 + T13,
shows deep dips (Fig. 3). Energy separation between the dips
corresponds to addition of about 10 electrons to the dot and
agrees with experiment. Curves T12(EF ) and T13(EF ) inter-
mittently intersect with each other so that coefficient of polar-
ization γ = (T12 − T13)/(T12 + T13) alternates within almost
full range from −1 to 1. In the region of this “alternating an-
tiphase,” the electrons incident at port 1 are mainly scattered
into ports 2 or 3. The described effect is associated with a weak
asymmetry of the ports.

Figure 4 shows wave functions calculated for the states
marked by a–d on the transmission curves in case U2 (Fig. 3).
Electrons are incident from the left in the first transverse mode
of the inlet channel. With increasing Fermi energy the elec-
trons are emitted from the dot mainly from bottom port 3
at EF = 0.1 meV, totally reflected back to inlet port 1 at
EF = 1.7 meV, steered to upper port 2 at EF = 2.5 meV,
reflected back at EF = 3.9 meV, guided to lower port 3 again
at EF = 5 meV, and so on. At the dips of transmission,
T12+T13 ≈ 0, the wave function becomes a standing wave be-
tween the barrier of inlet constriction and the opposite antidot.
When transmission through one of the outlet ports is blocked
(T1j � T12 + T13, j = 2, 3) there is a sort of standing wave
between the closed consriction and opposite antidot as well.
This Fermi-energy dependent dominance of one of the outlet
ports in the transmission through the three-terminal quantum
dot is associated with a weak asymmetry of the ports. It means
that quantum dot acts as quantum steering wheel.
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Fig. 3. Energy dependence of transmission coefficients T12, T13, and
T12 + T13 for U2 and U1 (curves for U2 are offset).
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Fig. 4. Distribution of the probability density for states a–d marked in
Fig. 3. The dashed lines show the boundaries of classically allowed
region EF = U2.

3. Conclusion

We have theoretically and experimentally studied switching of
electron current through three-terminal quantum dot by con-
trolled change of Fermi energy. Similar interference behavior
is expected to occur in propagation of waves of any origin (e.g.
acoustic or electromagnetic waves) through splitters of wave-
length size.
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Dynamical control of decoherence in double quantum dot
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Abstract. The role of decoherence in controllable electron dynamics in a double quantum dot, influenced by external ac and
dc electric fields, has been analyzed. It was shown that the dissipation caused by phonon environment disappears under
certain relations between electric field parameters. In this case one may perform the dynamic localization and form stable
electron states localized within one of the dots.

Introduction

Recent progress in nanotechnology creates the base for the de-
velopment of single-electron technique. Suitable objects for
investigation in this field include structures consisting of sev-
eral tunnel-coupled quantum dots or wells. In particular, the
possibility to create coherent electron states localized in some
“site” and then transfer it to the neighbouring “site” has been
discussed for double quantum dots [1] and wells [2] as well
as lattices of quantum wells and dots [3]. Such the dynami-
cal control of electron states is based on dynamic localization
phenomenon [4]. In this case, strong oscillating electric field
“locks” electron density within one of the dots, while switching
ac-field off, one would observe coherent electron wave packet
oscillations between the dots with the frequency defined by the
splitting energy of bonding and anti-bonding states.

Dissipation can lead to decoherence processes in double
quantum dots [5, 6]. Moreover, some authors have shown that
decoherence is able to destroy the regime of dynamical con-
trol [7]. In particular, relocation of electron density in double
quantum dot under the action of adiabatically changing external
electric field is turned out to be incomplete even at zero tem-
perature. As a result, the final electron state after the transfer is
not at all a pure state but a mixture. Does the electron-phonon
interaction destroy the dynamic localization? If so, then how
much we can influence this destructive action choosing the sys-
tem parameters, such as the magnitude and the frequency of
electric field? In our investigation we will try to obtain the
answers to these questions.

1. Theoretical model

We consider a symmetric double quantum dot interacting with
phonon environment in the presence of constant, E, and alter-
native harmonic, F cosω0t , electric fields directed along the
structure. The total Hamiltonian operator of the problem has
the form

H=
∑
k

ω(k)a†
kak−(
/2)σX−e�(E+F cosω0t)σZ

+
∑
k

(
gka

†
k + g∗kak

)
σZ , (1)

where the first sum represents the energy of the phonon envi-

ronment, a†
k and ak are the creation and annihilation operators

of the phonon with the wave vector k, ω(k) is a phonon fre-
quency. Here and throughout the paper h̄ = 1. The next two
terms stand for the Hamiltonian operator of the single-electron
system described with two-level pseudo-spin approximation.

Splitting energy
 of symmetric, |0〉, and anti-symmetric, |1〉,
states of double quantum dot is considered to be significantly
less than the size-quantization energy and the electron potential
energy due to electric fields in double-dot structure of length
2�. σX and σZ are Pauli matrices. Electron part of the total
Hamiltonian operator is written here in the basis of orthonormal
states |L〉 = (|0〉 + |1〉)/√2 and |R〉 = (|0〉 − |1〉)/√2, which
are almost completely localized in the left and right quantum
dots. The last term in Eq. (1) corresponds to the electron-
phonon interaction, and gk is the interaction constant between
k-th phonon mode and electron subsystem. For the estima-
tions we may accept the following values of the characteristic
energies: ∼ 1 meV for 
; ∼ 10 meV for eE�, eF� and ω0;
and∼ 100 meV for the size-quantization energy. These values
and the relationships are quite feasible in dc and ac fields with
magnitudes of 103−104 V/cm for silicon quantum dots with
the sizes of ∼ 10 nm or less, embedded into a SiO2-matrix.

It is well known that the irreversibility in such the descrip-
tion arises from the infinite number of phonon modes. In
this case, it is convenient to analyze time evolution of elec-
tron system by a reduced density matrix, ρe, which is defined
as a trace of the total density matrix over all phonon modes
ρe(t) = T rphρ(t). Time-dependence of the density matrix is
given by Liouville equation

iρ̇(t) = Lρ(t) , (2)

where L is Liouville super-operator. Its action may be formu-
lated by means of the relation LO ≡ [H,O], where O is any
operator.

2. Results and discussion

Let us examine the choice of initial distribution that is often
discussed for the phenomena of dynamic localization and dy-
namical control. In particular, electron density distribution in
the double dot will be considered fully polarized, i.e. the whole
electron charge is initially placed in one of the dots. Such the
state is natural, from the energy point of view, for an electron
situated in a double-dot structure in electric dc-field. For the
sake of definiteness, the left dot may be chosen occupied, i.e.
ρLL(0) = 1. In this case, we obtain explicit expressions for
the density matrix in the “left-right” representation

ρLL(t) = 1+ exp{−t/τ }
2

= 1− ρRR , (3)

where the decrement τ−1 is:

τ−1 = 4γ

2J 2

−1 (λ)


2J 2
−1 (λ)+ (2eE�− ω0)

2 . (4)
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Here J−1(λ) stands for the Bessel function of argument λ =
2eF�/ω0. It is not difficult to show that the off-diagonal ele-
ments ρRL(t) = ρ∗LR(t) are nonzero, but always remain small.
They are directly proportional to the constant of electron-pho-
non interaction γ . Diagonal elements ρLL(t) and ρRR(t)
change from the values of 1 and 0 to 1/2 at t →∞, respectively.
This means that extremely polarized at t = 0 double quantum
dot will be almost equally populated and lose its polarization,
when t � τ .

As we see, even weak connection between the double quan-
tum dot and the phonon environment leads to the relaxation pro-
cesses, which set equal population of both quantum dots. In a
certain sense such the behavior of the electron density under the
action of strong dc and ac electric fields is similar to the one
that takes place for static and symmetric double-dot without
any external fields. Nevertheless, there is an essential differ-
ence between these two cases. This difference is caused by the
characteristic decay-time τ , which appears in solution (3).

While the decay-time in a static two-level system depends
only on the constant of electron-phonon interaction, the time of
decay in two-level system with strong dc and ac electric fields
has a nontrivial dependence on the harmonic field amplitude F
and the magnitude of the constant field E, as it clearly follows
from the definition of τ (4). Decrement τ−1 as a function of
dimensionless parameters η = 2eE�/ω0 and λ = 2eF�/ω0 is
plotted in Fig. 1. Any cross-section of the represented surface
with the plane λ = const is a Lorentz-like curve. On η-axis,
the decrement has maximum at η = 1, which corresponds to
the resonant condition between frequencies of the ac-field and
the ground quantum transition of the electron system in the
dc-field.

Remarkable feature, however, is that τ−1 vanishes at infi-
nite number of points on λ-axis, independently on η. These
points are the roots λj of Bessel function J−1(λ). This yields
the following values for ac-field amplitude: Fj = ω0λj/2e�.
Thus, choosing the amplitude of the ac-field close or equal to
any value of Fj , we can significantly reduce decrement τ−1

or even make it zero to the first order in γ . In this case, as it
follows from Eq. (3), relaxation of electron subsystem inside
the dots will be suppressed, and the density of charge initially
localized within one of the dots will stay there.

Evidently, the choice of F corresponding to one of the val-

1
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8

1.1

1.05

1
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λ

(4γτ)−1

η

Fig. 1. Reciprocal relaxation time in units of 4γ as a function of
dimensionless resonance detuning η and parameter λ, which is pro-
portional to the ac-field magnitude F (see the text). ω0/
 = 30.

ues in setFj maintains the dynamic localization of the electron
wave packet even when the energy exchange between the elec-
tron subsystem and the phonon environment is possible. Such
the effect may be called “dynamic suppression of relaxation”.
It is important to notice that the phenomenon of dynamic sup-
pression of relaxation is essentially nonlinear effect, which
would never appear in a weak ac-field where λ � 1. The
smallest value of amplitude F suitable for dynamical control
over the dissipation equals to 3.832×ω0/2e�, where numerical
coefficient 3.832 is the first root of Bessel function J−1(λ).
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Abstract. Ultrasoft X-ray emission spectra (USXES) and X-ray absorption near-edge structure (XANES) spectra with the
use of synchrotron radiation in the range of P L2,3-edges were obtained for the first time for nanostructures with InP
quantum dots grown on GaAs 〈100〉 substrates by vapour-phase epitaxy from metal-organic compounds. These spectra
represent local partial density of states in the valence and conduction bands. All nanostructures demonstrate quantum-size
effects and dependence of the band gap in the investigated materials on these effects. Assumptions are made on the
band-to-band origin of luminescence spectra in the studied nanostructures.

Introduction

The purpose of this work is to obtain electron yield spectra
of samples containing quantum dots applying synchrotron ra-
diation (SR) for investigating the electron energy structure of
unoccupied electron states in III-V heterostructures with InP
quantum dots buried in InGaP matrix grown on GaAs sub-
strates.

Total electron yield spectra are known to correspond those
ones of X-ray absorption near-edge structure (XANES) [1] and
they represent distribution of local partial density of states (LP
DOS) corresponding to unoccupied states in conduction band
of a material to within probability multiplier equal to the square
of matrix element of electron transition from the core level to
unoccupied states in the conduction band [2].

The obtained XANES spectra were associated with the
spectra obtained by ultrasoft X-ray emission spectroscopy tech-
nique. Ultra-soft X-ray emission spectra (USXES) allow to
determine LP DOS of occupied states in the valence band of
the investigated material.

1. Experimental

XANES investigations in the range of P L2,3-edges were made
at Russian-German beamline of BESSY II synchrotron radi-
ation facility. X-ray optic scheme of XANES measurements
involved four mirrors coated with platinum and gold-coated
plane grating with 600 lines/mm. Energy resolution was of
0.03 eV. The depth of analysis was about 5 nm.

USXES were obtained with X-ray laboratory spectrometer-
monochromator RSM-500 with cylindrical mirror and cylindri-
cal grating having 600 lines/mm and electron beam excitation.
Energy resolution of spectrometer was 0.3 eV in the range of
P L2,3-spectra. The depth of analysis for electron energy in the
beam 1–2 keV was about 10 nm.

Samples with quantum dots of InP were grown by vapour
phase epitaxy from metal-organic compounds with EpiquipVP
50-RP unit under reduced pressure (100 mbar) at RF heat-ing of
substrate. Self-organized nano-sized InP clusters were grown
in In0.5Ga0.5P matrix on GaAs 〈100〉 substrate [3]. Schematic
pattern of such structure is given in the insert to Fig. 1. The
structures contained InP nanocrystalline layer and its effective

thickness varied from 3 to 10 monolayers. Nanocrystalline
layers with quantum dots were capped with wide-band layer
of In0.5Ga0.5P of 20 nm thickness.

2. Results and discussion

All of the spectra presented in Fig. 1 are very alike as by energy
position of its features as by the ratio of intensities between
two peaks connected with spin-orbit splitting of core P 2p-
level. The main difference of nanostructures with quantum
dots XANES from In0.5Ga0.5P alloy one is the appearance of
weak additional peak at the energy of 133.5 eV in spite of 20-
nm In0.5Ga0.5P film protecting InP quantum dots. Its intensity
increases with the growth of the number of InP monolayers
from 3 to 10. One can assume that appearance of additional
peak at ∼ 133.5 eV arranged at the distance of ∼ 3.3 eV
from conduction band bottom Ec is connected with stresses at
the border of InP quantum dots spreading through all capping
In0.5Ga0.5P layer.

P L2,3 USXES of In0.5Ga0.5P alloy and heterostructure with
4 ML quantum dots presented in Fig. 2 give the local partial
density of occupied states in the valence band of investigated
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Fig. 1. P L2,3 XANES of nanostructures with InP quantum dots with
different number of monolayers (Ec is the bottom of conduction
band). Insertion — schematic pattern of structure contained InP
quantum dots in In0.5Ga0.5P matrix on GaAs 〈100〉 substrate. Energy
scale relative to core P 2p-level.
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Fig. 2. P L2,3 USXES of In0.5Ga0.5P alloy and heterostructure with
4 ML quantum dots (Ev is the valence band top). Energy scale
relative to core P 2p-level.

material (Ev is the valence band top).
These data show that width of the P L2,3 USXES main max-

ima in heterostructures with quantum dots are larger that in case
of In0.5Ga0.5P alloy.

Fig. 3 represents photoluminescence spectra of the same
nanostructures. The left more broad peak of photolumines-
cence is related to InP quantum dots while the right more nar-
row one is connected with a thin capping layer of
In0.5Ga0.5P. The energy position of the right peak ∼ 2 eV coin-
cides quite well with the energy gap determined as a difference
between the edges of conduction band Ec (XANES) (Fig. 1)
and valence bandEv (USXES) (Fig. 2). It means band-to-band
origin of photoluminescence spectra as in the alloy as in InP
quantum dots. Unfortunately, we do not have information on
the values ofEv for nanostructures with quantum dots because
of the presence of protecting In0.5Ga0.5P layer. However, the
shift of XANES edges to-wards the lower energies in average
by 0.2 eV as compared with epitaxial GaInP alloy should re-
sult in a decrease of the band gap in these structures at least by
this value. In its turn, it must lead to the shift of luminescence
peak in quantum dots towards lower energies as well. Just this
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Fig. 3. Photoluminescence spectra (T = 77 K) of nanostructure
with InP quantum dots (3 ML). Injection power: 100 W/cm2 (a) and
5 kW/cm2 (b) [3].

effect is observed in photoluminescence spectra represented in
Fig. 3.

3. Conclusion

For the first time with the use of SR electron yield spectra near
P L2,3-edge were obtained in nanostructures with InP quantum
dots and in In0.5Ga0.5P alloy. XANES and USXES data are
in a good agreement with photoluminescence spectra meaning
band-to-band origin of the latter ones.

X-ray absorption fine structure with two distinguished
peaks is observed for all of the samples. This is connected
with spin-orbit splitting of core P 2p-level.

An additional XANES peak at ∼ 133.5 eV arranged by
∼ 3.3 eV from the bottom of conduction band in nanostruc-
tures with InP quantum dots is most likely due to quantum-size
effects [4].
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Modeling of excitation dependences of the photoluminescence
from InAs quantum dots
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E. S. Semenova1, A. E. Zhukov1, R. P. Seisyan1, M. V. Maximov1, N. N. Ledentsov1,2 and V. M. Ustinov1
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Abstract. A theoretical simulation of excitation density dependent photoluminescence spectra of samples with
InAs/InGaAs/GaAs quantum dots is presented. The modeling is based on a theory well-developed for ideal quantum dots
structure. To interpret experimental data the mechanism of non-radiative recombination of carriers is taken into account. It
is shown that non-radiative carrier lifetime is roughly constant while excitation power changes by 4 orders of magnitude.

Introduction

Light-emitting devices with self-organized quantum dots are an
exciting and rapidly developing area of semiconductor physics.
Quantum dots (QD) lasers demonstrate unique characteristics
that were earlier predicted by theory: a low threshold current
density and high differential efficiency and temperature sta-
bility (for review, see [1]). One of the specific properties of
QDs compared to quantum well (QW) structures is the possi-
bility to attain longer emission wavelengths in a given material
system, for example, InGaAs-GaAs. To increase the emis-
sion wavelength, special growth techniques are used, such as
activated alloy phase separation [2]. The growing of large
QDs can be followed by the formation of dislocations in QDs
and large clusters with dislocations, which gives rise to non-
radiative recombination. These entities significantly deterio-
rate the characteristics of QD devices. Despite the fact that
some works were devoted to theoretical studies of excitation
dependent photoluminescence (PL) spectra for ideal QD sam-
ples, only a small number of publications focused on studying
non-radiative processes and precise modeling of experimental
data for realistic samples [3]. Experimental and theoretical in-
vestigation of excitation density dependent PL spectra is very
important to understand the radiative and nonradiative recom-
bination mechanisms and improve internal quantum efficiency
of QD devices.

In this work we offer method of modeling of PL spectra ex-
citation dependences for QD’s structure. The method is based
on a theory developed in works [4, 5]. We have added mech-
anism of non-radiative recombination of carriers [6], to make
theoretical model more suitable for experimental data explana-
tion. To test the model the room temperature (RT) PL spectra of
self-assembled InAs QD’s structure were measured at different
excitation density.

1. Experiment

The structure studied in this work was grown by a molecular
beam epitaxy (MBE), on (001)-oriented GaAs substrate fol-
lowed by an undoped GaAs buffer layer at 600 ◦C. Three layers
of self-assembled InAs QDs (2.4 ML) in 50Å thick InGaAs
quantum wells (QW) and 50Å thick GaAs spacers between
them were grown at 480 ◦C. This active region was embedded
in the middle of 2000Å thick GaAs layer. Two 1000Å thick
AlGaAs barriers were grown on both sides of the GaAs layer to
prevent carrier leakage to the substrate and the surface. A 100Å
GaAs cap layer was grown at 600 ◦C on the top of the structure.

The PL spectra were excited with second harmonic of CW
YAG:Nd laser (532 nm). The power density was varied in 0.01–
350W/cm2 range, the laser spot diameter was about 200µm.
PL signal was measured by a grating monochromator operating
with a cooled Ge photodiode. The spectra were recorded using
standard lock-in technique.

2. Results and discussion

Figure 1a shows the PL spectra at different excitation densities.
The ground state QD’s emission at RT is centered at 0.993 eV.
By increasing the excitation power density (Pexc) in the 0.01–
350W/cm2 range a clear band filling effect is observable. Two
additional excited state recombination peaks at 1.055 eV and
1.105 eV as well as two peaks at 1.274 eV and 1.42 eV are
clearly distinguishable at the high Pexc and attributed to QW
and GaAs matrix emission, respectively.

Dependence of integrated PL intensity (IPL) on excitation
density is shown in Fig. 2. Three regions with different slops
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Fig. 1. (a) PL spectra of QD’s structure at different excitation den-
sity at room temperature. The power density increased from 0.01
to 350W/cm2. (b) Comparison between experimental (continuous
lines) and calculated (dashed lines) PL spectra at different (from 6
to 350W/cm2) power densities.
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Fig. 2. Dependence of IPL intensity on excitation density. Circles
represent experimental data, the continuous line is calculation. The
inset shows ratio between IPL intensity and Pexc at different power
densities.

can be marked out on this dependence. The slope (k) of the
first one, where Pexc changes from 0.01 to 0.7W/cm2, is equal
to 1.45, i.e. dependence shows superlinear behavior. Earlier
this superlinearity was explained by presence of saturated non-
radiative centers near or inside QDs (for example, point de-
fects) [6]. The assumption was related to the fact that superlin-
earity becomes weaker as the power increases and approaches
linearity (k = 1) at the higher power (region 2). The third
region is characterized by appearance of QW and GaAs ma-
trix emissions and changing of the slope from 1 to 0.72. Such
behavior of PL excitation dependence indicates the escaping
of carriers from QDs states and nonradiative recombination in
QW or/and GaAs matrix.

Assumptions of an equilibrium carrier distribution between
QD’s states, QW and GaAs matrix makes possible to study
radiative and non-radiative processes independently. To deter-
mine energies of optical transitions and inhomogeneous broad-
ening of QD’s energy states PL spectra measured at the high
power (Pexc = 110W/cm2) were deconvoluted on four Gaus-
sian peaks (see inset in Fig. 3). The last necessary optical
parameters are effective reciprocal radiative lifetimes (g/τr ,
where g is the level degeneracy) which were reconstructed by
fitting calculated spectra to experimental ones. Confinement
energies of electrons and holes were taken from work of O. Stier
et al [7]. Calculated PL spectra (see Fig. 1b) demonstrate good
agreement with experiment in wide range of excitation power
density. To the best of our knowledge this is the first detailed
experimental verification of the well-known theory [3, 4] of
QD PL using wide range of injection powers. As a result of fit-
ting the position of quasi-Fermi energy levels was obtained for
each excitation power density. After that one can test models
of non-radiative recombination by comparing predicted effi-
ciency dependence with an experimental one.

As it was proposed earlier [6] there are two types of non-
radiative recombination: recombination in defects that satu-
rates at low injection current and recombination in lattice de-
fects in a surrounding matrix that plays major role at the high
injection. Here we use following expressions for current den-
sity of matrix recombination: JNR = nm/τNR, where nm —
total surface density of non-localized carriers in InGaAs QW
and GaAs matrix, τNR — non-radiative lifetime. Results of cal-
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Fig. 3. IPL peak’s intensity at different power density. Circles,
squares, triangles and stars correspond to the experimental data on
the ground state, the first, second and third excited states, respec-
tively. The hollow circles represent non-radiative losses divided
by 2.The inset shows the four gaussian fitting of the PL spectrum
measured at Pexc = 350W/cm2.

culation are presented in Fig. 2 and a good agreement between
calculation and experiment can be seen. The best agreement
corresponds to τNR = 1.1 ns what agrees well with previous
results [8] obtained from temperature PL dependencies. Power
of radiative recombination through ground and excited states of
QD’s and total power of non-radiative recombination are pre-
sented in Fig. 3. It should be noted here that radiative recombi-
nation in QW and GaAs is much less than non-radiative com-
ponent and is not considered here. In the inset to Fig. 2 the ratio
between IPL intensity and Pexc (external efficiency) is shown.
In the present calculations this ratio remarkably decreases with
excitation decreases at low densities though centers that can be
saturated are not included in the model. This fact can be ex-
plained by the presence of thermally activated carriers escaping
from QD’s states to matrix that control non-radiative recom-
bination both at the low and high power densities. Therefore
non-radiative recombination in the InAs/InGaAs/GaAs self-
organized QD ensemble can be roughly described by only one
time constant τNR.
Acknowledgements
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Application of symmetry in k ·p calculations of the electronic
structure of pyramidal self-assembled InAs/GaAs quantum dots
N. Vukmirović, D. Indjin, V. D. Jovanović and P. Harrison
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Abstract. A method for the calculation of the electronic structure of pyramidal self-assembled quantum dots is presented.
The plane wave method was used to solve the 8-band k · p Hamiltonian taking strain into account via continuum mechanical
model. C4 symmetry of the Hamiltonian was used to block diagonalize the corresponding Hamiltonian matrix into four
matrices of approximately equal size and therefore significantly reduce the computational time. The method was applied to
calculate electron and hole quasibound states in a periodic array of vertically stacked pyramidal self-assembled InAs/GaAs
quantum dots.

Introduction

Semiconductor quantum dots made by Stranski-Krastanow
growth have attracted great interest over the past years due
to their application in optoelectronic and microelectronic de-
vices. In order to model and design such devices the electronic
structure needs to be accurately known. The large lattice mis-
match between InAs and GaAs has enabled the fabrication
of quantum dots putting it at the forefront of both theoreti-
cal and experimental research. Different quantum dot shapes
(such as pyramid, lens, cone and cylinder) of InAs/GaAs self-
assembled quantum dots are often reported. A range of theo-
retical approaches has been used so far to calculate the energy
levels in self-assembled quantum dots — effective mass [1,2],
k ·p [3,4] and empirical pseudopotential method [5]. In quan-
tum dots with cylindrical symmetry, symmetry considerations
have been applied to effectively reduce the geometry of the
problem from a three dimensional to a two dimensional, both
in the effective mass and the k · p method (within the axial
approximation) [6]. C4v symmetry of the pyramid has been
used in the effective mass calculation [7] to reduce the size
of the corresponding Hamiltonian matrix, however in none of
the k · p calculations of pyramidal quantum dots has the ex-
plicit use of symmetry of the Hamiltonian been reported. The
aim of this paper is to develop a method, based on symmetry
considerations, for faster calculation of the electronic structure
of pyramidal InAs/GaAs quantum dots. The method was then
applied to calculate electron and hole quasibound states in a
periodic array of vertically stacked pyramidal self-assembled
InAs/GaAs quantum dots.

1. Theory

The 8-band k ·pHamiltonian [8] is used to calculate the energy
levels both in the conduction and the valence band. The strain
distribution is taken into account via the continuum mechani-
cal model. The plane wave method [9] was used to solve the
eigenvalue problem of the Hamiltonian matrix, therefore only
Fourier transforms of the strain components are necessary and
they are given by analytical formulae [10]. The number of
plane waves taken is

N = 8(2nx + 1)(2ny + 1)(2nz + 1) ,

where nx = ny and 2nt + 1 is the number of plane waves
per dimension t (t ∈ {x, y, z}). The k−th element of the 8-
component state spinor was thus taken as a linear combination

of plane waves:

ψk(x, y, z) =
nx∑

mx=−nx

ny∑
my=−ny

nz∑
mz=−nz

Ak,mx,my,mz

× exp

[
2iπ

(
mxx

Lx
+ myy
Ly
+ mzz
Lz

)]
.

The direct application of this approach would lead to an
eigenvalue problem of a matrix of size N × N . However,
it is possible to exploit the symmetry of the system to block
diagonalize the corresponding matrix.

The symmetry group of the system is the double group
C4 [11]. The generator of the group is the total angular mo-
mentum F̂z and therefore the representations of the elements
of the group are given by D̂(R(ϕ)) = exp(−iϕF̂z), where
ϕ ∈ {kπ/2} (k ∈ {0, 1, . . . , 7}) and R(ϕ) is a rotation by an
angle ϕ. The representation of the element D̂(R(π/2)) acts on
each component of the eight component state spinor as:

D̂(R(π/2))ψk(x, y, z) = exp(−iJz(k)π/2)ψk(y,−x, z) ,
where k ∈ {1, 2, . . . , 8} and Jz is the z-component of the total
angular momentum of Bloch basis state for the k-th component
of the spinor (Jz(1) = −1/2, Jz(2) = 1/2, Jz(3) = 1/2,
Jz(4) = 3/2, Jz(5) = −3/2, Jz(6) = −1/2, Jz(7) = −1/2,
Jz(8) = 1/2).

Knowing how a representation of the generating element
R(π/2) acts on the states, it is straightforward to find the char-
acters [11] of the representation D. The characters obtained
were then used to reduce the representation into its irreducible
constituents. It was found that

D = N1A1/2 +N1A−1/2 +N2A3/2 +N2A−3/2 ,

h

Lz

z

b

Fig. 1. Quantum dot geometry. The width of the base is b, the
height h, the period of the structure is Lz.
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where

N1 = 8nx(ny + 1)(2nz + 1)+ 3(2nz + 1) ,

N2 = 8nx(ny + 1)(2nz + 1)+ 2nz + 1

and AFz(R(kπ/2)) = exp(ikFzπ/2) are the irreducible repre-
sentations of the double group C4. Projection operators [11]
were then used to find the symmetry adapted basis. In this ba-
sis the Hamiltonian matrix is block diagonal with four blocks
of sizes N1 × N1, N1 × N1, N2 × N2 and N2 × N2, respec-
tively. The corresponding matrices were diagonalized using
the standard EISPACK routines.

2. Results

The method presented was applied to the calculation of the
electronic structure of periodic array of vertically stacked pyra-
midal self-assembled quantum dots (Fig. 1). The width of
the pyramid base was taken to be b = 15 nm, the height
h = 7.5 nm, the wetting layer width dWL = 2.1 ML and the
period of the structure in z-direction Lz = 8.5 nm. The piezo-
electric effect that breaks the C4 symmetry of the Hamiltonian
was neglected since our calculations have shown that its influ-
ence on the energy levels is of the order of 1 meV.

According to Bloch’s theorem, the k-th component of the
state spinor is given by

�k(x, y, z) = exp(iKzz)ψk(x, y, z)

and the Kz-dependence of the energy levels is shown in Fig. 2
for electrons and Fig. 3 for holes. In both figures the bottom
of the unstrained InAs conduction band is taken as the energy
reference level. In the calculation, the values Lx = Ly = 2b
were taken. Each state is characterized by two quantum num-
bers Kz and Fz. The quantum number Fz is a consequence of
C4 symmetry and can be interpreted as the total quasi-angular
momentum. It can be proved by considering the two dimen-
sional irreducible representations of the more general double
groupC4v [11] that states with the same absolute value of total
quasi-angular momentum (and the same Kz) are degenerate,
as confirmed by our calculation.

As seen from Fig. 2, the energies in the conduction band are
increasing functions ofKz except for the second excited |Fz| =

E
(e

V
)

−0.40

−0.42

−0.44

−0.46

−0.480 0.1 0.2 0.3
Kz (nm )−1

Fig. 3. Miniband structure of hole levels of the periodic array of
vertically stacked InAs/GaAs quantum dots. The states with total
quasi angular momentum |Fz| = 1/2 are denoted by full lines and
the states with |Fz| = 3/2 by dashed lines.

1/2 miniband which has a maximum at approximately Kz =
π/2Lz and crosses with the first excited |Fz| = 3/2 miniband
for slightly larger Kz. The ground |Fz| = 3/2 miniband and
the first excited |Fz| = 1/2 miniband are nearly degenerate. If
the piezoelectric effect that we have neglected were included,
it would lead to a small splitting (of the order of 2 meV) of
these two minibands. The miniband energy widths are of the
order of 20–30 meV.

The hole minibands exhibit a more complicated structure
(Fig. 3). There is an energy gap of approximately 30 meV
between the ground |Fz| = 1/2 miniband and the other mini-
bands, which lie very close to each other and often exhibit
crossings.
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Temperature stability of optical properties of InAs quantum dots
overgrown by AlAs/InAlAs layers
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Abstract. The work is focused on the optical properties of quantum dots formed in GaAs or AlGaAs matrixes by
overgrowth of initial Stransky-Krastanov InAs islands with thin AlAs/InAlAs layers. The quantum dots emit at 1.27µm at
room temperature. It is shown that transport of carriers between neighbouring quantum dots in the temperature range
10–300 K is absent, and, correspondingly, the carrier distribution remains non-thermal. Suppression of the thermal escaping
of the carriers is conditioned by high energy separation between ground- and first excited-state, absence of wetting layer
level, and increase of carrier localization energy in quantum dots in case of Al0.3Ga0.7As matrix.

Introduction

Self-assembled quantum dots (QDs) are of great interest be-
cause of their technological importance. Lasers with quantum
dot active region have many attractive properties that origi-
nate in the three dimensional confinement of the QDs [1]. On
the other hand, as it known, an InAs medium has relatively
poor thermal stability, and this has been attributed to the ther-
mal excitation of carriers into excited dot states. To improve
the thermal stability of the QDs lasers ground-to-first-state en-
ergy separation should be increased. Thus, development of the
growth methods allowing controlling of the energetic spectrum
of the QDs, is of great importance. As have been shown, appro-
priate choice of the growth methods provides a means of tuning
the properties of the QDs in a controlled way. Recently it has
been shown that the deposition of a thin Al-containing layers
after the growth of InAs QDs lead to longer wavelength emis-
sion, narrower linewidth and increased separation between the
confined QD electronic states [2, 3]. At this work, comparative
studies of the optical properties of InAs quantum dots covered
by thin AlAs/InAlAs layers and InAs quantum dots overgrown
by thin In0.15Ga0.75As layer are done. Carrier transfer phenom-
ena are studied in the expanded temperature range 10–500 K.

1. Experiment

Structures were grown by molecular beam epitaxy on GaAs
(100) substrates. The QDs were embedded in a 0.2-µm-thick
GaAs (structuresA, B, C) orAl0.3Ga0.7As (structures D) matrix
layer confined by wide-gap barriers. The QDs were grown
using the following sequence: first original InAs islands were
formed by depositing 2.3 monolayers (ML) of InAs that was
then overgrown with various capping layers at 485 ◦C. The rest
epitaxial layers were grown at 600 ◦C. In sample A the dots
were capped by GaAs, in sample B — by traditional 4 nm-
thick In0.15Ga0.85As layer, in sample C — 2 ML of AlAs and
4 nm-thick In0.25Al0.75As with. The sample D is analogues to
sample C, but the matrix was Al0.3Ga0.7As.

The photoluminescence (PL) was excited by cw Ar+ laser
(W = 1500W/cm2, λ = 514 nm) or cw YAG:Nd laser, (W =
1500W/cm2, λ = 532 nm) and detected by a cooled Ge photo-
diode. Low-temperature PL measurements were carried out by
mounting the samples in a closed-cycle He cryostat. For high
temperature measurement samples were mounted in the ther-

mostat. For the measurements of the photoluminescence exci-
tation (PLE) spectra and resonant PL (RPL), the tunable exci-
tation source was provided by a 250W tungsten halogen lamp,
dispersed by a monochromator. The samples were mounted in
a helium flow cryostat.

2. Results and discussion

Figure 1 shows room temperature PL spectra of the QDs. Ex-
cept for the lines attributed to the ground QD state and ex-
cited QD states, peaks attributed to the matrix and, in case of
structures A and B, to the wetting layer and In0.15Ga0.85As
layer are seen. Redshift of the PL line of the QDs overgrown
by In0.15Ga0.85As layer (structure B) is well studied and at-
tributed to the several reasons. The main reason is activated
alloy phase separation, increasing the QDs size [3]. The pos-
sibility to shift the QDs emission to 1.3µm by deposition of
a thin Al-containing layers after the growth of InAs QDs was
described in several works [2, 3]. It was shown in work [2]
that deposition of AlAs layer on top of the InAs QDs results in
the increase of QDs height owing to replacement of In atoms
from the wetting layer by Al atoms. As well as deposition of
thin InxAl1−xAs layer increases the QD volume due to direc-
tional migration of In adatoms toward islands [3]. As a result,
PL emission energy decreases and ground-to-first-state energy
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Fig. 1. Room temperature PL spectra of samples A–D.
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Fig. 2. Temperature dependencies of FWHM of structure A, B, C, D.
Inset: temperature dependencies of the integral intensities.

increases.
Figure 2 shows the full width at half maximum (FWHM)

of the QD peak plotted as function of temperature. PL was ex-
cited by Ar+ laser (3W/cm2). The dependence for samples A
and B are typical and explained by the model of the temperature
driven carrier dinamics. At low temperatures carrier popula-
tion of QD anssemble is nonequilibrium and they distributed
randomly. With the temperature going up carriers are thermaly
activated out of the dots into the matrix and relax into the dots
which provide higher localization, resulting in narrowing of
the FWHM increases. At the higher temperatures quasiequi-
librium in carrier distribution between QDs is established and
PL linewidth becomes independent of temperature. As can
be seen in the structures with Al-containing layers (samples C
and D) FWHM is practically unchangeble with temperature,
indicating absence of the carrier redistribution processes.

The inset in Fig. 2 compares dependencies of the PL inten-
sity of the Al-containing samples with reference structure A.
Although at low temperature the intensities are comparable, at
high temperatures the PL intensities of theAl-capped structures
are approximately an order of magnitude greater than that of
the Al-free reference structure. The reason for this enhance-
ment of the high temperature optical efficience is supression
of the thermal carrier escape from QDs to matrix due to high
energy separation between ground and excited QD states, ab-
sence of the wetting layer level and presence of AlAs/InAlAs
barriers.

PLE spectra of samples B, C, D, obtained at different tem-
peratures are shown at Fig. 3. Detection energy corresponds
to QD PL maximum at the temperature. Spectra are shifted
for clarity. At low temperature all spectra reveal features due
to absorption in the barrier,excited states and in the InGaAs
layer in structure B and LO-phonon resonances. At the PLE
spectra of sample B all resonant lines quenches with temper-
ature increase and disappear at 270 K. At RT PLE spectra any
features are absent. That signifies that excitation is not se-
lective for a QDs with ground state energy EDET and carriers
are in quasiequilibrium. At the PLE spectra of the sample C,
resonant line associated with first excited state absorption re-
mains at RT. That fact signifies suppression of the carrier escape
mechanism up to 300 K and conservation of selective excitation
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Fig. 3. PLE spectra of the structures B, C, D obtained at different
temperatures.

conditions. Features corresponding to phonon-assisted carrier
relaxation are observed also at resonant PL spectra (not shown)
of the quantum dots up to room temperature, that signifies the
absent of the thermal carriers distribution between quantum
dots states.Thus at RT carriers captured in QDs are isolated
and carrier distribution between QDs states is nonequilibrium.
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Spatial structure of an individual deep acceptor in a cubic
crystal
A. M. Monakhov, K. S. Romanov, I. E. Panaiotti and N. S. Averkiev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The wave-function of a hole localized on deep acceptor is considered. The cubic symmetry of the crystal has been
taken into account. The obtained pictures qualitatively agree with STM image of Mn in GaAs.

Introduction

The development of STM and ATM methods stimulated the
investigations of defects and nanoobjects in semiconductors.
These methods allow to visualize the space charge distribution
of the localized carriers. So, the quantum-mechanical calcu-
lation of the space charge distribution near the impurity atom
which takes into account the actual crystal symmetry becomes
an urgent problem.

It was shown that STM image of Mn in GaAs have a clear
cubic symmetry [1]. Therefore the localized hole space charge
distribution has the same symmetry. This result is very impor-
tant because up to now the calculations of various parameters of
deep and hydrogen-like acceptors in cubic crystals have been
provided in the spherical approximation. This approximation
describes such parameters as g-factor, deformation potential
coefficients and dipole momentum value quite well. So, it is
important to check out whether the spherical approximation is
correct enough to describe such systems.

We propose the calculation of the space charge distribution
of the hole localized on the deep acceptor in the effective mass
approximation using the zero-range potential method. We took
into account both the symmetry and degeneration of the GaAs
valence band. The results of the simulation were compared
with the STM experimental data in [1,2].

1. Discussion

To calculate the wave-function of a deep center in cubic crystal
it is convenient to use the zero-range potential method. This
method is most appropriate for the deep enough acceptor. For
instance it can be used for the description of the point defect
in the heterostructure based on GaAs with the binding energy
about 100 meV. The zero-range potential method allows one
to take into account the Hamiltonian symmetry and gives the
correct wave-function asymptotics far from the center.

Magnetic properties of Mn are known to reveal themselves
clearly at the helium temperature, but in the experiments [1,
2] the temperature was T = 300 K [3]. So, the exchange
interaction between the bounded hole and Mn’s 3d5 electron
can be neglected.

The Shredinger equation for the hole localized on acceptor
in the zero-range potential model is:

Ĥψ (�r) = Eψ (�r)+ V δ (�r − �r0) ,
where ψ and V are the 4 component spinors and Ĥ is:

Ĥ=
[(
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2
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)p2

2
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)2− 2γ3
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Fig. 1. The isosurface of the calculated wave-function squared mod-
ule of the hole bounded on Mn in GaAs.

0 1

(a)

Fig. 2. The STM image of Mn in GaAs in [110] plane (from [2]).

where γ1, γ2 and γ3 are the Luttinger parameters and J are the
matrices of the 3/2 momentum.

In the p-representation the equation (1) becomes an alge-
braic set of equations which can be solved analytically. To
determine the space charge distribution is it necessary to ob-
tain the Fourier transformation of the set of solutions. This
problem has been solved numerically using discrete Fourier
transform.
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2. Results

The isosurface of the space charge distribution of the hole lo-
calized on a Mn acceptor is shown in Fig. 1. The STM image
of such a center is shown in Fig. 2. It can be seen that there is
qualitative agreement between the cross-section of Fig. 1 and
Fig. 2, but for the quantitative comparison it should be taken
into account that STM image is not the exact image of the
wave-function squared module.
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Recombination processes in systems based on ionic crystals
with embedded self-organized nanocrystals
N. G. Romanov, A. G. Badalyan, D. O. Tolmachev, V. L. Preobrazhenski and P. G. Baranov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The recombination processes leading to tunnelling afterglow and photostimulated luminescence were studied in
systems based on ionic host crystals with low-dimensional structures (semiconductor quantum dots) formed as a result of
the self-organized growth. The systems of AgBr nanocrystals embedded into KBr crystal lattice and CsPbBr3 or CsEuBr3

nanocrystals embedded into the CsBr crystal lattice were investigated. The energy of electron-hole recombination in
matrices was shown to transfer through the interface to quantum dots. To identify the structure of recombining electron and
hole centers magnetic resonance detected optically by monitoring photoluminescence, tunnelling afterglow and
photostimulated luminescence was used.

Introduction

In the last years, nanostructures have been successfully fabri-
cated using self-organization effects common to strained het-
erosystems [1]. Semiconductor nanocrystals are of interest
because of their high radiation efficiency due to quantum con-
finement effects. In addition to the scientific interest, their
strong luminescence has also attracted attention for many ap-
plications including X-ray computer radiography [2].

Nanocrystals can be formed inside ionic crystals as a re-
sult of the self-organized growth. This was first demonstrated
for copper and silver halide nanocrystals embedded in face-
centered cubic alkali halide matrices with NaCl structure [3,
4 and refs. therein] and for CsPbCl3 — like nanocrystals in
body-centered alkali halide crystals with CsCl structure [5].
The embedded nanocrystals have the energy gaps which are by
more than 5 eV narrower than those of the host crystals and can
be considered as an array of self-organized quantum dots in a
strained heterosystem.

In KCl/AgCl and KBr/AgBr, similar to InAs/GaAs the
atoms of the same group are replaced. Therefore, the driving
force of nanocrystal growth is strain on heterojunction. A dif-
ferent situation takes place in formation of nanostructures in
alkali halides doped with impurity ions which have an excess
charge, for example, doubly charged Mn2+, Pb2+, Eu2+ etc.
ions. In this case cationic vacancies are formed to compensate
the excess charge and at high enough temperatures nanometer
size aggregates of impurity ion — cationic vacancy are formed.
Such aggregates exist as a so called Suzuki phase in NaCl type
crystals and as nanocrystals in CsCl type crystals (for example,
CsPbCl3 in CsCl:Pb [5]).

In this communication we report on the study of recombina-
tion processes leading to tunnelling afterglow and photostim-
ulated luminescence in systems based on ionic host crystals
with impurity-related low-dimensional structures, which are
formed as a result of the self-organized growth.

1. Results and discussion

KBr:Ag, CsBr:Pb and CsBr:Eu crystals were grown by the
Stockbarger technique. Tunnelling recombination afterglow
was detected for many hours after X-ray irradiation of these
crystals. Optical excitation in the long wavelength absorp-
tion bands of radiation centers leads to photostimulated lu-
minescence PSL), which is higher in energy and originates

from various recombination processes. Due to spin depen-
dence of the afterglow and PSL optically detected magnetic
resonance (ODMR) of the recombining defects and excitons
can be studied as was discovered in [6, 7].

Figure 1 shows the tunnelling afterglow spectra and pho-
tostimulated luminescence excited by 650 nm light in CsBr:Pb
(0.2%) crystals after quenching from 800 K (solid lines) and
subsequent 20 min annealing at 450 K (dashed lines). The X-
ray irradiation and the luminescence measurements were per-
formed at 77 K. The afterglow spectrum consists from a broad
band assigned to the electron-hole recombination in the host
CsBr crystal and a narrow band, which is similar to that de-
tected in the absorption and photoluminescence spectra and
ascribed to excitons in CsPbBr3 nanocrystals. The intensity of
the broad bands in the quenched sample are larger by a factor
of three. The additional broad band due to emission of self-
trapped excitons (STE) in CsBr is observed in the PSL spectra.

A narrow emission band ascribed to the excitons seems
to be a common property for nanocrystals. Fig. 2 shows the
photoluminescence (PL) and 35 GHz ODMR spectra of AgBr
nanocrystals in KBr:AgBr (2 mol% of Ag in melt) and in bulk
AgBr (full and dashed lines, respectively). The marks show the
resonance fields for the localized holes (h), shallow electron
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Fig. 1. Tunnelling afterglow and photostimulated luminescence
(PSL) at 77 K in CsBr:Pb (0.2%) after quenching from 800 K (solid
lines) and after subsequent 20 min annealing at 450 K (dashed lines).
The arrow shows emission of self-trapped excitons (STE).
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Fig. 2. The photoluminescence (PL) and ODMR spectra recorded in
KBr:AgBr (2 mol% of AgBr in the melt) and in bulk AgBr (dashed
lines). ν = 35.2 GHz, T = 1.7 K, λ = 587 nm. The marks show
the resonance fields for the localized holes (h), shallow electron
centers (SEC) and triplet excitons (exc) for bulk AgBr and AgBr
nanocrystals.

centers (SEC) and triplet excitons (exc). The PL and ODMR
spectra obtained in the AgBr nanocrystals significantly differ
from those observed in the bulk AgBr. In contrast to bulk
AgBr the PL spectrum of the AgBr nanocrystals exhibits a nar-
row exciton band around 440 nm, and ODMR lines of electron
and hole centers are changed in position and shape due to the
confinement of electron-hole recombination [8].

Figure 3 presents PSL spectra recorded at 77 K in CsBr:Eu
crystals as received (1) and after quenching from 800 K, X-ray
irradiation and 1 hour annealing at 450 K (2). The photolumi-
nescence spectra are shown by dashed lines for comparison.
A narrow band around 520 nm appears after annealing at the
expense of the 445 nm band of Eu. Its position and behavior
are similar to those of CsPbBr3 nanocrystals in CsBr:Pb. The
same variations are also observed in the tunnelling afterglow
spectra.

Divalent ions are known to tend to aggregate in alkali halides
even at room temperature. Nanometer size aggregates of reg-
ular CsPbBr3-like and CsEuBr3-like structures can be created
in as-grown CsBr:Pb and CsBr:Eu crystals [2, 9]. The narrow
luminescence bands in the green region seem to be connected
with the aggregation of Pb2+ ions and Eu2+ in the CsBr lattice,
for instance, the PL spectra of the CsBr:Pb crystals are very
similar to those of the bulk CsPbBr3 crystals [2]. According
to Ref. 2 the process of the creation of CsPbBr3 (and probably
CsEuBr3) structure is initiated when several Pb2+ (Eu2+) ions
are close to each other, and the presence of the charge com-
pensating cationic vacancies might make such a Pb2+ (Eu2+)
pre-aggregate energetically unstable. As a result the growth
of a CsPbBr3 (CsEuBr3)-like phase in the volume of the CsBr
host starts.

Sharp bands around 520 nm in CsBr:Pb (Fig. 1) and CsBr:Eu
(Fig. 2) seem to belong to the emission of CsPbBr3 and CsEuBr3
nanocrystals, respectively. Since this is long lasting afterglow
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Fig. 3. The PSL spectra of CsBr:Eu recorded at 77 K in as received
crystal (1) and after quenching from 800 K and 1 h annealing at
450 K (2). The PL spectra are shown by dashed lines for comparison.

it is doubtful that it were recombination of radiation defects
inside the nanocrystals. Thus it is excited by the recombina-
tion in the matrix, the recombination energy being transferred
through the interface into the quantum dot. ODMR by moni-
toring the afterglow, PSL and PL was used for identification of
recombining centers in the systems under investigation. Mag-
netic quenching of the recombination bands was found in the
afterglow spectra and ODMR of recombining centers was ob-
tained. ODMR by monitoring the PSL provides new possi-
bilities to study photostimulated processes, STE and impurity-
bound excitons, as compared with the traditional ODMR by
monitoring PL. It is important that the X-irradiation and the
photostimulated recombination of defects are separated in time.
This makes it possible to transform the radiation-induced cen-
ters before performing ODMR and also to excite selectively
different recombination processes.
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Rectification in ballistic quantum wires and quantum contacts
V. A. Sablikov, V. I. Borisov and A. I. Chmil’
Institute of Radio Engineering and Electronics, RAS, Moscow District, Fryazino, 141190 Russia

Abstract. We report on rectification properties of ballistic quantum wires caused by an asymmetry of the potential relief.
The main effect is the presence of sharp peaks of the rectified current which appear as the potential of the wire is varied. The
peak positions correlate with conductance quantization steps.

1. Introduction

Quantum structures with asymmetric conductance (ratchets)
are currently of considerable interest. One of the major prop-
erties of such systems is the rectification of alternating cur-
rent (for a review see [1]). Rectification is widely studied on
multiterminal ballistic structures, created on the basis of semi-
conductor heterostructures, but the rectification mechanism re-
mains poorly understood to date.

In this paper we show that the rectification effect occurs in a
much simpler structure, containing only one quantum contact.
Multiterminal structures contain many such contacts, which
can contribute to the observed effect. We present experiments
demonstrating the rectification and develop a model describing
it. The rectification is observed on a quantum wire connecting
electron reservoirs in the case when a potential relief in the
wire is asymmetric with respect to reservoirs. The asymmetry
is caused a charge piled up in the wire, or even simply by a
charge of nearby random impurities.

2. Rectification mechanism

The rectification effect is explained as follows. Let a potential
maximum in the wire is located asymmetrically with respect
to the reservoirs as shown in Fig. 1, and an alternating voltage
V (t) = V sin(ωt) is applied across the reservoirs. The poten-
tial of the left reservoir is fixed, while the potential of the right
reservoir oscillates with amplitude V . The electrochemical
potential in the right reservoir varies with the same amplitude
eV , but the barrier height um changes with a smaller amplitude
βeV , where β < 1 is an asymmetry parameter showing what
part of the applied voltage drops between the potential max-
imum and the source. If the equilibrium chemical potential
µ is close to the maximum of the undisturbed potential relief,
the transmission of electrons from left to right differs from the
transmission in the opposite direction. As a result the elec-
trons of one of the reservoirs (the left one, in the case shown
in Fig. 1) are shut in by the barrier for a longer time than the
electrons in the other reservoir. This is the situation in which
the rectification occurs.

The rectified current is calculated using the standard ap-
proach by Landauer-Büttiker, disregarding effects of electron-
electron interaction. This approach describes correctly the con-
ductance quantization, though it does not explain details of the
quantization steps (such as 0.7(2e2/h) plateau) caused by the
interaction. This calculation is helpful to demonstrate the rec-
tification effect and to determine how the dc current depends
on the chemical potential, temperature and the barrier shape.
Deviations from these dependencies in the experiment can be
used in studying the form of the potential relief in the structure
as well as the effects of inter-electron interaction.

The time-dependent current through the wire is found as a
sum of partial currents flowing from the left and right reser-
voirs in all subbands of transverse quantization. It is essential
to take into account the oscillation of the barrier height. The
rectified current j̄ is calculated for an applied voltage of ar-
bitrary amplitude by averaging over the period. Finally, j̄ is
expressed via the transmission coefficients Tn for n-th subband
and the Fermi distribution function.

The rectified current j̄ is found to depend strongly on the
chemical potential µ. The current has a sequence of sharp
peaks appearing when µ coincides with the maximums u(m)n

of potential shape in each subbands. The form of the peak
depends on the ac voltage amplitude V , the temperature T and
the tunneling energy 
, which is determined by the curvature
of the barrier shape.

For the limiting case of zero temperature and extremely
smooth barrier shape (
 → 0), the dependence of j̄ on µ is
shown on Fig. 2a. The rectified current is non-zero only in
a strip |µ − u(m)n | ≤ eV × max[β, (1−β)]. The maximum
of the current ¯jm = (2e2V/h) × (2β−1)/π is achieved at
µ = u(m)n . The form of the current peak is described by an
universal function, its width being of the order of the applied
voltage amplitude, eV .

For finite temperature and 
 �= 0, the peak is diffused in
width to a value of about max[T ,
] and its maximum de-
creases. The largest value of the current j̄m is achieved at
µ = u(m)n , as before. The dependence of the rectified current
on the chemical potential is illustrated by Fig. 2b for a variety
of temperatures.

With increasing temperature the maximum current j̄m de-
creases as T −1 for T � eV,
. A similar dependence takes
place for j̄m versus the tunneling energy 
.

The direction of the current depends on the spatial position
of the maximum of the potential relief: electrons are pumped
into the reservoir that is further from the maximum of the po-
tential relief.

The rectification mechanism is connected with a nonlinear

µ =L µ
µ = µ±R eV

u x( )

u eVm±β

x

Fig. 1. Potential landscape of a quantum channel for zero (solid
line), negative (dash line) and positive (dash-dot line) bias potential
of the right reservoir.
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Fig. 2. Rectified current as a function of µ. (a) T = 
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dependence of the current on voltage. The nonlinearity of the
current-voltage characteristic is extremely strong if the chemi-
cal potential is close to the maximum of the potential relief. The
characteristic voltages for the nonlinearity are (µ − u(m)n ), T

and 
. If (µ− u(m)n ) � T ,
, the only characteristic voltage
remains eV1 = max[T ,
], below which the current-voltage
dependence is close to linear one. At low voltage V < V1, the
rectified current is quadratic in V , but at V > V1, j̄ becomes a
linear function of V .

3. Experiment

Experiments were carried out on quantum channels formed on
the basis of heterostuctures GaAs/AlGaAs with 2D electron
gas. Transistor structures with a quasi-one-dimensional chan-
nel and side gates in the plane of the 2D electron gas were
created using electron lithography and ion etching. [2] The
channel length (of about 0.6µm) was chosen such that it was
short enough for the transport to be ballistic, but it was long for
an asymmetric potential landscape to occur accidentally. The
mean free path of electrons is about 2µm. The conductance
G of the channel demonstrates quantization plateaus observed
with increasing the gate voltage, as shown in Fig. 3a. The
conductance was measured using a small ac voltage (ampli-
tude 30–150µV, frequency 130 Hz), which was applied with-
out dc bias. Simultaneously the dc component of the current j̄
was measured. It was found that j̄ has pronounced maximums
at the points where the gate voltage corresponds to the values
of G close to a half-integer number of 2e2/h quanta.

This behavior of the rectified current can be explained qual-
itatively by the above theory. Two peaks of the rectified current
in Fig. 3 correspond to the coincidence of the chemical poten-
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Fig. 3. Conductance (a) and rectified current (b) as a function of gate
voltage at temperature 4.2 K. Solid lines — the experiment, dashed
lines — the calculation for two subbands with following parameters:
β = 0.8, 
 = 0.05, V = 0.3 mV, intersubband energy 4 meV.

tial with the maximums of the potential relief in the first and
second subbands. Under this condition, the conductance is
known to be close to half-integer number of 2e2/h, as in the
experiment. More detailed quantitative analysis shows that the
theory allows one to describe correctly the position of the ob-
served peaks of the current. The results of the fitting of the
theory to the experiment are depicted in Fig. 3. The describes
the second peak rather well, but the value of the first peak (that
corresponds to the first step of the conductance quantization) in
experiment is higher than in the theory by a factor of about 3–4.
This discrepancy may be connected with electron-electron in-
teraction effects, which are known to be important in the region
of the first step. As a possible mechanism of the interaction ef-
fect on the rectified current, we consider the electron scattering
by Friedel oscillations.
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Efficient lateral inter-dots transport in array of InAs/AlAs
quantum dots
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Abstract. In contrast to the system of InAs/GaAs QDs, a considerable decrease of the PL intensity and decay duration with
the formation of relaxed dislocated clusters with density of order of magnitude than that of QDs was observed. This
difference in luminescence properties of InAs/GaAs and InAs/AlAs QD systems arises from the very large exciton lifetimes
in InAs/AlAs quantum dots, which are longer than the lateral carrier transfer time from QDs to the nonradiative
recombination centers of the dislocated clusters. Additional evidence for lateral carrier transfer was determine from study of
PL decay duration of the structures with different QDs densities.

Introduction

The system of InAs QD’s embedded in an AlAs matrix is very
close to the system of InAs/GaAs QD’s from the point of view
of the Stranski–Krastanov growth mode, since AlAs has prac-
tically the same lattice constant as GaAs. Nevertheless, the
system of InAs QDs embedded in an AlAs (or AlGaAs) matrix
exhibits a decrease in QD size with increased QD densities,
as compared with the InAs/GaAs QD system. The decrease
in QD size together with the higher barrier energy leads to a
stronger electronic confinement in the InAs/AlAs dots, and to
significant changes in their electronic and optical properties [1–
3]. Recently microsecond [2] and even millisecond-scale [3]
nonexponential PL decays have been observed in InAs/AlAs
QDs at low temperatures, while InAs/GaAs QDs display ex-
ponential nanosecond-scale decay times, which indicate a con-
siderable difference in the recombination mechanisms in these
two systems.

Recently we gave a guess that nonexponential PL decays
of InAs/AlAs QD’s is a result of inter-dots carrier transport.
In this work in order to further attest the assumption we study
InAs/AlAs structures with different QDs densities, and inves-
tigate the effect of introduction of lattice defects in InAs/AlAs
QDs on excitonic recombination.

1. Experimental

The samples of InAs QDs in anAlAs matrix studied in this work
were grown by molecular beam epitaxy in a Riber-32P system.
The samples consisted of one layer of InAs QDs sandwiched
between two 25 nm thick layers ofAlAs. As it is shown in Fig. 1
sampleA is dislocation free and has an average QDs lateral size
of 20–23 nm and a QD density of 5× 1010 cm−2. Sample B has
the same QDs size and density but contains dislocated clusters

 Fig. 1. TEM plan view images for structures: A (right), and B (left).

of InAs with a density of about 2× 109 cm−2.

2. Results and discussions

Using time-resolved PL we demonstrate that in contrast to the
InAs/GaAs QDs, the low temperature excitonic PL intensity
and decay duration in the InAs/AlAs QDs drastically decrease
with the formation of large relaxed clusters of InAs contain-
ing dislocations, manifesting a much higher sensitivity of the
InAs/AlAs QD recombination mechanism to the presence of
competing recombination channels. It is seen from Fig. 2 that
in both the samples the decay kinetics is essentially nonexpo-
nential and after an initial pulse is described by a power-law
function IPL(t) ∼ 1/tγ , which cannot be characterized by a
single lifetime. For quantitative comparison of the PL kinetics
we will use the length of period of time during which the PL
intensity decreases by three orders of magnitude, τ . It was
found that in dislocation-free sample A τ amounts to 40 ms,
which is by 40 times longer than that in sample B. Since the
samples have similar QD sizes and densities, we can attribute
the strong difference in τ ’s in these samples to the effect of
recombination centers located at or near the dislocated clus-
ters. The reason for the high sensitivity is attributed to the
long exciton lifetime in the QDs in an AlAs matrix resulting
in a large rate of carrier transfer from the QDs to dislocations.
The mechanism of carrier transport can be assessed using ge-
ometrical considerations. For samples with a cluster density
of 2× 109 cm−2 the average distance between the clusters is
about 220 nm. Since the carrier tunneling length in AlAs is
about 5 nm [4], the majority of the QDs reside too far from the
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Fig. 2. Transient PL decay curves for samples A and B.

26



QWR/QD.13p 27

3

1

2

5 K

−4

−3

−2

−1

0

10

10

10

10

10

0.1 1 10 100

PL
 in

te
ns

ity
 (

ar
b.

un
its

)

t (µs)

Fig. 3. Transient PL decay curves for defect free samples with a
QDs density of: 1 — 9× 109 cm−2, 2 — 2× 1010 cm−2, and 3 —
2.5× 1011 cm−2.

nearest cluster for carriers to tunnel directly from the QD to the
cluster. Therefore, the transport of carriers from the QDs to-
wards the dislocated clusters proceeds as a sequential inter-dot
transfer, or hopping.

Additional evidence for inter-dot transport was found from
compare of the PL decay curves measured for defect free sam-
ples with different QDs density depicted in Fig. 3. One can see
that decay duration decrease with increasing in QDs density.
This experimental data is a result of increase inter-dot transfer
to large size dots with smaller exciton lifetime with increasing
in QDs density and be in a good agreement with model of exci-
ton recombination in InAs/AlAs QD proposed in our previous
work [3].
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Lifetime of non-equilibrium charged carriers
in semiconductor InAs/GaAs quantum dots
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Abstract. The lifetime of nonequilibrium charged carriers in semiconductor InAs/GaAs quantum dots at different levels of
excitation is investigated both experimentally and theoretically. It is shown that, depending on the level of excitation, four
recombination processes control the charged carriers lifetime: (1) radiative recombination; (2) non-threshold Auger
recombination inside a quantum dot; (3) quasi-threshold Auger recombination inside a quantum dot; and (4) Auger
recombination due to Coulomb interaction with charged carriers in the barrier region.

Introduction

By virtue of the strong localization of the charged carriers in
quantum dots (QDs), arrays of QDs represent the ideal sys-
tems for the non-radiative Auger processes (AP) realization.
In a detailed theoretical investigation of the size quantization
influence on the AP in heterostructures, the probability of dis-
playing new AP was predicted — non-threshold and quasi-
threshold ones [1–3]. In recent experimental papers devoted to
the QDs laser diodes investigation some calculations denoted
the necessity of the Auger recombination to be taken into ac-
count. For a detailed investigation of the AP influence on the
QDs luminescence characteristics, we have performed detailed
measurements of the charged carriers lifetime in QDs.

1. Experimental

An InAs QD single layer array was grown using the Stransky-
Krastanow method by molecular beam epitaxy (MBE) on GaAs
(001) substrate misoriented relatively to the [010] direction
by 2◦. The average thickness of the InAs layer was 2.9 mono-
layer (ML) and was grown at a temperature of 470 ◦C. The InAs
QD array was confined by GaAs barriers (20 nm) surrounded
by 250 nm thick AlAs/GaAs graded band-gap superlattices and
by Al0.7Ga0.3As cladding layers (200 nm). The structure was
completed by a GaAs cap layer (5 nm). The size of the QDs,
calculated from atomic force microscopy (AFM) images [4],
was found to be about 15 nm laterally and 3 nm in height.

Steady state photoluminescence (PL) measurements of the
internal quantum efficiency were performed with an Ar+ ion
laser (λ = 514.5 nm) in a wide range of excitation energy den-
sities (0.5–4000) pJ·cm−2. A detailed description of the time-
resolved photoluminescence (TRPL) measurements is presen-
ted in [5]. The TRPL measurements of the ground state (GS)
QD emission were performed in a wide incident energy den-
sity range (0.7–47,000) pJ·cm−2. Narrow bandpass filters (a
few nanometres width) were used to spectrally discriminate
the luminescence signal. The measurements were performed
at wavelengths coinciding with the maxima of the PL spectra,
which correspond to the recombination of the charged carriers
from the ground state.
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Fig. 1. Experimental (triangles) and theoretical (squares) values of
the charge carriers lifetime on the QD ground state versus excitation
energy density.

2. Results and discussion

The PL lifetime dependence on the incident energy density
for this sample was investigated, and the results are shown in
Figure 1. The lifetimes of the carriers were calculated from
the TRPL traces. The dependence of the lifetime (τ ) on inci-
dent energy density can be described in three parts: τ remains
practically constant at low excitation power densities (part I);
a rapid decrease of τ at power densities of 2 pJ·cm−2 (part II)
and the following slight decrease of τ with increasing energy
density (part III).

Such behavior cannot be explained by the influence of stim-
ulated radiation because of the small diameter of the excitation
spot and the low values of the modal gain. Additional mea-
surements of the PL spectra in the full range of the excitation
did not exhibit PL spectra sharpening connected to the stimu-
lated radiation. A simple explanation of the lifetime reduction
with the increase of the radiative recombination rate, due to the
increase of the filling factor [5, 6], is not enough. In the case
of strong localization of the charged carriers in the QDs, their
Coulomb interaction should lead to the appearance of a much
faster non-radiative Auger processes.

To explain the observed behavior of the lifetime dependence
on the excitation level, we provide a theoretical analysis of the
mechanisms responsible for the lifetime in the QDs at low tem-
peratures. In Figure 2 the basic recombination processes of the
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Fig. 2. Mechanisms responsible for the lifetime of the charge carri-
ers: a) radiative recombination; b) non-radiative quasi-threshold and
non-threshold Auger recombination in the QD and c) non-radiative
Auger recombination due to Coulomb interaction with charged car-
riers in the barrier region.

charged carriers localized in the QDs are presented: 1) spon-
taneous radiative recombination (τSP

QD); 2) non-radiative Auger

recombination in the QDs (τA
QD); 3) non-radiative Auger re-

combination with participation of charged carriers in the barrier
(τB

QD).
As it could be seen on Fig. 1, in part I the charged carriers’

lifetime is slightly increasing with the increase of the excitation
energy density. This part is mainly controlled by the radiative
recombination process. Preliminary investigations have shown
that the internal quantum efficiency at the level of excitation
corresponding to part I is close to 100%.

At the excitation energy densities providing QD ground
state occupancy by more than 1 carrier of the same charge —
either two electrons or two holes (part II) [6], the lifetime of
the charged carriers could change due to the switching on of
the two non-radiative Auger recombination processes in the
QDs (Fig. 2b). The quasi-threshold Auger process is closely
connected to the limitation of the wave-function overlap area
imposed by the QD volume. In accordance with the Heisenberg
rule, this phenomenon leads to the replacement of δ-function in
the law of quasi-pulse conservation with a function approach-
ing to the δ-function within the limits of an infinite QD radius.
The non-threshold Auger process is conditioned by the scat-
tering of the electron (hole) at the heteroboundaries. In this
process the excited carrier receives a big angular momentum.
The ratio between the probabilities of these processes depends
on the QD radius as follows:

WNTA

WQTA =
(
VC

Eeff
g

)2

·
(

1

k2a2 sin2(ka)

)
. (1)

where a is the QD radius, k the wave vector, VC the barrier
height for the electrons and Eeff

g the ground state transition

energy. In the case of the InAs QDs with height of 30Å ex-
perimentally investigated, the quasi-threshold Auger process
plays a key role. The estimated characteristic time of the quasi-
threshold Auger process for the spherical shaped QDs (radius
30Å) [7] is 2.5 · 10−10 s. It is evident that the following in-
crease in the excitation level does not increase the probability
of quasi-threshold Auger process; all the states in the QDs
are occupied. However the increase in the excitation energy
(part III in Fig. 1) should lead to an increase in the concen-
tration of charged carriers in the barriers. This effect starts
another Auger process, with the participation of the carriers
in the barriers (Fig. 2c). The probability for this process to
occur is proportional to the carriers’ concentration in the barri-
ers. The estimated [8] probability for this process to take place
in the case of a spherical shaped QD (radius 30Å) and a car-
rier concentration in the barriers of N3D = 1018 cm−3 gives a

characteristic time of 4 · 10−10 s.
The lifetime for the nonequilibrium of the carriers localized

in the QDs is determined by the sum of the three recombination
processes probabilities:

1

τ
= 1

τSP
QD

+ 1

τA
QD

+ 1

τB
QD

. (2)

When all the processes mentioned above are taken into ac-
count the carriers’ lifetime can be estimated, and the results
are presented in Fig. 1. As it can be seen in Fig. 1, all the esti-
mated values are smaller than the ones obtained experimentally,
but the behavior of the curve is similar. However taking into
account the real shape of the QDs, it is necessary to consider
the change of the electron-hole wave-function overlap integral.
Using the value of the wave-function overlap integral for the
pyramidal shaped QDs taken from Bimberg et al [9] with a
characteristic lateral size of 150Å and a height of 30Å, we can
obtain a complete agreement between the experimental data
and the calculated values for the non-equilibrium charged car-
riers’ lifetime in the QDs across the whole range of excitation
energy density.

Conclusion

In the present work the detailed analysis of the basic recom-
bination mechanisms determining the lifetime of the charged
carriers localized in the QDs was presented. It was shown that
the charged carriers’ lifetime, depending on the excitation en-
ergy density, is defined by three recombination channels. At
low excitation power densities, the charged carriers’ lifetime is
determined by radiative recombination. When the excitation
energy density increases, the charged carriers’ lifetime is con-
trolled by Auger recombination inside the QDs. With a further
increase in the excitation energy density, the charged carriers’
lifetime is determined by theAuger recombination process with
assistance from the charged carriers in the barrier region.

The peculiarity of the charged carriers’ lifetime behavior
should be taken into account in the design of devices based on
heterostructures containing QDs.
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Effect of strain relaxation on photoluminescence spectra
of nanostructures with InAs quantum dots
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Abstract. Strain relaxation in nanostructures with overgrown InAs quantum dots (QD) synthesized by MBE on either
Al0.85Ga0.15As or metamorphic InGaAs buffer layers is investigated. Three mechanisms of strain relaxation were found in
case of the metamorphic buffer: the tetragonal distortion of the unit cell, the dislocation injection, and the surface
roughening mechanism that results in the formation of strain relief on surface of the QD structure. The last mechanism
dominates in the QD structures grown on the Al0.85Ga0.15As buffer. Typical values of the stress resulting in strain relief for
the studied QD structures were estimated to be 0.01–0.1 GPa. The relaxation of this weak stress noticeably affects the
wavelength of QD photoluminescence (1200-1300 nm) and even the shape of the spectrum.

Introduction

Strain relaxation and its influence on formation of InAs self-
organized quantum dots (QDs) and their optical properties have
not been studied in detail yet. In the present paper the effect of
strain relaxation on photoluminescence (PL) properties of two
types of nanostructures with InAs QDs grown on either thick
Al0.85Ga0.15As layer or thick In0.2Ga0.8As metamorphic layer
are investigated.

1. Experimental

Two types of structures grown by molecular beam epitaxy
on GaAs (100) substrates were investigated. The first type
comprises a 1.2 µm-thick Al0.85Ga0.15As layer followed by
a 0.2 µm-thick GaAs matrix. Three layers with QDs were
embedded in the middle of the matrix. The second type of the
structures comprises a 0.5µm-thick metamorphic InxGa1−xAs
(x 20%) buffer deposited at 400 degC (the rest of epitaxial lay-
ers were grown at 500 degC). The QDs were embedded in
a 0.2 µm-thick In0.2Ga0.8As matrix layer confined by short-
period In0.2Ga0.8As/In0.2Al0.8As superlattices.

The QDs in both types were grown using the following
sequence: initial InAs islands were first formed by depositing
2.6 monolayers of InAs then overgrown by 5 nm InyGa1−yAs
(y = x + 0.2, where x = 0 or 0.2 for the first and the second
type of the structures, respectively).

Transmission electron microscopy (TEM) imaging was car-
ried out using a 100 keV Philips CM microscope. Photolumi-
nescence (PL) was excited using YAG:Nd laser (λ = 532 nm)
and detected with a cooled Ge photodiode. X-ray diffraction
was used for evaluating material quality of the structures.

2. Results and discussion

For QD structures grown on thick Al0.85Ga0.15As layer it was
found from AFM studies and X-ray diffractometry that the
main mechanism of strain relaxation is the surface roughening.
This mechanism results in the formation of strain relief on the
surface of the overgrown QD structure. Typical strain relief
appeared on the surface ofAl0.85Ga0.15As buffer layer is shown
in Fig. 1. Our previous investigation has shown that the strain
relief formed in the buffer layer either remains on the surface of
overgrown QD structure even after deposition of the active QD
region and all subsequent layers, or spreads out, or completely

Z

Y

X

Fig. 1. AFM image of typical surface structure of Al0.85Ga0.15As
buffer layer. TheX and Y multiplying factor is 100 nm, Z multiply-
ing factor is 5 nm.

disappears after different stages of nanostructure technological
process.

To clarify the effect of the stain relief on PL characteris-
tics of overgrown QD structure we studied PL spectra of the
structure of the first type having a small irregular deformation.
In this case regions with different height of strain relief coex-
ist on the surface. The AFM cross sections of these regions
and corresponding PL spectra taken at room temperature are
presented in Fig. 2. The same variety of strain relieves was
observed in structures grown on Al0.85Ga0.15As buffer layer
with some variations of technological conditions (such as the
buffer growth temperature, the introduction of thin GaAs layer
inside the buffer).

The stress resulting in the strain relief was evaluated from
the equation and the data of AFM instigations:

σ = 2Gh2

LdL0
, (1)

where G is the shear modulus, h is the relief height, Ld is the
crest relief width at the base, L0 is the distance between the
relief crests. Typical value of stress resulting in strain relief for
the structures under study was estimated to be 0.01–0.1 GPa.

The relaxation of this weak stress noticeably affects the
shape of PL spectrum and shifts the PL peak position (1200–
1300 nm for the QD ground-state) as shown in Fig. 2. Shift
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Fig. 2. AFM cross-sections (right-hand panels) and room-tempera-
ture PL spectra (left-hand panels) taken from regions: (a) without
strain relief; b) with the highest strain relief; and (c) with strain relief
3 times smaller as compared to the (b).

to shorter wavelengths for higher strain relief is usual for all
the structures investigated. The results obtained allow us to
suppose that weak stress can affect the QD formation and co-
operative phenomena in the QD-matrix layer system changing
some optical properties.

The competition and cooperation of three mechanisms of
strain relaxation were found in structures grown on the meta-
morphic buffer. In addition to strain relief, the injection of
misfit dislocations with formation of the extended defect sys-
tem (EDS) was detected using X-ray diffractometry. Elastic
accommodation with tetragonal distortion of the unit cell was
revealed from measurements of the wafer curvature. The typ-
ical curvature was 11–20 m.

The initial bend of the substrate affects PL spectra and peak
position for QD structures grown under same technological
conditions (fig.3). Initial bend of substrate also modifies the
strain relaxation changing the optical properties of the buffer
layer (fig.4). Comparative X-ray diffractometry investigations
of buffer layers grown on substrates of different thicknesses
(440 or 390 µm) showed that the strain relaxation of the buffer
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Fig. 3. Room-temperature PL spectra of QD structures of the sec-
ond type grown on either semi-insulating or n-type doped GaAs
substrates.
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Fig. 4. Room temperature PL spectra of metamorphic InGaAs
buffers grown on either n-type doped or semi-insulating GaAs sub-
strates of different thickness.

layer may cause the formation of two layers with different In
composition on the thinner substrate. This result is in a good
agreement with the PL data (fig.4).

The strain relaxation resulting in formation of strain relief,
biaxial stress in substrate and buffer can be the reasons of non-
reproducibility of optical properties of QD structures.
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Precise control of electronic spins in semiconductors should
lead to development of novel electronic systems based on the
carriers’ spin degree of freedom. Magnetic semiconductor
quantum dots (QDs), where excitons can interact strongly with
the magnetic atoms, hold particular promise as building blocks
for such spin-based systems. This requires the ability to detect
and manipulate individual spins. We will show in this presen-
tation how we can optically probe the magnetic state of a single
Mn2+ ion embedded in an individual QD.

In the case of a quantum dot incorporating a single mag-
netic atom (spin S) and a single confined exciton, the exchange
interaction between the exciton and the magnetic atom acts as
an effective magnetic field, so that the atom’s spin levels are
split even in the absence of any applied magnetic field [1]. A
set of 2S+1 discrete emission lines can be resolved, providing
a direct view of the atom’s spin state at the instant when the
exciton annihilates.

Magneto-optic micro-spectroscopy was used to study the
optical properties of individual Mn-doped self-assembled
CdTe/ZnTe QDs. The fine structure of a confined exciton in
the exchange field of a single Mn2+ ion (S = 5/2) is ana-
lyzed in detail. The exciton-Mn2+ exchange interaction shifts
the energy of the exciton depending on the Mn2+ spin compo-
nent and six emission lines are observed at zero magnetic field.

Magneto-optic measurements reveal that the emission intensi-
ties in both circular polarizations are controlled by the Mn2+
spin distribution imposed by the exchange interaction with the
exciton, the magnetic field and an effective manganese tem-
perature which depends on both the lattice temperature and the
density of photo-created carriers.

The influence of the number of confined carriers on the spin
splitting will be then considered by investigating both the biex-
citon and exciton transitions in the same Mn-doped QD. The
injection of the second electron-hole pair cancel the exchange
interaction with the Mn ion and the spin degeneracy is almost
restored. The biexciton level is found to be split by the per-
turbation of the carriers orbital wave functions induced by the
interaction with magnetic ion.

Finally the influence of the system geometry, namely the
QD in-plane asymmetry and the position of the Mn atom, will
be demonstrated: the observed behaviour can be explained by
the interplay between the exciton-manganese exchange inter-
action (dependent on the Mn position) and the anisotropic part
of the electron-hole exchange interaction (related to the QD
asymmetry).

References

[1] L. Besombes et al. Phys. Rev. Lett. 93, 207403 (2004).

32



13th Int. Symp. “Nanostructures: Physics and Technology” SRPN.02i
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Probing and manipulating spin effects in quantum dot
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Abstract. Strain relaxation in nanostructures with overgrown InAs quantum dots (QD) synthesized by MBE on either
Al0.85Ga0.15As or metamorphic InGaAs buffer layers is investigated. Three mechanisms of strain relaxation were found in
case of the metamorphic buffer: the tetragonal distortion of the unit cell, the dislocation injection, and the surface
roughening mechanism that results in the formation of strain relief on surface of the QD structure. The last mechanism
dominates in the QD structures grown on the Al0.85Ga0.15As buffer. Typical values of the stress resulting in strain relief for
the studied QD structures were estimated to be 0.01–0.1 GPa. The relaxation of this weak stress noticeably affects the
wavelength of QD photoluminescence (1200-1300 nm) and even the shape of the spectrum.

Control over spin effects is the central to the relevance of semi-
conductor nanostructures for applications to spintronics and
quantum information technologies. Novel concepts of probing
and manipulating spin information arise from interactions be-
tween electrons, nuclei, and magnetic field, and are embodied
in recent experiments with semiconductor quantum dots such
as spin filtering [1] and current rectification by Pauli effect [2].
In this talk I will review recent experimental studies on such
spin effects in quantum dot devices: robustness of spin states,
spin blockade, and hyperfine coupling to nuclear spin.

1. Robust spin state and spin blockade

There are only a few mechanisms causing spin relaxation in
nonmagnetic compound semiconductor materials: spin-orbit
interaction and hyperfine coupling to nuclear spin. Both of
these effects are significantly reduced in quantum dots because
of the spectral discreteness. We have used an electrical pump
and probe technique to measure the lifetime (T1) for a single
spin state in an InGaAs vertical quantum dot [3]. The mea-
sured T1 is longer than 0.2 ms, much longer than that for an
orbital state [4]. More recently the same technique is applied
for Zeeman sublevels by a Delft group [5], and T1 of 0.8 ms is
derived. These time scales are well accounted for by theory of
spin-orbit coupling.

Note thus derived T1 is sufficiently longer than a typical
transport time for electrons throughout the dot system that the
spin effect can significntly influence the transport properties.
Spin blockade is such example. In the scheme of Coulomb
blockade the number,N , of electrons in quantum dots is varied
one-by-one just by adding one electron to the N − 1 electron
ground state (GS) to form the N -electron GS in the dot. This
usually accompanies a change in the total spin by either +1/2
or −1/2 between the N and N − 1 GSs. However, in the
presence of strong correlation effect, the total spin, S(N), for
the N electron GS can differ from that for the N − 1 elec-
tron GS by more than 1/2. This leads to suppression of single
electron tunneling current through the dot or transition from
the N − 1 to N electron GS [6, 7]. We use a 2D harmonic
vertical quantum dot holding just a few electrons and apply
such a high magnetic field that the GS undergoes a transition
to the fully spin-polarized state. We observe spin blockade for
a transition between the fully spin-polarizedN−1 electron GS
and partially spin polarized N electron GS, for example, be-
tween the four-electron GS having S(4) = 2 and five-electron
GS having S(5) = 1/2. We identify the electronic configura-
tion stabilized by the correlation effect from measurements of
excitation spectra evolving with magnetic field.

2. Control of hyperfine coupling
For GaAs quantum dots all of the constituent atoms of 71Ga,
69Ga, and 75As have the nuclear spin of I = 3/2, and can
interact with electronic spins via hyperfine interaction. The
interaction Hamiltonian includes a flip-flop term between an
electronic spin and nuclear spin, conserving energy as well as
spin. However, the energy conservation is usually not main-
tained for the Zeeman sublevels, because the Zeeman energy is
much greater for the electron spin than for the nuclear spin, and
this difference cannot be managed at all due to the discreteness
of electron energy.

However, this is not the case for two-electron spin states
in a coupled two dot system, i.e. spin singlet and triplet states.
The energy separation between these two states is a few tens
of µeV. Application of a small magnetic field therefore leads
to degeneracy of the singlet and one of the triplet sublevels.
Near this degenerate point the transition between the singlet
state and the triplet sublevel costs a small energy comparable
to the nuclear Zeeman energy. We have used this technique
to manipulate the hyperfine coupling [8]. One key ingredient
in our work is to prepare an excited but long-lived electron-
spin triplet state in a double dot system. Formation of such
an electron spin triplet state blocks single electron tunneling
current through the double dot system by Pauli exclusion [2].
Current can flow when the spin triplet state undergoes a spin-
flip transition, mediated by hyperfine interaction with nuclear
spins. We observe lifting of Pauli spin blockade or increased
leakage current in the Pauli spin blockade region by application
of in-plane magnetic field of 0.5 to 0.9T. Contributions from
nuclei of 71Ga and 69Ga to this finding are explored using a
technique similar to NMR.

The hyperfine coupling effect or singlet-triplet degeneracy
is tunable with bias voltage as well as magnetic field. While
the hyperfine coupling is turned off, we can use a pulsed-NMR
technique to rotate the nuclear spin polarization. Thus rotated
nuclear spin polarization can be read out by turning on the
hyperfine coupling. We use this technique to demonstrate co-
herent nuclear-spin rotation or Rabi oscillation. From experi-
ments of Rabi oscillations and spin echo we are able to derive
the decoherence time and dephasing time for nuclear spins in
quantum dots.

Acknowledgements

This work has been performed in collaboration with K. Ono,
Y. Nishi and D. G. Austing, and financially supported in part
from SORST-JST, from a Grant-in-Aid for Scientific Research
A (No. 40302799) from the Japan Society for the Promotion

33



34 Spin Related Phenomena in Nanostructures

of Science, from Focused Research and Development Project
for the Realization of the World’s Most Advanced IT Nation,
IT Program, MEXT and from the DARPA grant number
DAAD19-01-1-0659 of the QuIST program.

References
[1] J. A. Folk et al, Science, 299, 679 (2003).
[2] K. Ono et al, Science, 297, 1313 (2002).
[3] S. Tarucha et al, Phys. Rev. Lett., 77, 3613 (1996).
[4] T. Fujisawa et al, Nature, 419, 278 (2002).
[5] J. M. Elzerman et al, Nature, 430, 431 (2004).
[6] D. Weimann et al, Phys. Rev. Lett, 74, 984 (1995).
[7] H. Imamura et al, Phys. Rev. B, 57, 2574 (1997).
[8] K. Ono et al, Phys. Rev. Lett, 92, 256803 (2004).



13th Int. Symp. “Nanostructures: Physics and Technology” SRPN.03o
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Coherence and spin relaxation of interwell excitons in GaAs/AlGaAs
coupled quantum wells
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Abstract. The kinetics of spin aligned interwell excitons gas has been investigated in GaAs/AlGaAs coupled quantum wells
(n-i-n heterostructures). The temporal formation of collective excitons phase and the temperature dependence of its spin
relaxation rate have been studied. It was observed that radiative recombination time and spin relaxation rate of interwell
excitons in the collective phase is strongly reduced. The observed effect is an evidence of the coherence of indirect excitons
collective phase at the temperatures below critical one.

Introduction

In n-i-n types GaAs/AlGaAs CQW’s with tilted bands due to
bias, excitons can be excited with electron and hole confined in
adjacent quantum wells separated by a tunneling barrier. These
excitons are called spatially indirect or interwell excitons (IE’s)
and differ from the direct intrawell excitons (DE’s), for which
electron and hole are in the same QW. In contrast to intrawell
excitons, interwell excitons are long-lived because the electron
and hole wave functions overlap is very weak through the tun-
neling barrier. A large number of interwell excitons can be
easily accumulated and a gas of these excitons can be cooled
down to rather low temperatures. Various possible scenarios
of collective behavior of a dense system of spatially separated
electrons and holes have been considered theoretically [1, 2]
and observed experimentally [3, 4].

Earlier, we found that in CQW’s structures a gas of interwell
excitons shows a critical behavior with the increasing density
and at low enough temperatures [5]. We have assumed that
strong narrowing of the IE’s photoluminescence line, a drastic
increasing of it circular polarisation degree and sensitivity of
this effect with respect to exciton density and temperature are
associated with the condensation of interwell excitons to the
collective dielectric exciton phase. Later it has been shown
that if critical conditions are satisfied the collective phase of the
interwell excitons is most likely to occur in regions with lateral
confinement — domains [6]. According to our experiments
such condensation occurs at T < 4 K and an average exciton
concentration of nth ∼ 3× 1010 cm−2.

Collective excitonic phase, corresponding to macroscopic
exciton occupation of the lower state in domain, should be co-
herent. In considered case the coherent length scale is expected
to be equal to domain size, connected with long range potential
fluctuations (around one micron), where interwell excitons are
accumulated. It means that within coherent length condensed
excitons are described by common wave function. Expected
consequences of that are increasing of the radiative decay rate
of excitons and reducing of the exciton spin relaxation rate. All
of these give unique opportunity for resonant photoexcitation
of spin aligned collective interwell excitonic phase.

In below we will concern on study of spin relaxation rate by
means of measurements and analysis of circular polarization
degree under resonant pulsed laser photoexcitation.

1. Experimental

The CQW’s system studied here consists of two GaAs quantum
wells (the width≈120Å) separated by a narrow (4 monolayers)
AlAs barrier. QW’s are isolated from Si-doped (1018 cm−3)
GaAs layers by 0.15µ thick AlGaAs (x = 0.33) barriers. De-
tails of architecture one can find in [5].

The photoluminescence (PL) of indirect excitons was ex-
cited by 120-femtosecond laser pulses with a repetition rate
of 80 MHz. To organize resonant excitation a holographic
grating with optical slits were used. The detection of the
signal was provided by a Hamamatsu streak-camera (Model
5680-24) with a Si CCD-detector combined with a 0.5-m spec-
trometer (Acton SP-500i). The systems resolution was about
70 psec. Peak power excitation was about 30 kW/cm2 which
corresponds to IE’s concentration nth ∼ 3× 1010 cm−2.

Detected by streak-camera signal is a three-dimensional im-
age in energy-time-intensity coordinates. It allows to observe
a time evolution for whole PL line. For the temporal data anal-
ysis this image was profiled along a time-scale. As a result PL
decay curves at a fixed energy interval have been received. We
have measured interwell excitons PL decay curves at different
temperatures and bias.

First of all we were interested in a time evolution of IE’s PL
line. As the time delay increases, the PL line intensity increases
as well and the line narrows and a bit displaces toward the long-
wavelength part of the spectrum. With delays of 5-6 ns, its
width is a minimum and is equal to 1.2 meV. The maximum in-
tensity of the IE PL line is reached at delays of about 3 ns. This
time is necessary for the formation of IE’s upon the resonance
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Fig. 1. Interwell exciton PL decay curves measured under pulsed
photoexcitation at different excitation power and detected at PL line
maximum (T = 2 K, U = 0.6V).
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Fig. 2. Decay curves and circular polarization degree of interwell
exciton PL measured at different temperatures. Insert presents the
temperature dependencies of a spin relaxation time. Circular sym-
bols correspond to the fast τ1 and the slow τ2 relaxation times
at U = 0.6V, square symbols — to the fast τ1 and the slow τ2

relaxation times at U = 0.55V. The arrow indicates a temperature
region where a rapid change of a spin relaxation rate occurs.

tunneling of electrons and holes to the neighboring quantum
wells and their relaxation in energy scale to the equilibrium
values of density and temperature. We believe that this be-
havior corresponds to IE’s collective phase creation which is
confirmed by results presented in Fig. 1. Two decay curves
here correspond to different power of excitation and measured
at a PL line maximum at T = 2 K and U = 0.6V. One can see
that decay time for larger power is much shorter (3 ns against
7 ns) than for smaller one. So, a radiative recombination time
of IE’s in collective phase is much shorter than the radiative
recombination time of localized excitons.

For the IE’s spin alignment we used circular polarized (for
example, σ+) pulsed laser excitation resonant with respect
to the ground state of intrawell 1sHH excitons. Spin relax-
ation time was determined by analysis of measured circular
polarization degree (γ = (Iσ+ − Iσ−)/(Iσ+ + Iσ−), where
Iσ+ , σ− — PL signal intensity for σ+ and σ− components).
Fig. 2 demonstrates IE’s PL decay curves at different tempera-
tures and U = 0.6V for σ+ and σ− components, circular and
square symbols, correspondingly. Triangular symbols corre-
spond to IE’s circular polarization degree, and solid lines are
two-exponential decay fits by least-squares method. The tem-
poral evolution of IE’s circular polarization degree is governed
by two kind of relaxation processes. Fast process (τ1 time) is
responsible for electron spin relaxation while carries relaxation
to the equilibrium values of density and temperature occurs. It
does not temperature dependent up to 15 K and τ1 is equal
to 0.35 ns. Slow process (τ2 time) is IE’s spin relaxation fea-
ture. It is determined by an electron-hole exchange interaction

and τ2 time drops above 3.5 K, which corresponds to the critical
temperature of collective interwell exciton phase.

2. Discussions and summary

We believe that the presented experimental results are an evi-
dence of the coherence of the IE’s collective phase at low tem-
peratures. Observed increased radiative recombination rate
and reduced spin relaxation rate of IE’s below critical temper-
ature are an exhibition of the IE’s collective phase coherence.
Qualitatively, it is explained that interwell excitons in a col-
lective state have the common wave function on the scales of
the de Broglie wavelength. Our claim is based on work [7],
where the spin relaxation rate of Bose-condensates atoms in
traps was studied. It has been shown that the spin relaxation
rate of the atoms in Bose-condensate is in N! times lower than
for the atoms in usual classical gas (N — number of form-
ing boson particles). Experimentally it confirms by work [8],
where the atoms spin dynamics in Bose-condensate state has
been investigated. In our case the τ2 time, responsible for the
exciton spin relaxation feature, changes around 2 times. It is
in a good qualitative agreement with results [7].

In conclusion, for the first time the temperature dependence
of a temporal dynamic of a dense interwell excitons gas has
been investigated in GaAs/AlGaAs CQW’s. It was found the
drastic increase of the IE’s spin relaxation time and strong de-
crease of the radiative recombination time at T < Tc ≤ 4 K.
The observed phenomenon is a sequence of the interwell exci-
tons collective phase coherence at the temperatures below the
critical one.
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Low-field magnetoresistance and spin splitting in
high-mobility heterostructures
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Abstract. Theory of weak antilocalization is developed for high-mobility two-dimensional systems. Linear in the
wavevector spin-orbit interaction is taken into account. Anomalous magnetoresistance is calculated in the whole range of
classically weak magnetic fields and for arbitrary strength of spin-orbit splitting. Obtained expressions are valid for both
ballistic and diffusive regimes of weak localization. Proposed theory includes backscattering and non-backscattering
interference contributions to the conductivity.

Introduction

Anomalous behavior of sample resistance in weak magnetic
fields is a bright phenomenon observed at low temperatures on
a wide class of conducting two-dimensional systems. Study of
low-field magnetoresistance serves as a powerful tool for ex-
tracting kinetic and band-structure parameters of heterostruc-
tures.

The physical reason for the anomalous magnetoresistance
is a weak localization effect. It consists in enhancement of
backscattering from impurities due to quantum interference
processes. Backscattering of particles appears on trajectories
with self-crossing, Fig. 1. A particle has a possibility to pass a
loop on such trajectory both clockwise and counter-clockwise.
It acquires the same phase on both paths which leads to con-
structive interference of two electron waves. Enhancement of
backscattering increases resistance of the system in comparison
to its classical value. The length of closed paths contributing
to the interference of backscattered waves is limited by the
phase coherence time τφ . Low magnetic field destroys this
interference which results in negative magnetoresistance.

In experiments, however, the anomalous resistance is an al-
ternating function of magnetic field in two-dimensional semi-
conductor systems. In particular, in low fields it is positive and
cannot be described by the simple picture given above. The
reason for positive magnetoresistance is a spin-orbit interac-
tion. In semiconductor heterostructures it is described by the
following Hamiltonian

HqSO(k) = h̄σ ·Ω(k) , (1)

where k is the electron wave vector, σ is the vector of Pauli
matrices, and Ω is an odd function of k.

There are two k-linear contributions to the spin-orbit in-
teraction Hamiltonian (1) in two-dimensional semiconductor
systems: the Rashba and the Dresselhaus terms. The anoma-
lous magnetoresistance is the same if one takes into account
the Rashba or the Dresselhaus contribution. Therefore we con-
sider below only one term in Ω with an isotropic spin splitting
2h̄� ∼ k.

In the limit of strong Rashba spin-orbit interaction the back-
scattering picture is shown in Fig. 1. An electron has a spin
directed perpendicular to its wavevector k. After passing the
trajectory clockwise (counter-clockwise) the particle acquires
the phase equal to −π (π) [1]. Because of this difference,
the interference is destructive. This leads to suppression of
backscattering, i.e. the situation occurs opposite to spinless

−π π

Fig. 1. Backscattering in the presence of strong Rashba spin-orbit
interaction. The phase acquired after passage the loop clockwise
(counter-clockwise) equals to −π (π).

case. Therefore the effect in such systems is called weak antilo-
calization. Magnetic field destroying the interference increases
the backscattering probability to its classical value which leads
to positive magnetoresistance.

Elastic scattering results in that direction of electron spin
is not directed along the vector Ω (not perpendicular to k for
the Rashba spin-splitting). At arbitrary �τ where τ is the
scattering time, the electron spin can rotate by the angle less
than π after passing a loop. Therefore the sign of anomalous
magnetoresistance can be both positive and negative.

Theory of anomalous magnetoresistance in systems with
spin-orbit interaction (1) was developed in [2]. However the
obtained expressions are valid only for i) weak spin-orbit in-
teraction and ii) very low magnetic fields. The first assumption
means that �τ � 1. The second condition reads as lB � l,
where lB =

√
h̄/eB is the magnetic length, and l is the mean

free path. This so-called “diffusion” regime takes place in
fields B � Btr , where Btr = h̄/2el2 is the “transport” field.

In high-mobility structures both these conditions fail. Due
to long scattering times the product �τ can be even larger
than unity [3, 4, 5]. Besides, the transport field is often less
than 1 mT [3,4,6], that is too small range of magnetic fields.
This means that particle motion is rather ballistic than diffu-
sive. Therefore fitting experimental data by the theory [2] is
unsuccessful [6].

The aim of the present work is to develop the weak-antiloca-
lization theory for systems with strong spin-orbit interaction
valid for both ballistic and diffusion regimes. The magnetic
field dependence of the conductivity is calculated for arbi-
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trary values ofB/Btr and�τ , opening a possibility to describe
anomalous magnetoresistance experiments and to extract spin-
splitting and kinetic parameters of high-mobility two-dimensi-
onal systems.

Anomalous magnetoconductivity

In order to calculate the anomalous magnetoconductivity σ(B)
we consider a particle in a state |α〉 falling after backscattering
within a state |β〉, whereα, β = ±1/2 are the particle spin pro-
jections onto the growth axis. Altogether there are four pairs of
states which are useful to choose as a singlet and a triplet. The
consideration shows that the singlet interferes always construc-
tively, and its positive contribution to σ(B) is independent of
�τ . The triplet contribution is negative, however its magnitude
changes drastically with �τ .

Calculation of the backscattering probability for electrons
with spin splitting (1) in a magnetic field is performed [7] by
the Green function method. The approach is to expand the
backscattering probability in series over wavefunctions of a
particle with the charge 2e in a magnetic field. As a result, the
expression for the backscattering-induced conductivity correc-
tion has the form

σ(B)= e2

2π2h̄

(
l

lB

)2 ∞∑
N=0

{
P 3
N

1−PN −Sp
[
A3
N(I−AN)−1

]}
,

(2)
where I is a 3 × 3 unit matrix. The second term is the triplet
part which is described by the matrix

AN =

⎛⎜⎝PN−2 − S(0)N−2 RN−2 S
(2)
N−2

RN−2 PN−1 − 2S(0)N−1 RN−1

S
(2)
N−2 RN−1 PN − S(0)N

⎞⎟⎠ . (3)
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with LmN being the Laguerre polynomials. Note that zeros
should be taken instead of the values with negative indices
in the matrix (3) for N = 0, 1.

In Fig. 1 the conductivity correction is plotted for different
strengths of the spin-orbit interaction. There is also a non-
backscattering contribution to the conductivity which is taken
into account in the calculation (see [7] for details). One can see
that the spin-orbit interaction changes dramatically the anoma-
lous magnetoconductivity: its minimum shifts to higher fields.
The positions of minima in the curves, Bmin, are shown in the
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Fig. 2. Conductivity correction for different strengths of spin-orbit
interaction at τ/τφ = 0.01. σhf (B) is the high-field asymptotic (4).
The inset represents the positions of minima in the magnetoconduc-
tivity.

inset. One can see thatBmin almost linearly depends on the spin
splitting at�τ > 0.8. Fitting yields the following approximate
law

Bmin ≈ (3.9�τ − 2)Btr .

In high fields, whenB � (�τ)2Btr , the conductivity becomes
independent of �. The reason is that in so strong field the
dephasing length due to magnetic field ∼ lB is smaller than
one due to spin-orbit interaction, l/�τ . As a result, the particle
spins keep safe at a characteristic trajectories. The conductivity
for any finite �τ has the high-field asymptotic

σhf (B) = −0.25

√
Btr

B

e2

h̄
. (4)

One can see that the asymptotic σhf (B) is reached at B ≈
100 Btr for all presented values of �τ .

In conclusion, the theory of weak antilocalization is devel-
oped for high-mobility two-dimensional systems. Anomalous
magnetoconductivity is calculated in the whole range of classi-
cally weak fields and for arbitrary values of spin-orbit splitting.
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Long-lived electron spin polarization
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Abstract. Light-induced spin orientation in negatively charged InGaAs quantum dots is shown experimentally to be
conserved during milliseconds.

Introduction

The long-term orientation of spin systems in semiconductor
structures attracts in recent years considerable attention as a
promising way for recording and storing of optical informa-
tion [1]. Most interesting, from this point of view, are struc-
tures with quantum dots (QD), where, due to confinement of
the carrier motion, the main spin-relaxation processes appear
to be suppressed. According to theoretical estimates [2], the
spin lifetime in such structures may reach milliseconds and
more. So long lifetimes of optically oriented electron spins in
QDs have not been observed thus far. The longest lifetime of
the electron spin orientation (during at least hundreds of mi-
croseconds) was found experimentally in the work of Ikezawa
et al. [3] for n-doped InP QDs. In this communication, we
present the results of experiments demonstrating conservation
of the spin orientation for much longer times.

1. Experiment and discussion

We studied the kinetics of circularly polarized photolumines-
cence (PL) of negatively charged InGaAs QDs at helium tem-
peratures.

The studied sample contains 20 layers of InGaAs/GaAs
quantum dots separated by 60 nm barriers, with dot density
1010 cm−2. The structure was n-doped 20 nm below each dot
layer with a density to provide occupation of each dot with
a single electron. The sample was thermally annealed after
growth at a temperature of 945 ◦C. An undoped sample has
been tested as a reference structure.

It was found that the degree of circular polarization, ρcirc,
of the QDs ground state emission is negative (Fig. 1a) for ex-
citation of QDs by σ+ circularly polarized light in the wetting
layer (hνexc=1.476 eV). For excitation in excited states of the
QDs (intra-dot excitation) the PL is negatively polarized too,
but with a lower value of |ρcirc|.

PL kinetics measurements show that ρcirc(t) decays dur-
ing hundreds of picoseconds after the exciting pulse and then
ρcirc(t) has a nearly constant negative value (Fig. 1b). This
value is referred hereafter as the amplitude of degree of the
negative circular polarization (NCP), ρNCP (Fig. 2b). The max-
imum of the observed |ρNCP| reaches 0.75 (Fig. 1b).

In conformity with conclusions of [3], the negatively po-
larized PL is observed for QDs occupied by a single resident
electron. The NCP results from the flip-flop process of the elec-
tron and hole spins during their energy relaxation to the ground
states [3]. The amplitude of the degree of NCP increases, when
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Fig. 1. Spectra and kinetics of PL intensity and of circular polar-
ization degree ρcirc (hνexc = 1.476 eV). Dotted, dashed and solid
lines in panels a) and b) show σ+ and σ− polarizations of PL and
ρcirc measured at the excitation intensity Iexc = I0. Kinetics was
measured at the spectral position marked by the arrow on a). (c-
d) — the dependencies of ρcirc on the Iexc: 1 — Iexc = 0.04I0, 2 —
Iexc = 0.13I0, 3 — Iexc = 0.36I0, 4 — Iexc = I0.

the resident electron spin is preferentially oriented along that
of the photoexcited electron.

An increase of ρNCP was observed with the rise of the ex-
citing light intensity Iexc (Fig. 1, c, d). Using the amplitude
of the NCP as a measure for the degree of orientation of the
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Fig. 2. Dependence of ρcirc of PL by the σ+ polarized probe on the
pump polarization. Solid, dashed, and dotted lines correspond to
σ+, σ− and linear polarization of the pump. (a) — Ipump � Iprobe;
(b) — Ipump = Iprobe.

electron spin, we have carried out a series of experiments to
determine the spin orientation lifetime.

In the experiments, the PL was excited by two laser pulse
trains obtained by splitting the beam of a mode-locked Ti:sap-
phire laser. One of these trains was shifted in time using an
optical delay line. The time delay was about 1.5 ns. The
probe beam was σ+ polarized while the pump beam polariza-
tion could be varied independently.

Figure 2 shows the kinetics of the degree of polarization
of the PL excited by the second (probe) beam for different
polarizations of the first pump beam. As is seen, a change of
the pump polarization results in a change (
ρNCP) of the NCP
created by the probe pulse. This means that the spin orientation
created by the first beam is held until the arrival of the second
beam, i.e., for about 1.5 ns.

To strongly increase the time interval between the two
beams, we have used photo-elastic modulator (PEM) or me-
chanical chopper which alternatively blocked the pump and the
probe beams with various frequencies. In the experiments with
mechanical chopper, the time interval 
t between the end of
the train of pump pulses and beginning of the train of probe
pulses (inset at Fig. 3a) was used as a measure of time delay
between these trains.

A typical result of the experiment at nearly equal Ipump
and Iprobe is presented in Fig. 3a. It is seen that the NCP of
the PL following the probe pulse still reveals a well repro-
ducible change caused by the change of polarization of the
pump pulse even at 
t = 12 ms. Fig. 3b shows the depen-
dence of
ρNCP/ρNCP on the time interval between pump and
probe pulses or between their trains. This result demonstrates
in a straightforward way conservation of the spin orientation
during the modulation period which exceeds 10−2 s.

So long conservation of the orientation in principle may be
due to intrinsic property of electron spins in QDs [2, 3] or results
from some stabilizing factor. The role of this factor is likely to
be played by the field of the dynamic nuclear polarization [4] or
by the fluctuating exchange field produced by nuclear spins [5].
The possible role of these mechanisms could be studied by the
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Fig. 3. Dependence of ρcirc of PL excited by the probe pulse on the
time delay
t between pump and probe pulses: a) Dotted and dashed
lines show kinetics of ρcirc at σ− polarized pump and at 
t = 0.3
and 12 ms, correspondingly; solid — at σ+ polarized pump; inset
shows the shape of probe (solid) and pump (dashed) pulse trains.
b) dependence of ratio 
ρNCP/|ρNCP| on 
t ; triangle, square and
circles correspond to time-shifted pump and probe pulses and to
trains of these pulses formed by PEM or chopper, correspondingly.

research of the NCP behavior in magnetic fields which is in
progress.

From the above experimental data that the light-induced
spin orientation in the negatively charged InGaAs QDs is hold
during the time of about 10−2 s.
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Abstract. The spin dynamics of the carriers in the GaAs quantum wells was studied by photo-induced linear birefringence
and Kerr rotation technique. The oscillations of the signal resulting from excitonic spin quantum beats and free electron spin
precession in the magnetic field are observed. The dependence of the electron and hole g-factors on the quantum well
thickness are determined

The main way to determine the excitonic g-factor in semicon-
ductor nanostructures was based, until recently, on the mea-
surements of Zeeman splitting of the excitonic states. As a
rule, the splitting was much smaller than inhomogenious width
of the excitonic line, and to determine its value one needed to
use very complicated and sometime ambiguous fitting proce-
dures [1]. Significant progress in this field was achieved by
use of the modern kinetic methods capable of detecting spin
precession of the carriers in a magnetic field. One of them
is the polarization-sensitive pump-probe pulsed method. The
method is based on measuring the polarization changes in the
probe beam induced by the pump pulses. In this report, we
present the results of the experimental study of electron and
hole g-factors in GaAs quantum wells using this method.

We studied an MBE-grown structure with 4 GaAs quan-
tum wells, 5.1, 8.8, 13, and 17 nm thick, sandwiched between
50-nm AlGaAs barrier layers with the 34% of aluminum. The
sample was mounted in a cryostat with a superconducting mag-
net, which allowed us to make the measurements both in lon-
gitudinal and transverse magnetic fields. We have used the
pump-probe technique with polarization sensitivity for detec-
tion of the spin orientation. Ti:Sapphire laser with 1.8 ps pulses
at a frequency of 76 MHz was tuned in the resonance with the
QW excitonic transition. The polarization of the pump beam
was modulated by means of photo-elastic modulator operating
at 50 kHz. The probe beam was linearly polarized, its intensity
being 10-20% of the pump beam. The reflected probe beam
was detected by a balanced diode detector and a lock-in am-
plifier. The signal was detected either at the frequency of the
pump beam modulation, or at the double frequency. In the first
case, the signal resulted from the rotation of the polarization
plane of the probe beam induced by the circularly polarized
pump (photo-induced Kerr rotation) [2]. In the second case,
we detected a linear birefringence induced by the linearly po-
larized pump [3]. The magnitude of the signal was measured
as a function of the time delay between the pump and probe
pulses and of the laser beam frequency.

As was shown in the preliminary experiments, the exci-
tonic peaks in the photoluminescence spectra of the sample
under study are characterized by a well-pronounced doublet
structure. The short-wavelength components of the doublets,
coincident in energy with the HH-peaks of the reflectivity spec-
tra in each quantum well, are related to the excitonic lumines-
cence. The long-wavelength components, spaced by 0.8–1 nm,
are presumably related to the trionic luminecence [4].

To study the dynamics of the excitonic spin, we have mea-
sured the dependence of the linear birefringence signal on time
delay between the pump and probe pulses. The experiments
were made in a longitudinal magnetic field (Faraday config-
uration). In this configuration, the linearly polarized pump
creates a coherent superposition of the optically active exci-
tonic states with spin projections+1 and−1 (alignment of the
excitonic spin). This gives rise to an ellipticity of the reflected
probe beam, which can be detected as a birefrigence signal.
The longitudinal magnetic field splits the optically active ex-
citonic doublet and the ellipticity induced by pump becomes
oscillating in time due to quantum beats between the doublet
components. The oscillation frequency, ω, can be connected
with the splitting, 
E, by the equation: h̄ω = 
E, where

E = gthµBB (gth is the excitonic g-factor, µB is the the
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Fig. 1. Spectra of signals from 5 nm quantum well. Solid lines —
PL spectrum (black) and theoretical fit by two gaussians (grey).
Open squares — the amplitude of the linear birefringence signal in
zero magnetic field. Full triangles — oscillations amplitude in the
magnetic field 6 T. Left inset — field dependence of the oscillations
frequency. Right inset — oscillating signal in the magnetic field 6 T.
T = 2 K.

41



42 Spin Related Phenomena in Nanostructures

Bohr magneton and B is the magnetic field strength).
The results of the study of the birefrigence signal in the

region of the excitonic peak in 5 nm quantum well are shown
in Fig. 1. The spectrum of the signal is seen to reproduce almost
exactly the profile of the exciton luminescence line. With no
magnetic field, the dependence of the signal amplitude on the
time delay is characterized by an exponential decay with the
time constant 20 ps. In the longitudinal magnetic field, the
dependence of the signal on time delay acquires the shape of
damping oscillations (see right insert in Fig. 1). The decay
time determined by dephasing of the exciton spin equals 18 ps
and practically does not depend on the field strength. Spectral
dependence of the initial oscillation amplitude coincides with
the spectrum of the signal at zero field (see Fig. 1). As was
shown in the experiments (see left inset in Fig. 1), the oscillation
frequency linearly increases with the field. The slope of the
field dependence corresponds to |gth| = 0.8± 0.05.

The oscillating birefrigence signal was also seen on the ex-
citonic peaks in other quantum wells (see Fig. 2), but the oscil-
lation frequency for these peaks revealed nonlinear dependence
on the magnetic field strength (a nonlinear field dependence of
Zeemann splitting in 11.3 nm GaAs quantum well has been
described in Ref. [1]). Because of the nonlinearity, the oscilla-
tion frequency cannot be determined reliably in magnetic fields
smaller than 4 T. The frequency of the oscillations measured in
the field of 6 T depends nonmonotonically on the quantum well
thickness, as it can be seen from Fig. 2. This is the result of the
sign inversion of the excitonic g-factor theoretically predicted
for the GaAs quantum wells thicker than 10 nm [5].

Dependence of the g-factor on the quantum well thickness
determined from the oscillation frequency in the field of 6 T is
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Fig. 2. Time delay dependence of the linear birefringence signal
in different quantum wells. Thickness of the well is displayed near
each curve. B = 6 T, T = 2 K. Inset — quantum well thickness
dependence of the g-factor value. Full circles — excitonic g-factor,
full triangles — hole g— factors (see in text), open squares excitonic
g-factors from Ref. [1]

shown in the inset in Fig. 2. Sign of the g-factor was not de-
termined in the experiment therefore this dependence is drawn
in accordance with the results by Worsley et al. [3]. One can
see that for the 5 nm quantum well our data correspond well
to the data presented in Ref. [1], but for thicker quantum wells
there are large discrepancies. The values of g-factor in Ref. [1]
are determined in smaller magnetic field, so the most likely
reason for the discrepancy is a nonlinear field dependence of
the Zeeman splitting, mentioned above.

To determine the hole g-factor, one needs to know not only
g-factor of the optically active excitonic state but also the lon-
gitudinal component of the electron g-factor. The last value
was determined using the values of the transverse component
of electron g-factor [6] and the difference between longitudinal
and transverse components calculated theoretically in Ref. [7].
The hole g-factors calculated using these data are also demon-
strated in Fig 2.

In conclusion, we have measured experimentally quantum
beats of the fine structure components of the excitonic states
in GaAs quantum wells. The values of the electron and hole
g-factors and their dependence on the quantum well thickness
are determined from the experimental data.
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In-plane anisotropy of spin relaxation in asymmetrical
quantum wells
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Abstract. An effect of optical orientation of electrons and Hanle effect was studied in GaAs-based asymmetrical quantum
well structures. It has been found that the width of Hanle depolarization curve in the asymmetrical quantum well depends
strongly on the orientation of magnetic field relatively to the crystallographic axes of the sample. An explanation of the
observed effect is proposed in the framework of the D’yakonov-Perel spin relaxation mechanism.

Introduction

Reduction of symmetry due to carrier confinement in one or
several directions gives rise to essentially new optical effects
in nanostructures. In quantum wells such a reduction of sym-
metry causes the appearance of linear in wave vector terms in
the Hamiltonian, which describes the energy spectrum of the
two-dimensional (2D) carriers. It is essential that the linear
contributions can originate either from the asymmetry of the
quantum well itself (Rashba term), or from the absence of the
inversion symmetry in the initial material (Dresselhaus term).
The existence of terms odd in the wave vector in the energy
spectrum leads to the relaxation of the carrier spin of and to the
anisotropy of the magnetic properties of the quantum wells. In
undoped GaAs- and GaAlAs-based structures at low tempera-
tures the dominating mechanism of electron spin relaxation is
the precession mechanism of D’yakonov-Perel [1], caused by
odd in wave vector terms.

The presence of two types of linear terms becomes most
brightly apparent in the dependence of electron spin relaxation
on its orientation in the plane of the quantum well grown along
the [100] direction. Such dependence means that the width of
the Hanle curve for free carriers will depend on the direction
of the magnetic field relatively to the crystallographic axes of
the sample in the quantum well plane. It was theoretically
shown [2] that for GaAs-based heterostructures the degree of
the anisotropy depends on the magnitude of the built-in electric
field. For quantum wells grown along the [100] axis it can
reach tens percent. The aim of this work is an experimental
observation of the electron spin relaxation rate dependence on
the orientation of spin relatively to the crystallographic axes in
the plane of the quantum well grown along the [100] direction.

1. Experimental

In order to observe the expected effect a set of triangular and
rectangular quantum wells has been grown. The structures
were MBE grown on semi-insulating (001) GaAs substrates
and contained a 300 nm Al0.36Ga0.64As buffer layer, a 250 nm
Al0.3Ga0.7As barrier layer, a quantum well, a second barrier
layer, and a 5 nm cap layer. Both triangular GaAs quantum
well structures with the well width of the order of 10 nm and
asymmetrical quantum well structures, schematically shown
on the inset to Figure 1, have been studied. The asymmetrical
Al0.05Ga0.95As triangular quantum well was confined from one
side by theAl0.3Ga0.7As barrier. The other inclined barrier was
grown with linearly changing from 5 to30% content ofAl on the

width of 180Å. To keep the composition of the barrier a method
of sup-monolayer epitaxy was used. The structures were not
attentively doped being weakly p-type at temperature of 77 K.

Photoluminescence (PL) has been studied spectra under
circularly polarized excitation. The measurements were per-
formed at temperature 77 K. The nitrogen cryostat was placed
in the cut of the electromagnet with maximal field of 0.5T.
The sample was excited by a He-Ne laser with wave length
of 6328Å.

Figure 1 shows PL spectrum in zero magnetic field and opti-
cal orientation signal. The magnitude of the optical orientation
signal amounts to 10% and is virtually constant within the PL
contour.

Figure 2 shows the dependence of the magnitude of the
optical orientation signal on the magnetic field in Voight ge-
ometry at the maximum of the PL line with the direction of the
magnetic filed along the [110] and [11̄0] axes. Both dependen-
cies are symmetrical relatively to the change of the magnetic
field sign. It is evident that when the magnetic field is directed
along the [110] axis the Hanle curve is more than two times
wider than the depolarization curve for [11̄0] direction. Such
an asymmetry of the Hanle effect was not observed for the
structure with symmetrical GaAs QW.
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(open circles). The inset represents a scheme of the triangular QW
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Fig. 2. Hanle depolarization curves taken from the sample with an
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Lorentzian fit of the curves.

Discussion

The width of the Hanle curve is determined by the ratio of the
electron Zeeman splitting to the lifetime of the electron spin.
It is natural to expect [3] that the anisotropy of the electron
Zeeman splitting should not exceed 10%. Thus the observed
anisotropy of the Hanle effect should be related to anisotropy
of the electron spin relaxation, caused by the mutual compen-
sation of the Rashba and Dresselhaus terms [2].

We can estimate the value of the electron spin relaxation
time from these Hanle curves if the electron g-factor is known.
Assuming the g-factor |ge| ≈ 0.2 we will get for the electron
spin relaxation time τs ≈ 0.6 ns. This means that at 77 K the
spin relaxation is faster the electron lifetime τs � τ0. This
is in a good agreement with the initial value of the optical
orientation signal at zero magnetic fields and with expected
exciton lifetime [4].
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Abstract. We have studied the electron spin decay in semiconductor InAs/GaAs quantum dots by time-resolved optical
spectroscopy. The average spin polarisation of the electrons in an ensemble of p-doped quantum dots decays down to 1/3 of
its initial value with a characteristic time T
 ≈ 500 ps, which is attributed to the hyperfine interaction with randomly
oriented nuclear spins. We show that this efficient electron spin dephasing mechanism can be suppressed by an external
magnetic field as small as 100 mT.

Introduction

Spins of localised electrons in semiconductor quantum dots
(QD) are attractive for future spintronic and quantum infor-
mation devices since they are not subject to the classical spin
relaxation mechanisms known for free carriers. Recent the-
oretical studies have predicted that the dominant mechanism
of electron spin relaxation in QD at low temperature is due to
the hyperfine interaction with nuclear spins [1, 2]. An elec-
tron spin in a quantum dot interacts with a large but finite
number of nuclei NL ≈ 103 to 105. In the frozen fluctua-
tion model, the sum over the interacting nuclear spins gives
rise to a local effective hyperfine field BN [1]. The electron
spin can thus coherently precess around BN [1, 2]. However,
the amplitude and direction of the effective nuclear field vary
strongly from dot to dot. The average electron spin 〈S(t)〉 in
an ensemble of dots will thus decay as a consequence of the
random distribution of the local nuclear effective field. The
ideal configuration to probe the electron spin relaxation medi-
ated by nuclei in QD with optical experiments presents itself in
the form of positively charged excitons X+ (consisting of one
electron and two holes forming a spin singlet) [3]. As in the
case of X− [4] the exchange interaction between the electron
and the two holes cancels in theX+ ground state. The analysis
of the circular polarisation of theX+ luminescence in p-doped
QD following a circularly polarised laser excitation will thus
probe directly the spin polarisation of the electron. A large
spin polarisation of the X+ luminescence has indeed been ob-
served recently in InAs/GaAs and GaAs/AlGaAs quantum dot
photoluminescence (PL) spectra [5,6].

1. Experiments

We have studied three p-modulation doped QD structures
grown by molecular beam epitaxy on (001) GaAs substrates.
Very similar results have been obtained for all three samples.
We present here the experimental data obtained in one of them
which consists of 10 planes of lens shaped self assembled
InAs/GaAs QD separated by a 30 nm GaAs layer; a Beryl-
lium delta doping layer is located 15 nm below each wetting
layer (WL). The nominal acceptor concentration is NA =
15 × 1010 cm−2 per layer in this sample. The QD density
is about 15 × 1010 cm−2 per plane. The observation of QD

ground state PL under strictly resonant excitation (not shown
here) proves that this structure contains on average less than
two resident holes on the QD ground state. We have investi-
gated the spin properties in these structures by continuous wave
(cw) and time-resolved PL experiments. In the time resolved
experiments the samples are excited by 1.5 ps pulses generated
by a mode-locked Ti-doped sapphire laser with a repetition fre-
quency of 82 MHz. The time resolved PL of the QD ground
state is then recorded using a S1 photocathode Streak.

Camera with an overall time resolution of 30 ps. The exci-
tation pulses are circularly polarized (σ+). The luminescence
intensity co-polarised (I+) and counter-polarized (I−) with the
excitation laser are recorded. A magnetic fieldBz is eventually
applied along the sample growth axis Oz.

2. Spin dynamics of positively charged excitons
in InAs/GaAs quantum dots

Figure 1(a) displays the cw PL spectrum of the QD ground
states at T = 10 K. It is characterised by a full width at half
maximum of about 50 meV due to the fluctuations of size,
shape and strain in the ensemble of dots. Figure 1.b presents
the circular polarisation of the time integrated PL after a cir-
cularly polarised picosecond excitation. The excitation energy
is 1.44 eV; this corresponds to photon absorption in the low
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Fig. 1. (a) Cw photoluminescence spectrum of the QD. (b) Circular
polarisation of the QD ground state luminescence for (•) Bz = 0
and (�) Bz = 100 mT. (c) Scheme of a positively charged exciton
X+ formed by a spin polarised electron and two holes with opposite
angular momentum projection.
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Fig. 2. Circular polarization dynamics of the QD ground state lu-
minescence (semi-log. scale) after a σ+ excitation for Bz = 0, 100
and 400 mT. The detection energy is centered at 1.11 eV. The inset
displays the calculated time dependence of the average electron spin
〈S(t)〉/S0 (see text).

energy part of the WL (because of the strain and the quantum
confinement this absorption corresponds to an heavy-hole to
electron like transition [7]). We measure a circular polarization
degree of ≈ 19% of the QD ground state emission (Bz = 0).
The excitation intensity is about 1 mW; this corresponds to the
photo-generation of less than one electron-hole pair per QD.
All the samples studied present circular polarisation degrees
larger than 10%. In contrast, the same experiment performed
in nominally undoped QD samples (not shown here) yields a
very small circular polarisation Pc < 3%. This weak circular
polarisation in undoped QD under these non-resonant excita-
tion conditions is a direct consequence of the linearly-polarised
neutral exciton eigenstates due to theAnisotropic Exchange In-
teraction (AEI) between the electron and the hole [8, 9]. The
measurement of a significant circular polarisation in Fig. 1 is a
strong indication of the successful chemical doping of the QD.
For simplicity, we consider for the interpretation that (i) the dots
contain a single resident hole and (ii) a single electron-hole pair
is optically injected into the dot. Following excitation into the
WL, it is commonly assumed that the electron spin does not re-
lax during the capture and energy relaxation process in the QD
whereas the initial hole spin orientation is lost due to effcient
spin relaxation processes in the WL [5, 7]. The recorded PL in
the p-doped QD samples corresponds essentially to the radia-
tive recombination of positively charged exciton X+ formed
with a spin polarised electron and two holes with opposite spin
(see Fig. 1c):

∣∣X+〉 = 1/
√

2 (|⇑,⇓,↓〉 − |⇓,⇑,↓〉), where
the arrows ↓,↑ characterise the spin projection on Oz of the
electron ground states (labelled Sc) and ⇑,⇓ the heavy hole
pseudo-spin in the valence ground state (labelled Sv) [7].

Figure 2 displays the circular polarisation dynamics of the
QD ground state luminescence (same excitation conditions
as Fig. 1.b). The circular polarisation dynamics at Bz = 0
presents two regimes. The polarisation decays within the first
800 ps down to a value of about 12%; then it remains stable
with no measurable decay on the radiative lifetime scale. We
can infer that the spin decay in this second regime is longer
than 10 ns. This specific circular polarisation dynamics has
been observed for any detection energy in the PL spectrum of
the QD ground state ensemble.

A key argument for the hyperfine interaction being responsi-
ble for the initial polarization decay comes from magnetic field
dependent measurements. Merkulov et al. predicts that the

electron spin dephasing induced by hyperfine interaction can
be strongly suppressed in an external magnetic field [1]. The re-
quired magnetic field must be larger than the typical fluctuation
of the hyperfine field BN , characterised by
B = 2/3〈(BN)2〉
(
B ∼ 10 mT) [1, 2], to ensure that the Zeeman interaction on
the electron spin is stronger than the interaction with the nuclei.
We see in Fig. 1(b) that the time-integrated circular polarisation
is almost doubled at the peak of the spectrum when a magnetic
field of Bz = 100 mT is applied. This strong increase in circu-
lar polarisation for such a weak external magnetic field is very
unusual in non-magnetic semiconductors. Note that the Zee-
man splitting energy of the electron in this weak magnetic field
is at least 50 times smaller than kBT at T = 10 K [10]. We see
on Fig. 2 that, by applying a field of Bz = 100 mT, we drasti-
cally increase the initial decay time to≈ 4000 ps as compared
to ≈ 500 ps at Bz = 0. This pronounced effect of the small
external magnetic field observed in Fig. 2 agrees very well with
the expected influence of the external magnetic field on the QD
electron spin relaxation by nuclei [1]. The effect observed here
is similar to the suppression of the nuclear hyperfine interac-
tion measured recently for localised electrons in lightly doped
bulk n-GaAs [11,12]. We see in Fig. 2 that the time evolution
of the circular polarization at Bz = 400 mT is very similar to
the behaviour atBz = 100 mT. Finally, it can be shown that the
observed initial decay time T
 ≈ 500 ps is in agreement with
the theoretical estimate deduced from Ref. [1] as shown in the
inset of Fig. 2. This leads in turn to
B ≈ 28 mT, smaller than
100 mT [3].

In conclusion, we have presented measurements of the elec-
tron spin dynamics in p-doped InAs/GaAs quantum dots using
optical orientation experiments. We find that the time depen-
dence of the electron spin polarisation exhibits two regimes:
the polarisation decays within the first 800 ps down to 1/3 of its
initial value; then it remains stable with no measurable decay on
the radiative lifetime scale. We also show experimentally that
this efficient spin decay mechanism can be suppressed by the
application of a small external magnetic field (B ≈ 100 mT).
We interpret these results as experimental evidence of elec-
tron spin dephasing mediated by the hyperfine interaction with
nuclei in an ensemble of QD.
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Abstract. Kinetics of polarized photoluminescence of the negatively charged InP quantum dots in weak magnetic field is
studied experimentally. Effect of both the nuclear spin fluctuations and the dynamical nuclear polarization on the electron
spin orientation is observed.

Strong localization of electrons in quantum dots (QDs) may
considerably enhance hyperfine interaction of electron spins
with those of nuclei [1]. Two effects of the interaction are pos-
sible. First, due to limited number of nuclear spins interacting
with the electron spin in a QD, typically n ∼ 105, random
correlation of nuclear spins may create a fluctuating nuclear
polarization, 
SN ∝ SN/√n, where SN is the total spin of
the polarized nuclei. Fluctuation 
SN acts on the electron
spin as an effective magnetic field (referred hereafter to as nu-
clear field), δBN , with random magnitude and orientation [2].
Electron spin precession in this field results in the relatively
fast dephasing of the electron spins in ensemble of QDs and
in the three-fold decrease in magnitude of the total electron
spin. Theoretical estimates for the GaAs QDs give rise to sub-
nanosecond dephasing times [2]. This dephasing may hinder
in realization of the spin memory devices proposed by the so-
called “Spintronics” [3]. The fluctuating nuclear polarization
may also hinder in studying of the electron spin relaxation in
steady-state conditions by means of Hanle effect [2,4]. Prob-
lem is that the electron spin does not “feel” any external mag-
netic field while the field is weaker than the effective magnetic
field of the fluctuations [2].

Second effect of the hyperfine interaction appears when the
nuclear spins are polarized, e.g., by means of optical orientation
of the electron spin in presence of external magnetic field [5].
The dynamic nuclear polarization may act as a relatively strong
effective magnetic field, BN , causing Zeeman splitting of the
electronic sub-levels [1]. Thermalization of the electron spin
to the lowest sub-level at the low temperature (freezing effect)
may create the electron spin polarization which lives as long as
the nuclear spin polarization lives. In this case, the long-lived
spin memory can be realized due to the freezing effect rather
than to slow electron spin relaxation theoretically predicted for
QDs by Khaetskii and Nazarov [6].

In this work, we present an experimental study of influence
of the nuclear field effects on long-lived spin polarization ob-
served recently for singly charged InP QDs [7]. We have stud-
ied a sample with the single layer of the QDs grown between
the InGaP barrier layers on the n-doped GaAs substrate by
the gas source MBE technology. Semi-transparent indium-tin-
oxide electrode was deposited on top of the sample to control
the charged state of the dots by means of applied bias. It was
found previously [8] that the QDs contain one resident electron
per dot (in average) at Ubias = −0.1 V.

To polarize spins of the resident electrons, we have used an
excitation by the circularly polarized light at the energy which

is slightly larger (∼ 40 meV) the energy of the lowest optical
transition in the QDs (intra-dot excitation). Such excitation
creates an electron-hole pair at an excited state. After energy
relaxation followed by electron-hole recombination, spin ori-
entation of the pair can be transferred to spin of the resident
electron and conserved for a time interval much longer than
the recombination time. Mechanisms of the spin orientation
are widely discussed in literature (see, e.g., [5]).

For the QDs under study, spin polarization of the resident
electrons can be detected by means of negative circular polar-
ization of photoluminescence (PL) observed in the PL spec-
trum and kinetics [7]. An example of the polarization kinetics
is shown in Fig 1. As it is seen, the polarization degree ap-
proaches some constant negative value referred hereafter to
as the amplitude of the negative circular polarization (NCP)
of the PL. Mechanism of the NCP formation is discussed in
Ref. [7] where it is shown that the NCP amplitude reflects spin
orientation of the resident electrons.

Inset in Fig. 1 shows dependence of the NCP amplitude on
the magnetic field applied along to the optical axis of the ex-
citation (Faraday configuration). The curve has a pronounced
maximum at B ∼ 0 which is well fitted by Lorentzian with
the full width at half maximum (FWHM), 
 = 30 mT. The
NCP amplitude at moderate magnetic field (B > 0.1 T) is three
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times larger in absolute value than that in maximum of the de-
pendence. Similar behavior of circular polarization of PL was
observed in Refs. [4,9,11].

In accordance with the theory [2], three-fold decrease in
the NCP amplitude at B ∼ 0 can be caused by the fluctuat-
ing nuclear polarization. For simple explanation of the of the
NCP decrease, random orientation of the nuclear spin fluctua-
tions can be replaced by three types of the fluctuations directed
along x, y, and z axes with equal probabilities. Electron spins
directed along z axis are dephased due to precession in the nu-
clear fields, δBN , directed along x and y axes and are conserved
in z component of the field.

In presence of an external magnetic field directed along
z-axis, Bext , electron spin “feels” the total field which is the
vector sum of δBN and Bext therefore effect of the nuclear
spin fluctuations becomes negligible with the Bext rise. So,
dependence ANCP (Bext ) must reveal a singularity near zero
value of (Bext ) with full width at half maximum (FWHM) of
the singularity determined by δBN . As it is shown in the inset
in Fig. 1, in our case, value of the fluctuating nuclear field
δBN ≈ 15 mT.

In Fig. 2(a), dependence of the NCP amplitude on the mag-
netic field in the Faraday configuration is compared with that
in the Voigt configuration. One can see that, in the latter case,
FWHM of the dependence (Hanle effect) is close to that in
the former case. This means that both of the dependences are
of the same nature and result from suppression of the nuclear
spin fluctuations by the external magnetic field. It should be
pointed out that electron spin lifetime determined in kinetics
experiments [7] is very long and cannot be responsible for the
measured Hanle curve .

In Fig. 2(b), two dependences of the NCP amplitude on
the longitudinal magnetic field measured for σ+- and σ−-
polarized excitations are shown. Relative shift of the curves
allows us to estimate an effective magnetic field created by the
dynamical nuclear polarization: BN = 15 mT. This value is
the same order of magnitude as that obtained in Refs. [9,11].
As it is seen from inset in Fig. 2(b), BN increases with increas-
ing pump power density, i.e., the nuclear field is really created
by the optical pumping. At the same time, values of BN opti-

cally created in the InP QDs is in orders of magnitude smaller
than that observed for GaAs QDs [1,12]. Further studies are
needed to understand this strong distinction between two types
of QDs.

In conclusion, we have studied experimentally the depen-
dence of the electron spin orientation in InP QDs on the mag-
netic field. The abrupt increase of the spin orientation was
found in the longitudinal fields larger than 0.015 T. This be-
havior was explained as a result of suppression of the nuclear
spin fluctuation effect by the external magnetic field. Mean
value of the fluctuations of the nuclear field and the strength
of the effective magnetic field created by dynamical nuclear
polarization are estimated.
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We present a combined experimental and theoretical study of
linearly polarized photoluminescence (PL) of quantum wells
(QWs). We are concerned here with PL that was partially
linearly polarized, but without any correlation with the po-
larization of the exciting light (that is, optical alignment ef-
fects were not relevant to the present study). The experi-
ments were performed on numerous heterostructures based
on CdTe/(Cd,Mn)Te or (Cd,Mn)Te/(Cd,Mg,Mn)Te. Typically
each heterostrucure contained several QWs of different thick-
nesses. The PL emission from the QWs was spectrally resolved
and could be analyzed independently. A magnetic field parallel
to the plane of the QWs was produced by a superconducting
magnet and, in addition to the photoluminescence itself, we
measured spin-flip Raman spectra in order to quantify the rel-
evant spin splittings.

We have carefully analyzed the contributions of different
symmetries to the linear polarization of the PL of the QWs,
as well as the underlying physical mechanisms. The magnetic
field, angular and spectral dependences of the PL polariza-
tion, along with the data on the spin-flip Raman scattering,
were used for the formulation and verification of a theoretical
model. We have shown that in real QWs, effects related to
the breakdown of the in-plane symmetry are essential for the
linear polarization of the PL and also determine the spin split-
ting of the valence band states by the in-plane magnetic field.
On the contrary, the semi-magnetic nature of the QWs under
study has not resulted in any qualitatively new effects (though
it was useful in experiments, shifting the observed phenomena
towards smaller magnetic fields). Thus, the conclusions of the
present paper apply fully to non-magnetic QWs.

In most of the QWs, the zero-field PL revealed a weak linear
polarization (which we term built-in polarization) whose direc-
tion is linked to the crystal axes while its value changes only
weakly through the PL spectrum. The mixing of the valence
band states by in-plane distortions is responsible for this po-
larization. With a magnetic field lying in the plane of the QW,
there appear several field-induced contributions to the linear
polarization, which differ in how they vary with the rotation
of the crystal around the growth axis. The first contribution
(the zero-th angular harmonic) corresponds to the polarization
component whose direction is linked to the magnetic field with
only a weak spectral dependence. This polarization component
mainly originates from a Van Vleck type term, representing the
mixing of the valence band states produced by the magnetic
field. The second contribution (the second harmonic) corre-
sponds to the polarization component whose direction is related
to the crystal axes, similar to the built-in polarization, but, in
contrast to the latter, its value has a sharp spectral dependence.
Similar to the built-in polarization, this contribution is totally

due to the in-plane distortion, but, unlike the built-in polar-
ization, it mainly originates from the splitting of the electron
and hole sublevels by the magnetic field. The third contribu-
tion (the fourth harmonic) has 90-degree symmetry and the
most debatable nature. We have shown that a contribution of
such type can be obtained in the quadratic approximation in the
magnetic field with no explicit account of the cubic elements
of symmetry of the crystal.

We also addressed the question of the origin of the in-plane
distortion in the heterostructures under study and discovered
a correlation between the presence of such distortions in the
QWs and in the barrier layers, as well as some effects of the
type of substrate and of buffer layer. Quantitative analysis of
the results, especially the inconsistency between the values of
the built-in polarization and the transverse g-factor of holes,
has led us to the conclusion that the distortions are directed
randomly on a mesoscopic scale.

In general, the theory we have developed is supported by
the experimental tests and explains reasonably well the large
amount of data on the linearly polarized luminescence in
CdTe/(Cd,Mn)Te and (Cd,Mn)Te/(Cd,Mg,Mn)Te QWs.
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Introduction

Physical realization of semiconductor spintronics relies at pre-
sent on the heterostructures of either III–V group or II–VI
group. Different semiconductor structures have been used to
implement selected spin functionalities. Relatively long spin
conservation was observed in weakly doped n-type GaAs [1].
Spin injection was demonstrated in the diluted magnetic semi-
conductor (DMS) structures, based on either paramagnetic
compounds II–VI:Mn [2], or a ferromagnetic semiconductor
GaMnAs [3]. In the former case, an efficient spin polarization
of electrons was achieved. Nevertheless, low carrier mobil-
ity and fast spin relaxation inherent to II–VI compounds hin-
der the development of all-II–VI spintronic devices. On the
other hand, the structures based on GaMnAs can provide only
hole spin polarization, since Mn in GaAs acts as an accep-
tor. Extremely fast hole spin relaxation prevents simultaneous
implementation of spin polarization and spin conservation in
all-III–V structures.

Recently we have proposed the concept of heterovalent
resonant-tunnelling structures combining in the active region
both III–V ((Al,Ga)As) and II–VI:Mn ((Zn,Cd,Mn)Se) com-
pounds [4]. In principle, such hybrid III–V/II–VI heterostruc-
tures could join together useful properties of both types of ma-
terials, namely, the magnetically tunable spin-dependent elec-
tron confining potential in the II–VI DMS part and high electron
mobilities as well as long electron spin relaxation times in a
non-magnetic III–V part. Realization of this idea relies on the
controlled fabrication of a high-quality interface between the
III–V and II–VI parts. Unlike a conventional isovalent inter-
face separating compounds of the same chemical groups, all ba-
sic properties of a heterovalent interface drastically depend on
the detail of its atomic structure [5]. Particularly discouraging
is unavoidable presence of donor and acceptor interface chem-
ical bonds resulting in emergence of a dipole moment with the
value and direction depending on the microscopic structure of
the interface layers. As a consequence, the average band offsets
at the interface also depend on the interface structure. Besides,
strong electric field can arise near the interface, penetrating
inside the neighboring layers. These peculiarities appreciably
complicate the design and growth of nanostructures including
a heterovalent interface. Nicolini et al. have shown that va-
lence band offset (VBO) at the GaAs/ZnSe junction grown by
molecular beam epitaxy (MBE) can be tuned between 0.58 and
1.2 eV by changing Zn/Se flux intensity ratio [6]. However,
little is known about the actual distribution of dipole moments
and electric fields around such interfaces.

In this paper we report on the growth and magneto-optical
studies of double heterovalent QW structures, where a non-
magnetic GaAs/AlGaAs QW is electronically coupled with a
DMS ZnCdMnSe/ZnSe quantum well (QW) through a thin

barrier containing a heterovalent AlGaAs/ZnSe interface. This
design has pursued two purposes. Firstly, an exciton in the
GaAs/AlGaAs QW placed in the vicinity of the AlGaAs/ZnSe
heterovalent interface can be considered as a sensitive indica-
tor of both local electric fields (due to the quantum confined
Stark effect) and disorder introduced by the heterovalent in-
terface, since this disorder influences the width of the exciton
resonance. Therefore optical excitonic spectroscopy applied
to such samples gives valuable information about the inter-
face microstructure. Furthermore, when the electron levels in
the two QWs are in resonance, one can expect efficient inter-
well mixing of the electron wave functions, which drastically
enhances the electron penetration from the nonmagnetic QW
into the DMS QW. Under these conditions, application of a
relatively weak external magnetic field should result in giant
Zeeman splitting of both mixed electronic states and hence in
the efficient spin polarization of electrons in the III–V QW.

1. Experimental results and discussion

The samples were grown by MBE on GaAs(001) in a two-
chamber set up. The GaAs/Al0.3Ga0.7As QW was grown at a
substrate temperature TS = 580 ◦C. The top barrier was as thin
as 2 nm. The grown AlGaAs/GaAs QW structure was cooled
down with the (2×4)As surface reconstruction. Thereafter the
structure was transferred to the II–VI chamber where it was
heated up to 280 ◦C. The II–VI growth was initiated under the
surface exposure to Se flux, as short as necessary to change
the (2×4)As surface reconstruction to a (2×1) pattern. The
latter was stable during the following 30-seconds-long expo-
sure to Zn flux. According to this procedure, one could expect
the formation of a Zn-reach interface with slight admixture of
selenium. The II–VI part contained a Zn0.87Cd0.08Mn0.05Se 9-
nm-wide QW embedded between 1.2- and 20-nm-thick ZnSe
barriers on bottom and top, respectively.

The schematic view of the conduction band of the sam-
ple is shown in Fig. 1(a). The thickness of the combined Al-
GaAs/ZnSe barrier between the GaAs and ZnCdMnSe QWs
totals 3.2 nm. The AlGaAs layer is inserted in order to move
the heterovalent interface with presumably enhanced density of
defects aback from the GaAs QW. The ZnSe spacer is needed
for proper II–VI growth initiation and for preventing Mn dif-
fusion in the III–V part, since even low content of Mn in III–V
compounds damages their optical quality. A set of structures
was grown with different widths of the GaAs QW, fixing the
interface growth conditions, as described above. Most inter-
esting results have been obtained in the double-QW structure
with a 3.4-nm-thick GaAs QW, where the single-QW electron
levels are close to the resonance at zero magnetic field.

Temperature-dependent PL spectra were measured in the
spectral region of the GaAs QW exciton in a magnetic field
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Fig. 2. σ+ and σ− polarized PL spectra measured at 0 T (dashed
curves) and 4.5 T (solid curves) in the sample with a 3.4 nm wide
GaAs QW.

applied in the Faraday geometry. Figure 2 shows the spectra
of circularly polarized emission components measured at 2 K
in the sample with a 3.4-nm-wide GaAs QW at 0 T (dashed
curves) and 4.5 T (solid curves). The PL linewidth amounts to
26 meV and does not depend on the magnetic field. This value
is about twice more than the change of exciton energy, cor-
responding to a single-monolayer variation of the QW width.
Therefore the enhanced PL linewidth observed in the heterova-
lent double QW implies the presence of some additional broad-
ening mechanism.

To elucidate the issue of exciton broadening we have mea-
sured in this sample the PL peak energy and integral intensity as
a function of temperature (Figs. 3a and 3c, respectively). With
the temperature rise the PL peak firstly shifts to lower energies,
then near 50 K the direction of the shift changes. At even higher
temperatures above 80–90 K the PL peak shifts towards lower
energies again, approaching in the limit of high temperatures
the curve reflecting the GaAs band gap temperature depen-
dence (dashed curve in Fig. 3a). This behavior is typical for
the emission of deeply localized excitons in highly disordered
QWs or dense arrays of quantum dots [7]. At relatively low
temperatures the emission peak energy is determined by the
kinetics of exciton hopping accompanied by either emission or
absorption of acoustic phonons. In the limit of high tempera-
tures the PL peak tends to match the resonant energy of nearly
free excitons. Figure 3b shows the difference (Stokes shift)
between the expected temperature dependence of the exciton
resonance energy and the experimental energies of the emis-
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Fig. 3. PL peak energy (a), Stokes shift (b), and integral intensity
(c) versus temperature, measured in the double QW sample with the
3.4-nm-wide GaAs QW. The dotted curve in Fig. (a) represents the
band gap temperature dependence of GaAs, arbitrarily shifted along
the vertical axis.

sion peak. The initial shift of the PL peak to lower energies is
stronger than the shift due to the temperature induced shrink-
age of the band gap, which confirms the important contribution
from the processes of exciton localization. Usually this behav-
ior is indicative of temperature induced redistribution of the
metastable localized excitons in favor of deeper states [7].

Figure 3c demonstrates the PL integral intensity plotted as
a function of temperature. The process responsible for the PL
quenching is quite complicated and can not be characterized by
a single activation energy. As can be seen from the respective
Arrehnius plot, shown in Fig. 4, at least two specific activation
energies can be extracted — 22 and 65 meV. The latter energy
is comparable with the height of the barriers confining QW
electrons in the direction along the growth axis. Therefore,
we attribute this process to the thermal escape of carriers from
the QW. The other characteristic energy (22 meV) is much
smaller. It describes activation of excitons localized by lateral
traps generated most probably by the heterovalent interface.
One can propose two mechanisms responsible for the interface-
induced exciton broadening. Firstly, there could be broadening
due to the random electric fields produced by interface electric
dipoles. This mechanism should be enhanced in wider QWs,
due to the increased sensitivity of the exciton energy to the
electric fields, which contradicts experimental observations.
For example, the PL linewidth in the double-QW sample with
a 5.5-nm-wide GaAs QW is noticeably smaller — 16 meV.
Therefore we suggest that the dominant contribution to the
exciton broadening arises from the fluctuations of CBO value
at the AlGaAs/ZnSe interface, induced by random variation of
the interface microscopic structure.

The energy position of the PL peaks observed in the double-
QW sample with the 3.4-nm-wide QW is plotted versus mag-
netic field in Fig. 5a. These dependencies reflect neither the
Zeeman splitting expected for a conventional GaAs/AlGaAs
QW nor the symmetrical giant splitting typical for a single
DMS QW. Indeed, for a single 3.4-nm GaAs-based QW, the
expected spin splitting at 4.5 T would be as small as∼0.3 meV.
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The observed splitting is about one order of magnitude larger.
Moreover, according to the known signs of ge and ghh, the
lowest-energy exciton should be |1/2,−3/2〉, which is active
in the σ− polarization. The experimentally observed ordering
of the spin-split excitons is opposite (see Fig. 5b). Therefore
we have attributed the character of the observed PL band split-
ting to the effect of resonant coupling between electronic states
in the nonmagnetic and DMS QWs. This interpretation ex-
plains the fact that no remarkable splitting has been observed in
the off-resonant double-QW sample with a 5.5-nm-wide GaAs
QW. The electron level in this QW lies 45 meV below the elec-
tron level in the 3.4-nm-wide QW. Therefore the levels in the
nonmagnetic and magnetic QWs are remote far enough to pre-
vent a remarkable effect of interwell coupling on the exciton
energy. To describe the experimental data quantitatively, we
have calculated the exciton spin-dependent energies as a func-
tion of magnetic field in the coupled QW system. More details
of the calculation will be published elsewhere [8]. Very accu-
rate fit, shown in Fig. 5a by solid curves, was obtained using
CBO at the GaAs/ZnSe interface as the only fitting parameter.
The best fit involves the CBO value 170±10 meV.

2. Conclusions

In conclusion, we have obtained resonant electronic coupling
in a III–V/II–VI heterovalent double QW with the DMS II–
VI part. The structure design has allowed one to enhance the
GaAs QW electron g factor by more than one order of magni-
tude due to the enhanced penetration of the nonmagnetic QW

electron wave function into the DMS region at resonance con-
ditions. Such structures are especially beneficial for optical
studies, since the electron wave function at resonance has a
minimum at the heterovalent interface with a presumably large
density of defects and electrical dipoles (see the dashed curve
in Fig. 1b). Nevertheless the presence of the heterovalent in-
terface manifests itself in an additional inhomogeneous broad-
ening of the QW excitonic resonance. The performed studies
of temperature-dependent PL revealed a localization potential
with the characteristic activation energy ∼22 meV, resulting
most probably from random variation of the interface atomic
structure. Potential advantage of these hybrid DMS structures
is a possibility to establish an electric control over the spin po-
larization in a p-i-n diode with the inserted heterovalent double
QW.
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Abstract. A longstanding theoretical prediction is the orientation of spins by an electrical current flowing through
low-dimensional carrier systems of sufficiently low crystallographic symmetry. Here we show by means of terahertz and
infrared transmission experiments through two-dimensional hole systems a growing spin orientation with an increasing
current.

Introduction

The feasibility to orient the spin of charge carriers in GaAs
based quantum wells by driving an electric current through
the device was theoretically predicted more than two decades
ago. [1, 2, 3]. A first direct experimental proof of this effect
was obtained just recently [4,5]. In this paper we demonstrate
by means of terahertz and infrared transmission experiments
that an electric current which flows through a low-dimensional
electron or hole system leads to a stationary spin polarization
of free charge carriers. Microscopically the effect is a conse-
quence of spin-orbit coupling which lifts the spin-degeneracy
in k-space of charge carriers together with spin dependent re-
laxation and represents the inverse spin-galvanic effect [6].

1. Spin orientation by electric current

If an external electric field is applied to QWs, the charge car-
riers drift in the direction of the resulting force. The carriers
are accelerated by the electric field and gain kinetic energy
until they are scattered. A stationary state forms where the
energy gain and the relaxation are balanced resulting in a non-
symmetric distribution of carriers in k-space. This situation is
sketched in Fig. 1a for holes. The holes acquire the average
quasi-momentum

〈k〉 = eτp
h̄

E = m∗

eh̄p
j , (1)

where E is the electric field strength, τp is the momentum re-
laxation time, j is the electric current density, m∗ is the effec-
tive mass, p is the hole concentration and e is the elementary
charge. As long as spin-up and spin-down states are degen-
erate in k-space the energy bands remain equally populated

j

kx0

j εε

kx0

|−3/2〉|+3/2〉z

(a) (b)

−k0 +k0

Fig. 1. Comparison of current flow in (a) spin-degenerate and
(b) spin-split subbands. (a) Electron distribution at a stationary cur-
rent flow due to acceleration in an electric field and momentum
relaxation. (b) Spin polarization due to spin-flip scattering.

and a current is not accompanied by spin orientation. In QWs
made of zinc-blende structure material like GaAs, however,
the spin degeneracy is lifted due to lack of inversion symmetry
and low-dimensional quantization. The resulting dispersion
reads ε = h̄2k2/2m∗ + βlmσlkm, with the spin-orbit pseudo-
tensor β and the Pauli spin matrices σl . The corresponding
dispersion is sketched in Fig. 1b. To be specific for the cou-
pling constant β and the mechanism depicted in Fig. 1b we
consider solely spin-orbit interaction due to a Hamiltonian of
the form HSO = βσzkx . This corresponds to a subband split-
ting for eigenstates with spins pointing in z-direction, normal
to the quantum well plane and detectable in experiment. In
our QWs of Cs symmetry the x-direction lies along [11̄0] in
the QW plane. In the presence of an in-plane electric field the
k-space distribution of carriers gets shifted yielding an electric
current. Due to the band splitting carrier relaxation becomes
spin dependent. Relaxation processes including spin flips are
different for the two subbands because the quasi-momentum
transfer from initial to final states are different [7]. In Fig. 1b
the k-dependent spin-flip scattering processes are indicated by
arrows of different lengths and thicknesses. As a consequence
different numbers of spin-up and spin-down carriers contribute
to the current causing a stationary spin orientation. Here we
assumed that the origin of the current induced spin orienta-
tion is, as sketched in Fig. 1b, exclusively due to scattering
and hence dominated by the Elliott-Yafet spin relaxation pro-
cess [7]. The other possible mechanism of the current induced
spin orientation is due to D’yakonov-Perel spin relaxation, so
named “precessional”.

2. Experimental

In order to observe current induced spin polarization we study
Faraday rotation of terahertz radiation transmitted through
samples containing multiple p-type QWs (for n-type QWs
we used mid-infrared radiation). As material we have chosen
GaAs QWs of Cs point group symmetry. This was achieved
in p-type samples by growing modulation Si-doped QWs on
(113)A- or miscut (001)-oriented GaAs substrates. Two kinds
ofp-type samples were prepared. SampleA: (113)A with QWs
of width LW = 10 nm, and sample B: miscut (001) with LW
= 20 nm. Samples of n-type were prepared on (110)-oriented
substrates. They contain asymmetric doped QWs of 8.2 nm
width. To cope with the small Faraday rotation angles of an in-
dividual quantum well, we fabricated multiple QW structures
containing 100 or 400 QWs. The sample edges were oriented
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along [11̄0] in the QW plane (x-axis) and perpendicular to this
direction (y-axis). Two pairs of ohmic contacts were centered
along opposite sample edges of 5 mm width. In addition struc-
tures containing 100 QWs and having very thin barriers were
taken as quasi-bulk reference samples.

A spin polarization is not expected for both current direc-
tions. For materials of the symmetry used here only an electric
current along x ‖ [11̄0]-direction is expected to align spins. By
symmetry arguments it is straightforward to show that a current
density jx , in the plane of the QW yields an average spin polar-
ization Sz normal to the QW plane according to Sz = Rzxjx ,
where R is a second rank pseudo-tensor [8]. However, for a
current flowing along y-direction, Sz = 0 holds since, due to
symmetry, Rzy = 0. Thus a spin polarization may occur for
current flow in one but not in the other direction. Below we
denote these directions as active and passive, respectively.

The transmission measurements were carried out at room
temperature and at T = 80 K using linearly polarized λ =
118µm radiation for p-type samples and mid-IR light with
λ ≈ 9µm for n-type samples. The electric current was ap-
plied as 10µs long pulses with a repetition rate of 20 kHz. The
schematic experimental set up is shown in Fig. 2a: the sam-
ple was placed between two metallic grid polarizers and the
cw terahertz radiation was passed through this optical arrange-
ment. The transmitted radiation was detected in-phase with the
current modulation frequency using a highly sensitive Ge:Ga
extrinsic photodetector operated at 4.2 K.

The signal 
V caused by rotation of polarization plane
was observed only for currents flowing in the active direc-
tion. The spin polarization induced signals for samples A and
B are shown in Fig. 2b. At room temperature and current
I = 150 mA we obtain a Faraday rotation angle per quan-
tum well of 0.4 mrad for sample A and 0.15 mrad for sample B.
Lowering the temperature of sample B to 80 K we obtain two
times larger Faraday rotation. While the experiment displays
clear spin polarization due to the driving current, there is not
yet a straightforward way at hand to extract the value of the
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samples. Inset shows the same dependence (
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spin polarization from the Faraday rotation angle.
According to the theory of Aronov and Lyanda-Geller [1],

a current should yield a spin polarization of the order of 〈S〉 ≈
β · 〈k〉/kBT . Using Eq. (1) we estimate this value as 〈S〉 =
Qβ
kBT
· m∗
eh̄p
j , whereQ � 1 is a constant determined by momen-

tum scattering and the spin relaxation mechanism [9]. For a
situation where Fermi statistic applies the factor kBT needs to
be replaced by 2EF/3. Calculating 〈S〉 with the experimental
parameters p = 2 · 1011 cm−2, m∗ = 0.2m0 and spin splitting
constant β = 5 meV·nm [10], we obtain an average spin po-
larization of 3.2 · 10−4 and 0.8 · 10−4 for the experimentally
relevant current densities 3 mA/cm and 0.75 mA/cm per QW,
respectively.

Finally, we discuss our results in the light of related exper-
iments. Based on theoretical predictions made by Ivchenko
and Pikus [11], Vorob’ev et al [12] observed a current induced
spin polarization in bulk tellurium. This is a consequence of
the unique band structure of tellurium with hybridized spin-
up and spin-down bands and is, other than in our experiment,
not related to spin relaxation. We would also like to note that,
Kalevich and Korenev [13] reported an influence of an electric
current on the spin polarization achieved by optical orienta-
tion. The current itself does not align spins, but the effective
magnetic field due to the current causes a spin depolarization
like the Hanle effect in an external magnetic field. Most re-
cently spin orientation by current was also obtained on strained
InGaAs bulk material [14].
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Abstract. As is well known the absorption of circularly polarized light in semiconductors results in optical orientation of
electron spins and helicity-dependent electric photocurrent, and the absorption of linearly polarized light is accompanied by
optical alignment of electron momenta. Here we show that the absorption of unpolarized light in a quantum well (QW)
leads to generation of a pure spin current, although both the average electron spin and electric current are vanishing.

Introduction

Spin and charge are among the basic properties of elementary
particles such as an electron, positron and proton. The pertur-
bation of a system of electrons by an electric field or light may
lead to a flow of the particles. The typical example is an electric
current that represents the directed flow of charge carriers. Usu-
ally the electric currents do not entail a considerable spin trans-
fer because of the random orientation of electron spins. How-
ever, the charge current can be accompanied by a spin current as
it happens, e.g., under injection of spin-polarized carriers from
magnetic materials or in the optical-orientation-induced circu-
lar photogalvanic effect. Furthermore, there exists a possibility
to create a pure spin current which is not accompanied by a net
charge transfer. This state represents a non-equilibrium dis-
tribution when electrons with the spin “up” propagate mainly
in one direction and those with the spin “down” propagate in
the opposite direction. In terms of the kinetic theory, it can be
illustrated by a spin density matrix with two nonzero compo-
nents, ρ(s,k; s,k) = ρ(s̄,−k; s̄,−k), where s and k are the
electron spin index and the wave vector, and s̄ means the spin
opposite to s. Spin currents in semiconductors can be driven
by an electric field acting on unpolarized free carriers which
undergo a spin-dependent scattering. This is the so-called spin
Hall effect where a pure spin current appears in the direction
perpendicular to the electric field. The spin currents can be
induced as well by optical means as a result of interference
of one- and two-photon coherent excitation with a two-color
electro-magnetic field or under interband optical transitions in
non-centrosymmetrical semiconductors [1].

Here we show that pure spin currents, accompanied nei-
ther by charge transfer nor by spin orientation, can be achiev-
ed under absorption of linearly polarized or unpolarized light
in semiconductor low-dimensional systems. Particularly, the
effect is considered for interband and free-carrier optical tran-
sitions in semiconductor QWs.

In general, the flux of electron spins can be characterized
by a pseudo-tensor F̂ with the components Fαβ describing the
flow in the β direction of spins oriented along α, with α and β
being the Cartesian coordinates. In terms of the kinetic theory
such a component of the spin current is contributed by a non-
equilibrium correction ∝ σαkβ to the electron spin density
matrix, where σα is the Pauli matrix. We demonstrate that
the appearance of a pure spin current under optical pumping
is linked with two fundamental properties of semiconductor
QWs, namely, the spin splitting of energy spectrum linear in
the wave vector and the spin-sensitive selection rules for optical
transitions.

1. Interband optical transitions

The effect is most easily conceivable for direct transitions be-
tween the heavy-hole valence subband hh1 and conduction
subband e1 in QWs of the Cs point symmetry, e.g. in (113)-
or (110)-grown QWs. In such structures the spin component
along the QW normal z is coupled with the in-plane electron
wave vector. This leads to k-linear spin-orbit splitting of the
energy spectrum as sketched in Fig. 1, where heavy hole sub-
band hh1 is split into two spin branches ±3/2. As a result
they are shifted relative to each other in the k space. In the
reduced-symmetry structures, the spin splitting of the conduc-
tion subband is usually smaller than that of the valence band
and not shown in Fig. 1 for simplicity. Due to the selection rules
the direct optical transitions from the valence subband hh1 to
the conduction subband e1 can occur only if the electron angu-
lar momentum changes by±1. It follows then that the allowed
transitions are | + 3/2〉 → | + 1/2〉 and | − 3/2〉 → | − 1/2〉,
as illustrated in Fig. 1 by vertical lines. Under excitation with
linearly polarized or unpolarized light the rates of both tran-
sitions are equal. In the presence of spin splitting, the optical
transitions induced by photons of the fixed energy h̄ω occur in
the opposite points of the k-space for the spin branches±1/2.
The asymmetry of photoexcitation results in a flow of electrons
within each spin branch. The corresponding fluxes j1/2 and
j−1/2 are of equal strengths but directed in the opposite direc-
tions. Thus, this non-equilibrium electron distribution is char-
acterized by the nonzero spin current jspin = (1/2)(j1/2−j−1/2)

but a vanishing charge current, e(j1/2 + j−1/2) = 0.
The direction β of the photo-induced spin current and the

orientation α of transmitted spins are determined by the form
of spin-orbit interaction. The latter is governed by the QW
symmetry and can be varied. For QWs based on zinc-blende-
lattice semiconductors and grown along the crystallographic

j−1/2

−1/2 +1/2

−3/2 +3/2

j+1/2

kx

E

Fig. 1. Microscopic origin of pure spin current induced by interband
photoexcitation.
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direction [110] ‖ z, the light absorption leads to a flow along
x ‖ [11̄0] of spins oriented along z. This component of the
electron spin flow can be estimated as

Fzx = γ (hh1)
zx

τe

2h̄

mh

me +mh
ηcv

h̄ω
I , (1)

where γ (hh1)
zx is a constant describing the k-linear spin-orbit

splitting of thehh1 subband, τe is the relaxation time of the spin
current, me and mh are the electron and hole effective masses
in the QW plane, respectively, ηcv is the light absorbance, and
I is the light intensity. Note that the time τe can differ from
the conventional momentum relaxation time that governs the
electron mobility.

In (001)-grown QWs the absorption of linearly- or unpolar-
ized light results in a flow of electron spins oriented in the QW
plane. In contrast to the low-symmetry QWs considered above,
in (001)-QWs the k-linear spin splitting of the valence subband
hh1 is small and here, for the sake of simplicity, we assume
the parabolic spin-independent dispersion in the hh1 valence
subband and take into account the spin-dependent contribution
γ
(e1)
αβ σαkβ to the electron effective Hamiltonian. Then, to the

first order in the spin-orbit coupling, the components of the
pure spin current generated in the subband e1 are derived to be

Fαβ = γ (e1)αβ

τe

2h̄

me

me +mh
ηcv

h̄ω
I . (2)

2. Free-carrier absorption

Light absorption by free carriers, or the Drude-like absorption,
occurs in doped semiconductor structures when the photon en-
ergy h̄ω is smaller than the band gap as well as the intersub-
band spacing. Because of the energy and momentum conserva-
tion the free-carrier optical transitions become possible if they
are accompanied by electron scattering by acoustic or optical
phonons, static defects etc. Scattering-assisted photoexcita-
tion with unpolarized light also gives rise to a pure spin current.
However, in contrast to the direct transitions considered above,
the spin splitting of the energy spectrum leads to no essential
contribution to the spin current induced by free-carrier absorp-
tion. The more important contribution comes from asymmetry
of the electron spin-conserving scattering. In semiconductor
QWs the matrix element V of electron scattering by static de-
fects or phonons has, in addition to the main contribution V0,
an asymmetric spin-dependent term [2]

V = V0 +
∑
αβ

Vαβ σα(kβ + k′β) , (3)

where k and k′ are the electron initial and scattered wave vec-
tors, respectively. Microscopically this contribution is caused
by the structural and bulk inversion asymmetry similar to the
Rashba/Dresselhaus spin splitting of the electron subbands.
The asymmetry of the electron-phonon interaction results in
non-equal rates of indirect optical transitions for opposite wave
vectors in each spin subband. This is illustrated in Fig. 2,
where the free-carrier absorption is shown as a combined two-
stage process involving electron-photon interaction (vertical
solid lines) and electron scattering (dashed horizontal lines).
The scattering asymmetry is shown by thick and thin dashed
lines: electrons with the spin +1/2 are preferably scattered
into the states with kx > 0, while particles with the spin −1/2

j−1/2

−1/2

−1/2

+1/2

+1/2 j+1/2

kx

E

0

Fig. 2. Microscopic origin of pure spin current induced under light
absorption by free electrons. The free-carrier absorption is a com-
bined process involving electron-photon interaction (vertical solid
lines) and electron scattering (dashed horizontal lines).

are scattered predominantly into the states with kx < 0. The
asymmetry causes an imbalance in the distribution of photoex-
cited carriers in each subband s = ±1/2 over the positive
and negative kx states and yields oppositely directed electron
flows j±1/2 shown by horizontal arrows. Similarly to the in-
terband excitation considered in the previous section, this non-
equilibrium distribution is characterized by a pure spin current
without charge transfer.

Let us assume the photon energy h̄ω to exceed the typical
electron kinetic energy, EF for degenerate and kBT for non-
degenerate electron gas. Then the pure spin current induced
by free-carrier light absorption is given by

Fαx =
τe

h̄

[
Vαx

V0

(
1+ |ex |

2 − |ey |2
2

)
+ Vαy
V0

exey

]
ηe1I ,

(4)
where e = (ex, ey) is the light polarization unit vector, and ηe1
is the light absorbance in this spectral range.

In addition to the free-carrier absorption, the spin-depen-
dent asymmetry of electron-phonon interaction can also give
rise to a pure spin current in the process of photoelectron energy
relaxation. In this relaxational mechanism the spin current is
generated in a system of hot carriers, independently of heating
means.

Besides the spin, free charge carriers can be characterized
by another internal property, e.g., by the valley index in multi-
valley semiconductors. Thus, one can consider pure orbit-
valley currents in which case the net electric current vanishes
but the partial currents contributed by carriers in the particular
valleys are nonzero.
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Abstract. Spin-polarization by a lateral current has been experimentally achieved in the single non-magnetic semiconductor
heterojunctions grown both on the (001) and (113) substrates. The effect does not require an applied magnetic field. The
(001) structures provide the mean spin density with only planar components. The (113) heterojunctions also allow the
out-of-plane spin polarization. The effect can be used to manipulate the spin density: the nonequilibrium spin changes its
sign as the current reverses.

Introduction

We have experimentally achieved the spin-polarization that is
induced by an electrical current alone, in the absence of ap-
plied magnetic field and does not require ferromagnetic con-
tacts. Such method of creating spin polarization differs radi-
cally from those employed so far [1,2]. The current-induced
spin polarization can be seen as the inverse of the circular
photo-galvanic effect. The photo-galvanic effect is allowed
in quantum wells of III–V compounds due to the removal of
the spin degeneracy. The extensive literature on spin photocur-
rents in low-dimensional structures is reviewed in Ref. [3].

Previously, the current-induced spin polarization in low-
dimensional systems was theoretically considered only for the
conduction electrons [5-6l. The effect is due to a spin-orbit
interaction that is linear in the wave vector, k, of charge car-
riers and manifests itself in lifting the spin degeneracy away
from the zone centre (see, for instance, Ref. [7]). This can
be caused either by (i) the inversion asymmetry of host mate-
rial (Dresselhaus mechanism of spin splitting) or (ii) by the
asymmetry of the confinement in low-dimensional systems
(Bychkov–Rashba effect). However, the k-linear terms are
not unique for the conduction band only, and, in zinc-blende
semiconductors, are significantly larger in the valence band:
the two-dimensional holes display much more pronounced re-
moval of the spin degeneracy as compared to the electron gas
in GaAs.

1. Experiment

All our samples contain a single modulation-doped heterojunc-
tion to form the two-dimensional hole gas(2DHG). The sam-
ples were MBE grown on either (001) or (113) GaAs sub-
strates. Annealed Ni/ZnAu contacts were made to the 2DHG.
The hole concentration at the (001) heterojunctions (NHall) was
4.15× 1011 cm−2 with the mobility (µHall) of 46500 cm2/V s
at 5.8 K. For the (113) heterojunctions we have measured
µHall = 610000 cm2/V s and NHall of 2.1 × 1011 cm−2 at
0.3 K.

We detect the spin-polarization by measuring the degree of
circular polarization, P [8]. The samples were cleaved into
bars of about 1× 2.5 mm2 with the current flowing along the
long side, which was always in the [11̄0] direction.

For the heterojunctions on (001)-surface (in the case ofC2v

symmetry) the spin density may only have planar components
perpendicular to the current flow [6]. This necessarily means
that the polarized PL has to be collected from the cleaved (110)
edge of the sample.

On the other hand, at the (311) heterojunctions (that is in
the case of Cs symmetry) the mean spin density will have a
component along the growth direction. That makes it possi-
ble to detect the circularly polarized PL in the backscattering
geometry.

2. Results and discussion

2.1. (001) samples

Figure 1 shows the low-temperature PL spectra both with a cur-
rent flow turned on or switched off. The PL contains a strong
radiative band centred at about 1.52 eV. This band originates
from recombination of the two-dimensional holes with elec-
trons photoexcited into the GaAs conduction band [9]. The
PL intensity is decreased by passing the current through the
sample, while the emission wavelength is blueshifted. This
spectral shift towards the higher energy side is explained by
the extra energy acquired by the 2DHG in the lateral electric
field.
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Fig. 1. Photoluminescence spectra of the (001) 2DHG at 5.1 K in
absence of a current (gray line) and with current of±0.85 mA (black
line). Inset shows a degree of circular polarization as measured in
the [110] direction for the two opposing currents. The solid lines
are a guide for the eye.
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The inset in Fig. 1 shows the observedP with the dotted line
representing a baseline of the circular polarization. The base-
line of the circularly polarized PL was carefully checked by
recording a difference between PLσ− and PLσ+ spectra when
no current was delivered through the sample. The observed
degree of polarization yields a maximum of 2.5%. It is the
important feature of the data that the degree of polarization
inverses its sign as the electric current reverses. This is a di-
rect prove of the current-induced spin orientation, in complete
agreement with the results on the spin photocurrents in quan-
tum wells [10].

The spin orientation, S, can be estimated following calcu-
lations for 2D electrons from Ref. [5]:

S = 6Q
γFeτp

h̄EF
, (1)

where Q is a coefficient of approximately unity depending of
the scattering mechanism, EF is the DHG Fermi energy, F is
an electric field, e is elementary charge, τp is the momentum
relaxation time, and γ describes the k-linear spin splitting. In
a field of 6.5 V/cm, with γ = 7×10−2 eVÅ (from linear inter-
polation of data [12], τp = 10−11 s and EF = 2 meV from our
transport measurements, the spin polarization is estimated to be
10%. Although in some cases the degree of circular polariza-
tion can be quantitatively linked to the spin polarization [13],
for the 2DHG recombination the link is not straightforward.
A strong admixture of the light-hole character to the ground
(heavy-hole) state of the 2DHG reduces the value of the cir-
cular polarization degree. The experimentally observed P of
2.5% yields only a low-limit estimate of the nonequilibrium
spin-polarization. Nonetheless, even S = 2.5% exceeds the
spin polarization that has been initially achieved by the spin
injection from ferromagnetic metals into GaAs [13].

2.2. (113) samples

Figure 2 summarizes our experimental data for the (113) sam-
ples. The experimental arrangements are identical to that for
Fig. 1 with the exception of the detection: the polarized PL has
been collected from the front facet of the sample now, i.e. along
the growth direction. The observed degree of circular polariza-
tion now exceeds 12% at 5.1 K and has a different sign for the
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Fig. 2. Photoluminescence spectra of the (113) 2DHG at 5.1 K in
absence of a current (gray line) and with current of±0.42 mA (black
line). Inset shows a degree of circular polarization as measured in
the [113] direction for the two opposing currents. The solid lines
are a guide for the eye.

opposing currents. It is apparent that the spin polarization de-
tected in the (113) heterojunctions resembles the (001) results
in every detail. However, as was to be expected from symmetry
considerations, the (113) 2DHG displays the out-of-plane spin
density. It is worth noting that the lowest subband of the (113)
2DHG shows a pronounced admixture of the light-hole states
already at k = 0. This weakens the one-to-one correspondence
between the degree of circular polarization and the spin orien-
tation, which is unique for the undoped (001)-quantum wells.
In contrast to the (001)-2DHG recombination as detected in
the cleaved-side arrangements, the light-hole admixture is not
indispensable for the detection of spin polarization in the [113]
backscattering.
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Abstract. Results of magnetotransport and magnetic properties studies of GaMnSb films and InGaAs quantum wells placed
in GaAs δ-doped with Mn are presented. The effect of disorder peculiar to these systems on Extraordinary Hall Effect and
magnetoresistance is discussed.

1. Introduction

Diluted magnetic semiconductors (DMS) are candidates for
spin-injectors and other spintronic devices, which could be
easily combined with structures for common electronics [1].
AIIIBV semiconductors doped with Mn (for example, GaM-
nAs and GaMnSb) are the most widely studied DMS [2]. It
is known [3], that to get high temperature DMS Mn concen-
tration should exceed 1021 cm−3. In that case DMS is highly
disordered system. The disorder is due not only to random
distribution of Mn ions, but also is result of the formation of
ferromagnetic nanograins like MnAs or MnSb. The effect of
disorder on DMS properties start to be discussed very recently
and is of grate importance [4]. On the other hand there is only
a very few papers discussing properties of 2D structures based
on this material. We report on the transport, magnetotrans-
port and magnetic properties of GaMnSb films and InGaAs
quantum wells placed in GaAs δ-doped with Mn. Mainly we
concentrate ourselves on the discussion of peculiarities of the
Extraordinary Hall Effect (EHE), which could be the sign of
carrier spin-polarization.

2. Thing GaMnSb films

GaMnSb films with the approximately same Mn concentration
(10 at %) were grown by laser plasma deposition method. Film
thickness d is in the range 40–140 nm. The substrate temper-
ature varied in the range 440−200 ◦C that results in carrier
concentration ranging from 3×1019 cm−3 up to 5×1020 cm−3.
Structural studies showed that additional to Mn ions substitut-
ing Ga atoms GaMnSb films contain ferromagnetic nanograins
and GaSb defects, acting as acceptors and responsible for high
hole concentration. The saturated magnetization is roughly the
same for all films,Ms = 3.6–5.3 mT.

For single-phase GaMnSb the Curie temperature is less
30 K, and the EHE sign is negative [5]. Unlike that in our sam-
ples EHE show magnetic hysteresis up to room temperature
and its sign is positive. Fig. 1 depicts magnetic field depen-
dences of Hall resistance RH(B) at T = 77 K (Fig. 1a) and
T = 293 K (Fig. 1b) for GaMnSb samples with the hole con-
centrations p = 5×1020 cm−3 (curve 1), p = 1.5×1020 cm−3

(curve 2) and p = 3×1019 cm−3 (curve 3), respectively.
The carrier concentration was evaluated from slope of the

linear part of the RH(B) curve at B > 0.4–0.5T. Linear char-
acter of the dependence for the sample 1 in this range of mag-
netic fields is demonstrated by the upper insert of Fig. 1b. Fig. 1
shows that EHE is the main contribution to the Hall effect in
samples 1 and 2 at T = 77–300 K, while for sample 3 with the

smallest hole concentration EHE was not detected. A compar-
ison of data for samples 1 and 2, demonstrates that a decrease
of the hole concentration suppresses the EHE hysteresis. For
sample 1 (p = 5×1020 cm−3) the coercive force Bc = 0.29T
at T = 77 K and hysteresis in EHE was observed up to room
temperature (see lower insert in Fig. 1b). At the same time, for
sample 2 (p = 1.5×1020 cm−3) Bc = 0.058T at T = 77 K,
and EHE hysteresis was not detected at T = 300 K.

For the spontaneous Hall resistance RSH determination the
procedure developed by Arrott was proposed [6]. To get that
we plot the R2

H dependence versus B/RH and extrapolate its
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Fig. 1. Dependencies of the Hall resistance on a magnetic field
for GaMnSb films: 1 — p = 5×1020 cm−3, Ts = 200 ◦C; 2 —
p = 1.5×1020 cm−3, Ts = 200 ◦C; 3 — p = 3×1019 cm−3,
Ts = 440 ◦C. Measurement have been performed at tempera-
tures: (a) 77 K; (b) 293 K. At (b) the upper inset shows RH(B)
for the sample 1 at B > 0.4T; the bottom inset shows RH(B) at
−0.2 < B < 0.2T for the same sample.
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Fig. 2. Temperature dependencies of coercive force Bc (left curve)
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sample 1.

linear part to intersection with ordinate axis. The tempera-
ture dependences of coercive field Bc and spontaneous Hall
resistance RSH are shown in Fig. 2 for sample 1. The hystere-
sis loss temperature Tc ≈ 330 K. Analogous procedure gives
Tc ≈ 180 K for sample 2.

The peculiar behavior of the Hall effect is due to the car-
rier interaction with ferromagnetic grains, which is strongly
affected by Shottky barriers at the interface between the grain
and the host semiconductor. These barriers prevent carrier
from interacting with the ferromagnetic grain. With the car-
rier concentration increasing barriers become thinner and the
interaction is strengthened. That is why EHE could be ob-
served at high carrier concentration only. It is the reason for
widely discussed the absence of the EHE in previous studies
of III-V semiconductors with MnSb or MnAs inclusions and
with low carrier concentrations, while on the other hand these
measurements show the strong hysteresis of the magnetization.

3. InGaAs/GaAs quantum well with δ〈Mn〉-doped layer in
GaAs

Quantum well (QW) samples were prepared by MOC-hydride
epitaxy method. Samples contain InxGa1−xAs quantum well,
carbon δ-layer and laser-deposited Mn δ-layer separated by
GaAs spacers, x varied from 0.11 up to 0.17, while Mn concen-
tration was controlled by laser-deposition duration time ranged
in the interval 6–24 s. The thickness of the spacer between
quantum well and Mn δ-layer ranged from 3 up to 6 nm.

The magnetoresistance and Hall effect measurements were
performed at T = 4.2–77 K and in magnetic fields up to 3T.
Samples demonstrated mainly positive magnetoresistance, but
in some cases at low temperatures the magnetoresistance re-
versed to the negative that. At low temperatures additionally
to the normal Hall effect the EHE was observed (Fig. 3).

We believe that EHE is due to interaction of Mn ions in
GaAs with holes in the quantum well. In the temperature range,
where EHE was observed, the nonmonotonous temperature de-
pendence of the sample resistance was detected. Such behavior
is common for transitions to the ferromagnetic state. The re-
sults of our experiments also show (see Fig. 4, curve 1) that
for the longitudinal geometry the negative magnetoresistance
(NMR) is noticeably smaller, than that for field normal to the
film (curve 2). Note that for DMS films the axis of light mag-
netization usually is in the film plane, i.e. NMR should more
pronounced for the longitudinal field orientation. To explain
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these features of NMR in those structures additionally to the
magnetic field controlled spin-dependent scattering of carriers
the quantum corrections of conductivity should be taken into
account.
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Magneto-gyrotropic photogalvanic effects
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Abstract. We show that free-carrier (Drude) absorption of both polarized and unpolarized terahertz radiation in quantum
well (QW) structures causes an electric photocurrent in the presence of an in-plane magnetic field. Experimental data and
theoretical analysis evidence that the observed photocurrents are spin-dependent and related to the gyrotropy of the QWs.
Microscopic models for the photogalvanic effects in QWs based on asymmetry of photoexcitation and relaxation processes
are proposed.

Introduction

Much current interest in condensed matter physics is directed
towards understanding of spin dependent phenomena. Re-
cently spin photocurrents generated in QWs have attracted
considerable attention. A natural way to generate spin pho-
tocurrents is the optical excitation with circularly polarized
radiation. It results in optical spin orientation of free carriers
due to a transfer of photon angular momenta to the carriers [1].
Because of the spin-orbit coupling such excitation may result
in an electric current.

However, in an external magnetic field photocurrents may
be generated even by unpolarized radiation as it has been pro-
posed for bulk gyrotropic crystals [2]. Here we report on an
observation of such photocurrents in QW structures caused by
the Drude absorption of terahertz radiation. We show that,
microscopically, the effects under study are related to the gy-
rotropic properties of the structures. Photocurrents which re-
quire simultaneously gyrotropy and the presence of a magnetic
field may be gathered in a class of magneto-optical phenom-
ena denoted as magneto-gyrotropic photogalvanic effects. In
most of the investigated structures, the photogalvanic measure-
ments reveal a magneto-induced current which is independent
of the direction of light in-plane linear polarization and related
to spin-dependent relaxation of non-equilibrium carriers.

1. Phenomenological theory

Illumination of gyrotropic nanostructures in the presence of a
magnetic field may result in a photocurrent. There is a number
of contributions to the magnetic field induced photogalvanic
effect (MPGE). They are characterized by different dependen-
cies of the photocurrent on the radiation polarization state and
the orientation of the magnetic field. A proper choice of ex-
perimental geometry allows one to investigate each contribu-
tion separately. We consider (001)-grown QWs based on zinc
blende lattice compounds of C2v symmetry in the coordinate
system with x′ ‖ [11̄0] and y ′ ‖ [110]. For normal incidence
of the light and the in-plane magnetic field B ‖ y′, the MPGE
is given by

jx′ = S1BI + S2B
(
|ex′ |2 − |ey′ |2

)
I , (1)

jy′ = S3B
(
ex′e

∗
y′ + ey′e∗x′

)
I + S4BIPcirc , (2)

where I is light intensity, e is the light polarization unit vector.
The first term on the right hand side of Eq. (1) yields a current
in the QW plane which is independent of the radiation polar-
ization. This current is induced even by unpolarized radiation.
Each other contribution has a special polarization dependence.

The terms described by parameters S2 and S3 vanish if the
radiation is circularly polarized. For linearly polarized light
they depend on the azimuthal angle of the polarization. In con-
trast, the last term in Eq. (2), being proportional to the radiation
helicity, vanishes for linearly polarized excitation. Charater-
istics of the polarization dependencies permit to separate each
contribution experimentally from the others.

2. Experimental results

The experiments were carried out on MBE-grown (001)-orien-
ted n-type GaAs/Al0.3Ga0.7As and InAs/AlGaSb QW struc-
tures. The InAs/AlGaSb structure (sample A1) was grown on
a GaAs substrate. The QW is nominally undoped, but contains
2D electron gas with the carrier density of 8·1011 cm−2 at 4.2 K
located in the InAs channel. All GaAs samples are modulation-
doped. For samples A2–A4 Si-δ-doping with spacer layer
thicknesses of 70 nm (A2,A3) and 80 nm (A4) has been used.
In contrast, for sample A5 the AlGaAs barrier layer separat-
ing the QWs has been homogeneously Si-doped on a length of
30 nm. This results in a spacer thickness of only 5 nm. There-
fore, in addition to the different impurity distribution compared
to the samplesA2–A4, the sampleA5 has much lower mobility.

A pulsed terahertz laser was used for optical excitation.
With NH3 as active gas 100 ns pulses of linearly polarized
radiation with ∼ 10 kW power were obtained at wavelength
148µm. The samples were irradiated along the growth direc-
tion. Quartz λ/4-plate and metal mesh polarizer were used
to vary the polarization state of terahertz radiation. The ter-
ahertz radiation induces free carrier absorption in the lowest
conduction subband e1 because the photon energy is smaller
than the subband separation and much larger than the k-linear
spin splitting.

All samples have ohmic contacts corresponding to the 〈100〉
and 〈110〉 in-plane directions. The photocurrent j was mea-
sured in unbiased structures. The external magnetic field B up
to 1T was applied parallel to the interface plane.

In all investigated QW structures, an illumination with ter-
ahertz radiation in the presence of an in-plane magnetic field
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results in a photocurrent in full agreement with the phenomeno-
logical theory described by Eqs. (1, 2).

The experimental data obtained on the samples A1 to A4
show that in these QW structures only current contributions
proportional to S1 and S4 are detectable, whereas other contri-
butions are vanishingly small. These samples are denoted as
type I below. The results obtained for type I samples are valid
in the wide temperature range from 4.2 K up to room temper-
ature. The transverse photocurrent observed in the direction
normal to the magnetic field B applied along 〈110〉 is indepen-
dent of the light polarization (see Fig. 1). It corresponds to the
first term on the right side of Eq. (1). The longitudinal pho-
tocurrent component parallel to B describing by the last term
of Eq. (2) appears under excitation with circularly polarized
radiation only.

In contrast to the samples of type I, the experimental results
obtained on the sample A5 (in the following denoted as type II)
has characteristic polarization dependencies corresponding to
the S2 (see Fig. 2) and S3 terms in Eqs. (1, 2). The photocurrent
exhibits a pronounced dependence on the azimuthal angle of
the linear polarization, but it is equal for the right and left
circular polarized light.

3. Microscopic models

Mechanisms of MPGE in bulk non-centrosymmetric semicon-
ductors are based on the cyclotron motion of free carriers in
both the real and k spaces. Since, in a QW subjected to an in-
plane magnetic field, the cyclotron motion is suppressed one
needs to seek for alternative mechanisms. We demonstrate
that the generation of magneto-induced photocurrent in QWs
is related to gyrotropy and therefore the effects belong to the
magneto-gyrotropic class.

Our microscopic treatment shows that there are two classes
of mechanisms which contribute to the magneto-gyrotropic ef-
fects. The current may be induced either by an asymmetry of
optical excitation and/or by an asymmetry of relaxation. The
photocurrent depends on polarization for the first class of the
mechanisms but is independent of the direction of linear light
polarization for the second class. Thus the polarization depen-
dence of the magneto-gyrotropic photocurrent signals allows
us to distinguish between the above two classes. The asymme-
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try of photoexcitation may contribute to all terms in Eqs. (1, 2).
Therefore, such photocurrent contributions should demonstrate
a characteristic polarization dependencies given by the terms
with the coefficients S2, S3. In contrast, the asymmetry of
relaxation processes contributes only to the coefficients S1, S4.

Hence, the current obtained for the samples of type I is
caused by the Drude absorption-induced electron gas heating
followed by energy relaxation and/or spin relaxation.

Polarization dependencies of the photocurrent in type II
sample prove that the main mechanism for current generation
in the sample is the asymmetry of photoexcitation.

The question concerning the difference of type I and type II
samples remains open.

The samples only differ in the type of doping and the elec-
tron mobility. The influence of impurity potentials (density,
position, scattering mechanisms etc.) on microscopic level
needs yet to be explored. In addition, the doping level of the
type I samples is significantly lower and the mobility is higher
than those in the type II samples. This can also affect the in-
terplay between the excitation and relaxation mechanisms.

Finally we note, that under steady-state optical excitation,
the contributions of the relaxation and photoexcitation mech-
anisms to MPGE are superimposed. However, they can be
separated in time-resolved measurements. Indeed, under the
ultra-short pulsed photoexcitation the current should decay, for
the mechanisms considered above, within the energy, spin and
momentum relaxation times times.
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Abstract. Effect of external magnetic field on the optical orientation of electron spins in negatively charged InP quantum
dots is studied experimentally using the PL pump-probe method.

Recently, we have found that electron spin polarization in the
InP quantum dots (QDs) exists for a long time, up to hundred
microseconds [1], in accordance with the theoretical predic-
tions of very long spin lifetime for electrons in QDs [2]. In
this paper, we discuss specific peculiarity of the phenomenon,
namely the dynamics of the electron spin in strong longitudinal
magnetic field.

We have studied an ensemble of the negatively charged InP
QDs grown between the InGaP barrier layers on a GaAs sub-
strate by the gas source MBE technology. The base diameter
of the QDs is about 40 nm and the height is about 5 nm. Further
details of the structure are described in Ref. [3]. The lowest
electron level in the QDs is close to the Fermi level of the n-
doped substrate that allowed us to control the amount of the
resident electrons in the QDs by means of external voltage.

Singly charged QDs have been studied in details. In these
dots, optical excitation by the circularly polarized light creates
electron-hole pairs which interact with the resident electrons
and form trions. Spin orientation of the photocreated carriers
can be transferred to spin of the resident electron and conserved
after the electron-hole recombination. This process allows to
polarize the resident electrons and to study their spin memory at
the time scale much longer than the electron-hole pair lifetime.

As an indication of the spin orientation, we have used the
effect of negative circular polarization (NCP) of photolumi-
nescence (PL) observed in the singly charged QDs at quasi-
resonant excitation in the PL spectrum and kinetics of degree
of circular polarization (Fig. 1). Mechanism of the NCP for-
mation is described in Ref. [1]. In short, polarization of the
trionic PL is determined by spin orientation of the hole. The
NCP results from the flip-flop process of the electron and hole
spins during their energy relaxation to the ground states. This
process, which occurs due to anisotropic component of ex-
change coupling [4], is an efficient way to overcome the Pauli
blocking for energy relaxation of the photocreated electrons.

To study spin dynamics of the resident electrons, we have
used the so-called PL pump-probe method [1]. In this method,
a sample is excited by two beams which polarization can be
varied independently. Pulses of one beam (pump) create po-
larization of the resident electrons. Time evolution of the po-
larization can be

detected by measuring polarization of the PL excited by the
probe pulses delayed in time relatively to the pump pulses. As
it seen from Fig. 1, amplitudes of the NCP differ for co- and
cross-polarized pump and probe beams of equal intensities.
This is an indication that polarization of the resident electrons
is accumulated in the case of the co-pump-probe excitation
and becomes large [6]. At the same time, for the cross-pump-
probe excitation, the polarization created by the pump pulses is
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Fig. 1. Kinetics of degree of circular polarization for the co-and
cross-polarized pump and probe beams. Sample temperature T =
5 K. Applied bias Ubias = −0.1V. Longitudinal magnetic field B =
0.1T [5]. Delay between the pump and probe pulses 
t = 11 ns.
Dashed lines are the fits in framework of a NCP generation model.
Inset shows PL spectra in co- and cross-polarizations under σ+-
excitation.

destroyed by the probe pulses and, therefore, there is no optical
orientation of the spins (in average). For further study of the
spin polarization, we have used a relatively weak probe beam
with intensity of about 10 times smaller than that of the pump
beam to avoid destroying of spin memory by the probe pulses.

In Fig. 2 we present delay dependence of the NCP ampli-
tude at cross-polarized pumping for different values of mag-
netic field. Polarization of the pump beam was chosen so that
the polarized resident electrons occupied the upper Zeeman
level. At weak magnetic field, we observed very slow relax-
ation of the resident electron spins. Discussion of this result
can be found in Ref. [1]. When magnetic field increases, decay
of spin orientation becomes faster. This fact can be explained
qualitatively by acceleration of spin relaxation due to interac-
tion with the acoustic phonons resonant to Zeeman splitting of
the electron spin doublet. Density of such phonons increases
with energy and probability of transitions from upper to lower
Zeeman sub-level with emission of the phonons increases too.
So, spin orientation of resident electrons in magnetic field is
determined by competition of two processes: optical pumping
of the spins and spin relaxation to the ground Zeeman level
(freezing effect) dependent on the magnetic field strength.

For more detailed study of the processes, we have measured
magnetic field dependence of the NCP amplitude at co- and
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cross-polarized excitations by the pump and probe beams of
equal intensities at small delay (see inset in Fig. 2). In the case
of the cross-polarized pumping, when no optical orientation
of the electron spins appears, the magnetic field dependence
should reflect spin thermalization on Zeeman sublevels, that is
freezing effect. Indeed, the dependence obtained experimen-
tally is in good qualitative agreement with the theoretical curve
described by equation:

ANCP = ± 1− exp(∓
Ez/kT )
1+ γP /γs(B)+ exp(∓
Ez/kT ) ,

where Zeeman energy 
Ez = gµB |B|, factor g = 1.5 for the
InP QDs, µB = 0.059µeV/T is the Bohr magneton, γP and
γs(B) are the pumping and spin relaxation rates, respectively.
Sign “-” is used for B>0 and “+” for B<0. A relatively small
discrepancy between theory and experiment at B around zero
is due to peculiarities of spin relaxation of holes in the QDs
with parallel and anti-parallel electron spins [1].

For the co-polarized pumping, the dependence reflects both
freezing effect and acceleration of the spin relaxation with mag-
netic field and can be described by equations:

ANCP = Q− γP /γs(B)− exp(−
Ez/kT )
1+ γP /γs(B)+ exp(−
Ez/kT ) ,

for B>0, and

ANCP = Q · exp(−
Ez/kT )− γP /γs(B)− 1

1+ γP /γs(B)+ exp(−
Ez/kT ) ,

for B<0.
Optical orientation of the electron spins occurs when the

photocreated holes loose their spin orientation and recombine

with the non-polarized resident electrons. The efficiency of
this process is described in equations given above by the factor
Q = (τh−τr )/(τh+τr ), where τh and τr are the energy relax-
ation times of the holes with and without spin flip, respectively.
Magnetic field dependence of the electron spin relaxation rate
is modeled by equation γs(B) = γs0[1+(αB)2] assuming that
acceleration of the relaxation is proportional to the density of
the phonons with energy 
Ez, which quadratically depends
on energy and, therefore, on the magnetic field. Values of the
fitting parameters γP /γs0 = 1.23,Q = 0.85 for all the curves.
Parameter α is slightly varied for different curves: α = 0.25
in the case B<0 and co-pump-probe excitation and α = 0.2 in
other cases. This is probably due to oversimplification of the
model used. Temperature of the QDs is also considered as the
fitting parameter to take into account possible heating of the
dots by the excitation. It has been found that T = 15 K which
considerably larger than the sample temperature T = 2 K in
these experiments.

In conclusion, exploiting of the polarized PL pump-probe
method, we have studied dynamics of the resident electron
spins in external magnetic field. We have found that effect of
the magnetic field on the electron spin orientation is determined
by two main factors: increase of the spin relaxation rate and
the freezing effect.
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Abstract. The spin-galvanic effect and the recently observed magneto-gyrotropic are investigated in GaAs heterojunctions
as a function of voltage applied by a semitransparent gate electrode. It is shown that in a certain experimental geometry, the
spin-galvanic current can be tuned by the variation of the gate voltage over a wide range providing an experimental access to
the Rashba spin-orbit coupling. Furthermore in response to linear polarized radiation the magento-gyrotropic effect is
detected and by control of the gate voltage a sign inversion of the magneto-gyrotropic current is observed.

Introduction

The manipulation of the spin of charge carriers in semicon-
ductors is one of the key problems in the field of spintronics.
Spin polarization may be tuned applying gate bias voltage by
means of the Rashba spin-orbit coupling [1] in low dimensional
structures. Here we demonstrate that a gate voltage applied
to heterojunctions strongly affects the formation of spin pho-
tocurrents [2] excited by terahertz radiation. The most striking
influence of the gate voltage is observed in GaAs heterojunc-
tions excited by linearly polarized radiation in the presence of
external magnetic field. The current caused by the magneto-
gyrotropic effect [3] at positive biases reverses its direction.
In additional we show that the strength of the spin-galvanic ef-
fect [4] excited in GaAs heterojunctions by circularly polarized
radiation for a certain experimental geometry depends linearly
on the gate voltage as expected from Rashba-like spin splitting.

1. Experimental

The experiments are carried out at room temperature on (001)-
oriented n-type GaAs heterojunctions having C2v point group
symmetry. All samples have two pairs of ohmic contacts at the
corners corresponding to the x ‖ [100] and y ‖ [010] direc-
tions. A semitransparent metallic gate electrode was prepared
on the top of the structure a shown in the inset of Fig. 1. The
voltage in the range between −17 V and +5 V was applied
between the gate and the two-dimensional channel. For op-
tical spin orientation we use a high power pulsed molecular
far-infrared NH3 laser operating at 148 µm wavelength. Radi-
ation is linearly or circularly polarized. The terahertz radiation
induces free carrier absorption in the lowest conduction sub-
band e1 because the photon energy is smaller than the subband
separation and much larger than the k-linear spin splitting.
The samples are irradiated along the growth direction. The
in-plane external magnetic field B = 0.3T is applied parallel
to the [100]-axis. The photocurrent j was measured at room
temperature in unbiased structures via the voltage drop across
a 50 � load resistor in closed circuit configuration with a fast
storage oscilloscope. The measured current pulses of 100 ns
duration reflected the corresponding laser pulses.

Irradiation of the samples subjected to an in-plane mag-
netic field with normally incident circularly polarized radiation
yields a helicity dependent current. The polarity of the current
changes upon reversal of the applied magnetic field as well as

upon changing the light helicity from right- to left-handed in-
dicating the spin-galvanic effect [4]. The effect is caused by
the optical orientation of carriers, subsequent Larmor preces-
sion of the oriented electronic spins, and an asymmetric spin
relaxation processes. Though, in general, the spin-galvanic
current does not require an application of magnetic field, it
may be considered as a magneto-photogalvanic effect under
the above experimental conditions. Fig. 1 shows the depen-
dence of the spin-galvanic effect on the bias voltage. It is mea-
sured along the magnetic field. The current depends almost
linearly on the bias voltage. As we showed previously [5] for
the j ‖ B ‖ [100] geometry the spin-galvanic effect is due
to the Rashba spin splitting of the band only as the Dressel-
haus contribution to the current vanishes. The strength of the
Rashba contribution depends linearly on the gate voltage. On
the other hand the spin-galvanic current is proportional to the
strength of spin-splitting. Therefore the observed gate voltage
dependence is in fully agreement with the expected current be-
haviour. The gate voltage dependence of spin-galvanic current
reflects the modulation of the strength of spin-orbit coupling in
the low dimensional structure providing a direct experimental
access to this important parameter.

Applying linearly polarized radiation a current parallel as
well as perpendicular to the magnetic field is observed. The
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Fig. 1. Dependence of the spin-galvanic effect on the gate bias
voltage. Inset shows the geometry of the experiment. Circularly
polarized radiation of the wavelength 148 µm is normally applied
through a semitransparent gate to GaAs heterojunction.
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current changes its direction upon the magnetic field reversal.
It is due to the recently observed magneto-gyrotropic effect
caused by Drude absorption of terahertz radiation [3]. This
current may be induced either by an asymmetry of optical ex-
citation and/or by an asymmetry of relaxation.

On the bases of polarization dependences we conclude that
in our samples the magneto-gyrotropic current is dominated
by an asymmetry of relaxation of photoexcited carriers. In
this mechanism the current is caused by the asymmetric part
of electron-phonon interaction [6]. The light absorption by
free electrons leads to an electron gas heating, i.e. to a non-
equilibrium energy distribution of electrons. Due to the asym-
metry of the electron-phonon interaction hot electrons with
opposite k have different relaxation rates. As a result, an elec-
tric current is generated. Whether −k or +k states relax pref-
erentially, depends on the spin direction. It is because the
electron-phonon asymmetry is spin-dependent. The currents
in spin-up and spin-down subbands flow in opposite directions.
For B = 0 the currents cancel each other exactly. In the pres-
ence of a magnetic field the currents moving in the opposite
directions do not cancel due to the non-equal population of the
spin subbands and a net electric current flows. This current is
spin polarized and can be independent of light polarization.

In additional to the current due to asymmetry of relaxation a
small contribution (about 30 percent) of a magneto-gyrotropic
effect due to an asymmetry of optical excitation [3] was also
detected. This contribution yields a characteristic polarization
dependences being in agreement with the phenomenological
theory.

Fig. 2 shows the gate voltage dependence of the magneto-
gyrotropic current for longitudinal and parallel to magnetic
field geometry. It is seen that the current reverses its sign
at small positive bias voltages. Measurements of polariza-
tion dependences showed that the ratio and the relative sign of
both, “relaxation” and “excitation” contributions, remains un-
changed. The microscopic mechanism of this striking feature
is not well understood as yet.
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Suppression of spin beats by magnetic breakdown in 2D systems
M. M. Glazov, N. S. Averkiev and S. A. Tarasenko
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Zero-field spin splitting induced by Rashba or Dresselhaus spin-orbit coupling gives rise to beats in
magneto-oscillations in 2D electron systems. Here we show that the pattern of the Shubnikov-de Haas oscillations depends
drastically on the explicit form of the spin-orbit coupling. Depending on the ratio between the Rashba and Dresselhaus
terms, the spectrum of the magneto-oscillations contains one, two, or three harmonics. Such a behavior is caused by
magnetic breakdown between spin branches of the spin-split level.

Introduction

Spin-related transport phenomena in two-dimensional (2D)
systems is of broad interest at present time. The peculiar prop-
erty of 2D systems based on quantum wells is a linear in the
wave vector k spin splitting of the electron spectrum. The
splitting is caused by spin-orbit interaction that couples spin
states and space motion of conduction electrons and governs
the wide class of spin phenomena.

Experimentally, one of the most efficient methods for deter-
mination of spin splitting in 2D conducting structures is mea-
surements of the conductivity oscillations (Shubnikov–de Haas
effect). The quantum oscillations are highly sensitive to the
fine structure of the energy spectrum of carriers, so that even
small, comparing to the Fermi energy, spin splitting qualita-
tively modifies the oscillation behavior. The k-linear terms
in the effective Hamiltonian remove the spin degeneracy and
give rise to magneto-oscillations with close frequencies, i.e.
to beats [1]. Such a behavior was observed and attributed to
the zero-field spin splitting in 2D electron gas under study of
the Shubnikov-de Haas oscillations in various semiconductor
heterostructures. An analysis of the oscillations was applied
for determination of the spin splitting at the Fermi level. How-
ever, recently it was pointed out that the simple analysis of the
beating pattern may lead to an incorrect conclusion on the spin
splitting [2,3]. In particularly, in [001]-grown quantum wells it
was shown that the k-linear contributions originated from the
lack of the inversion center in the bulk material (Dresselhaus
term)

HD = α(σxky + σykx) , (1)

and induced by heteropotential asymmetry (Rashba term)

HR = β(σxky − σykx) , (2)

interfere in magneto-oscillation phenomena [3]. Here σi (i =
x, y) are the Pauli matrices and the axes x, y are assumed to be
parallel to the crystallographic axes [11̄0], [110], respectively.
It was found that spin beats disappear and oscillations occur
only at a single frequency if the strengths of the Rashba and
Dresselhaus contributions are equal.

Here we show that the pattern of magneto-oscillations de-
pends drastically on the ratio between the above terms. The
presence of only one type of the k-linear terms gives rise to the
beats, i.e. two close harmonics corresponding to spin branches
of the spin-split subband. However, if the strengths of both
contributions are comparable, the third (central) harmonic ap-
pears in the spectrum of the magneto-oscillations. For equal
strengths of the contributions, only the central harmonic sur-
vives, and the oscillations occur at a single frequency, although

the k-linear terms remain in the Hamiltonian. We argue that
such behavior is caused by magnetic breakdown between the
spin subbands.

Theory

Magneto-oscillations at low temperature are determined by an
arrangement of the Landau levels at the Fermi energy. Analy-
sis of the energy spectrum allows one to ascertain the pattern
of the oscillations. In the presence of one type of the linear
terms, either Dresselhaus or Rashba, the electron spectrum in
a magnetic field consists of two set of the Landau levels. For
Dresselhaus splitting, e.g., the levels are given by

En,± = h̄ωcn±
√

4α2n/λ2
B + (h̄ωc)2/4 , (3)

where ωc is the cyclotron frequency and λB =
√
h̄/m∗ωc is

the magnetic length, withm∗ being the effective electron mass.
It is the spin splitting En,+ − En,− that gives rise to the beats
in magneto-oscillations. In the other limiting case, |α| = |β|,
electron levels become spin-degenerate

En,± = h̄ωc(n+ 1/2)− 2m∗α2/h̄2 . (4)

The k-linear terms, although being present in the Hamiltonian,
do not lead to a splitting of the Landau levels, and the beats
in magneto-oscillations do not occur. For arbitrary strengths
of the Dresselhaus and Rashba terms the electron spectrum in
the magnetic field can be calculated numerically only. Knowl-
edge of the energy spectrum allows us to calculate the electron
Green’s function and analyze the effect of the spin splitting on
magneto-oscillations. We demonstrate it taking the Shubnikov-
de Haas effect as an example.

Results and discussion

Fig. 1 shows the magnetic-field dependence of the resistivity

ρxx = σxx

σ 2
xx + σ 2

xy

calculated numerically for different ratios of Rashba to Dres-
selhaus spin-splitting constants, β/α. The insets in the Figures
present the Fourier spectra of the corresponding dependencies
ρxx on 1/ωcτ , where τ is the scattering time.

For the case of only one type of the k-linear terms (β = 0,
Fig. 1a) the oscillations demonstrate the pronounced beats. The
phase of the oscillations reverses at node points. The spectrum
of the oscillations consists of two harmonics.
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In the presence of both Rashba and Dresselhaus contri-
butions of comparable strengths the pattern of the magneto-
oscillations modifies (Figs. 1b, 1c). The beats become irregular
and the reverse of the oscillation phase at nodes disappears. The
Fourier spectrum shows clearly the mixture of three harmonics.
In the case of the equal strengths of the Rashba and Dresselhaus
terms, the beats vanish completely. Magneto-oscillations oc-
cur at a single frequency in accordance with the spectrum (4),
although the k-linear spin splitting remains for the most of the
directions of the wave vector k.

Such a behavior of the magneto-oscillations at various β/α
can be qualitatively understood in a semiclassical picture, im-
plying that frequencies of the magneto-oscillations correspond
to the Bohr-Sommerfeld quantization of electron motion along
the classical cyclotron obits (Fig. 2). For the case when the
spin-orbit splitting exceeds the cyclotron energy h̄ωc, electrons
move over the cyclotron obits, with their spins being adiabati-
cally oriented parallel or antiparallel to the effective magnetic
field Bso induced by the spin-orbit coupling [2]. The orbits
corresponding to the spins oriented along and opposite to Bso
are split in the k-space. In the presence of the Dresselhaus term
only (Fig. 2a), quantization of cyclotron orbits corresponding
to the spins oriented parallel and antiparallel to Bso gives rise
to two harmonics in the magneto-oscillations, i.e. the beating
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Fig. 1. The magnetic-field dependence of the resistivity ρxx for
different ratios of Rashba to Dresselhaus terms, α/β = 0, 0.5, 0.7,
1, at fixed Fermi energyEFτ/h̄ = 50 and fixed Dresselhaus splitting
αkFτ/h̄ = 3.
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Fig. 2. Fermi contours for electrons in (001)-grown quantum wells
in the presence of (a) Dresselhaus term only, (b) Rashba and Dres-
selhaus terms, (c) both contributions of the equal strengths. Arrows
indicate the orientation of spins.

pattern.
In the presence of both Rashba and Dresselhaus contribu-

tions of comparable strengths (Fig. 2b) the condition of adia-
batic spin orientation is broken at certain points in the k-space
there the spin splitting is small. In the vicinity of the points the
electron spin does not follow adiabatically the effective field
Bso, and the magnetic breakdown becomes possible, i.e. elec-
tron tunneling between the close orbits [4]. Transitions cor-
responding to the magnetic breakdown between the orbits are
shown in Fig. 2b with dashed lines. They result in the appear-
ance of the third (central) harmonic in the magneto-oscillations.
Increase of the ratio β/α leads to increase of the tunneling
probability between the orbits, i.e. to an enhancement of the
central peak and suppression of the low- and high-frequency
harmonics.

In the particular case of α = β the zero-field Fermi sur-
face consists of two identical circles shifted relative to each
other along ky and characterized with the spin states | ± 1/2〉
onto the x-axis (Fig. 2c). Carriers within each spin subband
are quantized identically in the external magnetic field, and
only one (central) harmonic remains in the spectrum of the
magneto-oscillations. Semiclassically, the electron spin ini-
tially oriented parallel or antiparallel to Bso keeps its orienta-
tion because the effective magnetic field is directed alongx-axis
independent of the wave vector, and the magnetic breakdown
between the subbands do not occur.
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Suppression of spin-orbit effects in 1D system
M. V. Entin and L. I. Magarill
Institute of Semiconductor Physics, Siberian Branch of Russian Academy of Sciences, 13 Lavrent’eva,
Novosibirsk, 630090, Russia

Abstract. We report the absence of spin effects such as spin-galvanic effect, spin polarization and spin current under static
electric field and inter-spin-subband absorption in 1D system with spin-orbit interaction of arbitrary form. It was also shown
that the accounting for the direct interaction of electron spin with magnetic field violates this statement.

Introduction

The spin-orbit (SO) interaction in a 2D system underlies vari-
ous spin control methods owing to the coupling between trans-
lational and spin degrees of freedom. Such effects have been
studied as spin-galvanic effect [1], spin polarization [2] and
spin current [3,4] under static electric field, spin polarization
under action of electromagnetic wave [5]. The one dimensional
system seems to be more suitable for this purpose due to more
strong correlation between the spin and the wire direction. This
stimulates to examine the similar problems in 1D systems.

We consider the 1D Hamiltonian

H = p2

2m
+ V (x)+HSO (1)

with the most general form of SO interaction

HSO = {(a(x)σ), p} , (2)

where σ are the Pauli matrices, the figure brackets denote the
symmetrization procedure, vector a(x) is an arbitrary function
of coordinate x along the wire. The Hamiltonian (2) origi-
nates from different approaches related with SO interaction in
1D systems. In particular, it follows from 1D quantization of
the 2D Rashba Hamiltonian [6,7]

ĤSO = αR(σ[p× n]) , (3)

where p is the 2D electron momentum, and n is the normal to
the plane of the system (axis z), x is the direction of the wire.
The Hamiltonian obtains more general form (2) if the wire is
curved or not homogeneous. The same Hamiltonian results
from 1D quantization of the Dresselhaus SO Hamiltonian of
the 3D crystal. Another example is the curvature-induced SO
interaction [10].

In general, the Hamiltonian (2) does not conserve the spin
and hence one can expect the above mentioned effects in the
frameworks of this Hamiltonian. However, we have found
that in a strictly 1D system with the SO Hamiltonian (2) these
effects vanish.

1. Unitary transform

We shall demonstrate, that the Hamiltonian (1) can be unitary
transformed to the form with no Pauli matrices. Let us consider
an operator U(x):

U(x) = Tx
(

exp

(
−i

∫ x

0
dx (a(x)σ)

))
. (4)

The the x-ordering operation Tx means that all operators
should be placed in the decreasing order of xk . Using this
unitary transform we find

H′ = U−1HU = p2

2m
+ V (x)−ma

2(x)

2
. (5)

Thus, the transformation excludes the spin from the Schrö-
dinger equation. By means of the operatorU the wave function
transforms as ψ(x) = U(x)φ(x). This immediately yields
the spin degeneracy of electron states, unless the boundary
conditions depend on spin explicitly. In particular, this is the
case for localized states in an infinite in both direction simple-
connected quantum wire, where the boundary conditions are
ψ → 0, x →±∞.

2. Responses

The unitary transformation of the Hamiltonian to the form (5)
has strong impact on different response functions. For ex-
ample, consider linear responses of electric current J = σE,
spin polarization Si = 〈σi〉/2 = γiE and spin current J Si =
〈{σi, v}〉/2 = σSi E. The electric field (tangent component)
is assumed to be constant along the wire. These linear re-
sponses are expressed by the Kubo formula via the velocity or
velocity-spin correlators Tr

(
δ(ε −H)vδ(ε′ −H)Ai

)
, where

in the case of conductivity Ai stands for the velocity opera-
tor v, for the spin orientation and spin current Ai = σi/2 and
Ai = {v, σi}/2, respectively.

More general expressions for responses in arbitrary order
on the electric field are determined by the velocity correlators

Tr(vδ(ε1 −H)vδ(ε2 −H) . . . vδ(ε3 −H)) (6)

or spin-velocity correlators

Tr(vδ(ε1 −H)vδ(ε2 −H) . . . σiδ(ε3 −H)) . (7)

Instead of the spin operator one can write the spin current
operator {σi, v}/2.

After the transformation the expressions (6) and (7) reduce
to

Tr((p/m)δ(ε1 −H′) . . . (p/m)δ(ε3 −H′)) , and (8)

Tr((p/m)δ(ε1 −H′) . . . σi(x)δ(ε3 −H′)) = 0 . (9)

As a result of (8), the conductivity of the system with SO
interaction converts to that of the system with no SO interac-
tion. The Eq. (9) follows from the identity Trσ (σ(x)) ≡ 0,
where Trσ denotes the trace in the spin space. It proves that
both coefficients of spin polarization γi and spin current σSi
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vanish. Similar conclusions can be done with respect to elec-
trical responses of higher orders (e.g., the photogalvanic effect)
which are not subjected to SO interaction and spin responses on
the electric field (e.g., stationary spin orientation by alternating
electric field) which vanish.

Note, that for proof of (9) it is essential the presence of
the only spin operator under the trace; the similar correlators,
containing two or more spin operators do not vanish.

Let us consider possible generalizations of the Hamilto-
nian (1-2) which conserve the main conclusions. First, we
can include the electric field into the potential V (x), hence
all conclusions remain valid in presence of it in any order of
magnitude. Second, we can consider the potential as periodic
(or containing periodic part together with random one). Such
potential without the SO interaction forms the energy bands
ε(p), where p is now quasimomentum. The operator p/m
in SO part goes to ∂ε/∂p. Hence the resulting new Hamilto-
nian can be also converted to the form with no spin operators.
Third, the spin can be treated as a quantum number, counting
any pair-degenerate levels. For example, they can be subbands,
originated from two equivalent valleys of bulk semiconductor.
The Hamiltonian (1) in that case refers to the system with valley
degeneracy without spin. According to the found transform,
the valley degeneracy will not be lifted. Fourth, we can in-
clude spin-independent e-e interaction. As such Hamiltonian
does not touch the spin, the transformation can be done also.

3. What limits the spin elimination?

From said above it does not follow that there is no spin-orbit
interaction in 1D system. In fact, the spin does not commute
with the Hamiltonian (2). In the systems with magnetic spin
injectors/spin-selective drains [9], an electron with a preset
spin, once injected into the wire, will change the spin during
propagation along the wire. Thus, the total system does not
obey the conditions of the proof and the conductance of the
wire senses the SO interaction.

The same is valid for cyclic systems, e.g. a ring. The peri-
odic boundary condition in the ring of length L, ψ(L) = ψ(0)
converts into an equation, containing the spin via the opera-
tor U . Hence, the spin operator, being eliminated from the
Schrödinger equation, appears in the boundary conditions that
produces the spin splitting of levels.

We have neglected the relativistically weak direct interac-
tion of spin with the magnetic field. This term actually leads
to the spin-flip transitions caused by the alternating magnetic
field. An example of such effect, namely EPR-induced photo-
galvanic effect in spiral quantum wire has been studied in [10].

In conclusion, we have found that in 1D systems different
response functions, which do not include the spin degree of
freedom are not influenced by spin-orbit interaction. The re-
sponses connecting the spin and translational degrees of free-
dom are nonexistent unless the direct magnetic-field spin-flip
processes are taken into account. On the contrary, the inclu-
sion of such interaction leads to the magnetic-field-induced
resonant steady current.

In contrast to 2D systems, where SO interaction plays de-
terminative role for phenomena involving charge transfer and
spin, in 1D systems the influence of SO interaction is sup-
pressed. The transition from 2D to 1D due to lateral quantiza-
tion results in the sequential decrease of SO-induced effects.
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Bichkov–Rashba spin-orbit splitting in kinetic binding regime in
HgCdTe accumulation layers
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Abstract. The Rashba effect peculiarities in gated accumulation layers on zero-gap HgCdTe are studied theoretically and
experimentally. It shown that the kinetic binding are strongly affected by spin-orbit interaction. Although the spin-orbit
splitting is smaller in accumulation layers as compared with inversion ones, the “Rashba polarization” 
n/n can achieve
100% in kinetic confinement regime.

Introduction

The investigations of spin-related phenomenons in semicon-
ductors are of hight present-day interest because of potential
applications in the growing field of spintronics. Mechanisms
of spin-orbit (SO) coupling are most promising for the gate
voltage Vg controls of spin dinamics, especially in narrow-
gap and zero-gap semiconductors (NGS) [1]. In gated surface
quantum wells (SQW) on these materials, the achieved values
of Rashba SO splitting 
ER are almost one order of magni-
tude higher than these in InCaAs heterostructures [2]. How-
ever, in SQWs on low-doped substrates the Rashba polarization
PR = (n−−n+)/(n−+n+) (n± are concentrations in different
Rashba branches of spectrum) is weakly sensitive to Vg . By
investigations of the Rashba effect in inversion layers it was
recently shown that the increase doping of substrate not only
enlarges the magnitude of the effect but also strengthens the
Vg dependence of PR [2].

In this work we report on an theoretical and experimental in-
vestigation of Rashba effect in accumulation layers. In this sys-
tem the several specific features are exhibited. The contribution
of the degenerated electron gas of continuum to the screening
leads to such specific effect as the “two-dimensionalization”
of electrons at zero surface electric fields [3, 4]. Because of
strong non-parabolicity the electron motion in SQWs on NGS
in confinement direction are mixed with in-2D plane motion
that leads to another specific effect — to the kinetic confine-
ment [5, 6] (the appearance of bound states at large enough
2D wave-vector k2D > kci although there are no the states
bounded at zero or small k2D). Such kinetically bound states
(KBS) exist in both accumulation and inversion layers, but
in former case the KBS may be occupied and thus they can be
manifested experimentally in the usual magneto-oscillation ef-
fects. Because the cutoff wave-vector kci is strongly sensitive
to the details of energy spectrum and confinement potential
there is reason to hope that kinematic bounding is strongly
affected by spin-orbit interaction also.

1. Experimental and theoretical remarks

The zero-gap Hg0.88Cd0.12 Te (ND − NA = 5 × 1016 cm−3)
MOS structures with a 70-nm thick anodic oxide film was in-
vestigated. Because the traditional Shubnikov-de Haas mea-
surements cannot be used in accumulations layers on degener-
ate semiconductors (on account of the shunting of surface con-
ductance by the bulk) the magneto-oscillations of differential
capacitance of MOS structures were measured. In framework
of this method the above drawback (strong charge exchange be-
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tween the sates of 2D layer and substrate) turn into advantage
because it ensures equilibrium regime of capacitance measure-
ments. For the theoretical analysis, we used for the 8×8 Kane
Hamiltonian a concept based on the transformation of matrix
equation into Schrödinger-like equation [7].

2. Results and discussion

The dispersion relationsE±(ki) and SO splitting
E as a func-
tion of wave-vector ki are shown in Fig. 1 for ground sub-
band i = 0. At small surface potential µs (see Fig. 2) corre-
sponding to the beginning of ground subband occupation, the
subband dispersions are terminated at small ki that is inher-
ent to kinetic binding regime. At large ki , the dispersions in
two Rashba sub-subbands are very close to each other (
E is
small) and to dispersion in bulk, however the kci values are
indeed essentially different. In this regime, 
E is practically
ki independent. The above behavior refer equally to excited
subbands near their start. Thus the simple Rashba model with
linear in k term is not applicable to describe the SO splitting in
system we investigated.

By magneto-oscillation methods the values of wave vector
at Fermi energy kF i are measured experimentally. In case of
usually occupied states (kci = 0) this quantity at low temper-
ature directly related to subband occupation n±i = (k±Fi)2/4π .
However, in kinetic binding regime n±i is given by ((k±Fi)

2 −
(k±ci)

2)/4π . These values are plotted in Fig. 2 as a function
of µs and total electron concentration Ns . The experimental
values of k±Fi determined from Fourier spectra of capacitance
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oscillations are shown in Fig. 2 also. Unfortunaly, in the ac-
cumulation layers the Rashba polarization cannot be measured
at high and low subband occupations. At large ni the only
high-energy Rashba branch E+(k) of spectrum is manifested
in the oscillations as is seen in Fig. 2. It is due to the large
values of cyclotron mass in E−(k) branch at large ni . In ni
ranges, where the 2D states appear, the Rashba splitting is
non resolved in oscillations because of (i) small numbers of
oscillations experimentally observed at low ni , and (ii) large
numbers of oscillations between beating nodes that is caused
by extremely small difference in the values k+Fi and k−Fi (Fig. 1).
As a result, the beats of oscillations are not observable in the
KBS occupation regime.

For large enough ni the calculated Rashba polarization
is practically Ns independent (see Fig. 3) and is close to its
value in inversion layers at moderate doping level. At the
same times, it can be seen in Fig. 1–3 that, in Ns range near
2D subband starts, the 
E/EF value as well as the PRF =
((k−Fi)

2 − (k+Fi)2)/((k−Fi)2 + (k+Fi)2) ratio (beyond KBS fill-
ing regime this quantity coincides with PR) are decreasing at
decreasing Ns (µs), especially in the kinetic binding regime.
Thus, in accumulations layer as well as in inversion one, the
PRF becomes to be Vg-sensitive at small enough ni .

However, the gate-voltage dependence ofPRF is essentially
different in two cases. In inversion layers, the additional elec-
tric field due to the charge in depletion layer magnifies the SO
splitting. Because this contribution is particularly significant
at small ni , the Rashba polarization at low ni is higher than in
SQWs on non-doped substrate and PRF decreases with ni [2].
In contrast, in accumulations layer PRF is lower as compared
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Fig. 3. Calculated values of PR (solid lines) and PRF (dashed lines)
as a function of Ns . Measured values of PRF are shown as the
symbols.

with SQWs on non-doped substrate because of contribution in
screening arising from mobile charge of continuum electron
and PRF increases with ni . This behavior agrees qualitatively
with experiment. However, the theory overestimates the SO
splitting at small ni . Experimentally, the decreasing of PR and
PRF fall on the range ofNs values, which is higher than it pre-
dicted by the theory (Fig. 3). It may be noted that in inversion
layers the theory underestimates splitting at low ni [2].

At first sight, the above results show that the inversion
layers are more preferable for spintronics devices because of
larger values of Rashba splitting and PR . However, if we
take into account the distinctive features of occupation in ki-
netic binding regime, the situation changes. In KBS filling
regime, the subband concentration increases with deepening
of SQW mainly because of decreasing of kci whereas kF i
in this regime is practically pinned to its value in bulk (see
Fig. 2). Because k+ci > k−ci , the populating of high-energy
Rashba sub-subband E+(k) occurs at higher Ns values. As a
result, although
E and PRF decrease with decreasingNs , the
Rashba polarization PR increases (Fig. 3) owing to depopula-
tion of E+(k) spin branch at near-constant population n− of
low-energy branch. When termination energyE+(k+ci) ascends
above the Fermi level, the states of this branch are entirely de-
populated and Rashba polarization reaches 100%. As is seen
from Fig. 2, 3, 100% Rashba polarization takes place in wide
enough Ns range.

Acknowledgement

This work has been supported by the Grant RFBR (03-02-
16305) and Award of the U. S. CRDF (REC-005).

References

[1] W. Zawadzki et al, Semicond. Sci. Technol., 19, R1 (2004).
[2] V. F. Radantsev et al, Physica E, 20, 396 (2004).
[3] O. V. Konstantinov et al, Sov. Phys. JETP, 31, 891 (1970).
[4] G. A. Baraff et al, Phys. Rev. B, 5, 475 (1972).
[5] R. Doezema et al, Phys. Rev. Lett., 57, 762 (1986).
[6] M. Kubisa et al, Semicond. Sci. Technol., 57, S246 (1993).
[7] V. F. Radantsev et al, Sov. Phys. JETP, 95, 491 (2002).



13th Int. Symp. “Nanostructures: Physics and Technology” SRPN.23p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Coherent control of ac spin currents via excitonic
quantum interference in semiconductor quantum wells
I. Rumyantsev and J. E. Sipe
Department of Physics, University of Toronto, 60 St George Street, Toronto, Ontario, M5S 1A7, Canada

Abstract. We show theoretically how spin-polarized and pure spin AC currents can be optically injected in semiconductors
via quantum interference between excitonic 1s and 2p states. Controllable by a choice of the polarizations of the
corresponding optical pulses, a linear pure spin current, a linear spin-polarized charge current, or a circular spin-polarized
charge current can be excited. The electrical currents may be observed by their THz radiation.

Introduction

Effective control and manipulation of the spins and spin cur-
rents is one of the central aims of spintronics [1]. There have
been a number of recent theoretical proposals and experimen-
tal realizations of spin-polarized charge currents [2]. Spin-
polarized carriers can be generated optically and then swept
by an applied external electric field, injected through contacts
with magnetic materials, or manipulated all-optically. Pure
spin currents, with no charge transport, have also been ob-
served experimentally [3,4]. All these experiments have dealt
with what is essentially a DC spin current. A natural question
is whether or not it is possible to produce a pure spin analog
of AC current. We are aware of one proposal [5] for such a
current, in which the spin current is generated by modulating
the Rashba spin-orbit coupling using an applied voltage. In
this scheme both the generation and detection are all-electric.

Here we show theoretically how an AC pure spin current
can be generated all-optically. Our method relies on quantum
intereference in a semiconductor 3-level system, in both time
and space. As far as the optical excitation is concerned, our
method of optical current injection is reminiscent of one used
earlier [3,4]. There a quantum interference between one- and
two-photon processes, involving light at frequencies 2ω and ω
respectively, leads to constructive or destructive interference
in the promotion of an electron from valence to conduction
band at a given crystal momentum k, depending on a relative
phase parameter of the two beams. Constructive interference
at k can be accompanied by destructive interference at −k,
and an asymmetry in the k-space distribution of generated car-
riers then results. Large net currents, on the order of some
KAmp/cm2, can be optically injected even in bulk semicon-
ductors at room temperature. By a clever choice of the phases
and polarizations of the exciting optical pulses the currents can
be spin-polarized, or pure spin currents without accompanying
electrical currents can be injected. Most experiments to date
have been done on GaAs, which is the material we consider
here.

Rather than exciting carriers in the continuum [3,4], we pro-
pose a scheme in which optical coupling is used to connect the
crystal ground state to bound excitonic states. In such an exper-
iment the 2ω field would excite exciton states of s-symmetry
through a one-photon processes, and the ω field would excite
exciton states of p-symmetry through a two-photon process
[6]. Note that while in most quantum interference processes
the two transition amplitudes connect the same initial and final
states, here the two final states, one of s-symmetry and one of

p-symmetry, are distinct and indeed at different energies. Yet
if pulses of the combined light at ω and 2ω are short enough, a
relative phase parameter of the optical beams will be imprinted
on the final superposition of the two states, and the resulting
phase of the oscillation of the dipole moment of the final state
will bear witness to that relative phase parameter.

1. Model and results

In order to obtain a quantitative estimate of this effect we con-
sider here a quantum well geometry, including in the calcu-
lation only the heavy hole valence bands. Thus our single-
particle energies are limited to the doubly degenerate conduc-
tion and valence bands labelled respectively by the z compo-
nent of spin s = ±1/2 and j = ±3/2. The first order Coulomb
correlations lead to the formation of an excitonic manifold. In
our analysis we keep only the 1s and 2p states, as the rest of
the excitons and the continuum states can only change some
quantitative features of the effect, but will not affect our re-
sults qualitatively. Thus our model reduces two degenerate 3-
level systems made up of semiconductor vacuum, 1s, and 2p
states; the degeneracy is associated with spin. This situation is
schematically shown in Fig. 1.

We will show that, since the 1s and 2p excitonic states have
different radial symmetry, the excitation of a superposition of
these states leads to an asymmetry of the electron and hole
distributions in k-space. As in earlier works [3,4], this will
lead to a controllable current, which can be an electrical current
or a spin current depending on the choice of polarizations of
the light pulses. Since the energies of the exciton states are
different, the resulting current will oscillate with a difference

σ+ σ−

1s
2p

1s
2p

s = 1/2

j = 3/2

s = 1/2−

j = 3/2−

Fig. 1. Schematic of the model lateral band structure of the GaAs
quantum well. The lowest conduction and heavy-hole subbands are
shown for the two spin subsystems. Respective excitonic 3-level
systems involving 1s and 2p states are show at the bottom of the
figure.
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different, the resulting current will oscillate with a difference
of the 1s and 2p frequencies.

To put this simple picture in a quantitative framework we
use the dynamically controlled truncation (DCT) technique.
This microscopic approach has been used numerous times (see,
e.g., Axt and Kuhn [7] for a related recent review and further
references) to treat coherent optical effects in semiconductors.
To find the optically injected electrical (or spin) current we cal-
culate the wave vector dependent populations of the electrons
fs(k), where the subscript s labels the spin, within the second
order limit of DCT. Anticipating that the 1s and 2p excitonic
states are going to dominate the dynamics, it is convenient to
project the equations of motions for the densities onto the ex-
citonic eigenstates and truncate the expansion at the 2p level.

In this case the populations may be written (schematically)

as fs(k) ∝
∣∣∣p(1s)s + p

(2p)
s

∣∣∣2, p(1s,2p)s being the amplitude of

the respective transitions. The interference term in this expres-
sion is a contribution due to the Raman coherence between the
1s and 2p states carrying the phase information of the optical
pulses; it is responsible for the quantum interference effects.

In our calculation, 100 fs gaussian pulses are considered
with various polarization combinations: the ω and 2ω fields
are taken to be collinearly, cross-linearly, or co-circularly po-
larized. Both the spectrum of the 2ω pulse, and the spectrum
of the ω pulse evaluated at double its frequency argument, are
taken to be centered on the transition from the ground state
to the 1s exciton. Nonetheless, the use of these short pulses
means that both spectra will extend to the transition from the
ground state to the 2p exciton as well. The intensities of the
pulses are chosen so that, square root of the product of the
exciton densities

√
n(1s)n(2p) is equal to 1016/cm3. The de-

cay constants of the excitonic polarizations are chosen to be
γ (1s) = γ (2p) = 0.7/ps and the Raman coherence decay rate
γ (1s2p) = 1/ps.

We calculate the electronic current density associated with
a spin compone s,

Js = eh̄

lme(2π)2

∫
d2kkfs(k),

where e is electron charge, l is the quantum well width, me is
the effective electron mass. Corresponding results for our po-
larization combinations are presented in Fig. 2 separately for
two spin subsystems. The currents both in x and y direction are
plotted respectively with solid and dashed lines. In the case of
collinearly polarized beams (x polarized) an electrical current
in the same direction is generated. When the beams are cross
polarized the charge currents of two spin subsystems is out of
phase by π , thus there is no charge current. There is however
a pure spin AC current defined as J1/2 − J−1/2. Finally, when
the laser pulses have same circular polarization only one sub-
system is coupled with the light (in our approximation without
light holes) we observe a circular spin-polarized charge cur-
rent. These currents should of course lead to light emission on
a 1s − 2p frequency, i.e. the THz range. The estimated peak
emitted THz power for our model parameters is on the order
of 100 µW.

In summary, it is shown theoretically how an AC spin cur-
rent can be optically injected in a semiconductor. The effect
is based on the quantum interference between coherent exci-
tonic states of different spatial symmetry (1s and 2p states in
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Fig. 2. Calculated currents versus time for the to spin subsystems are
plotted in the respective columns (as labelled on top of each column).
The three rows of plots correspond respectively to the co-circular,
co-linear, and cross-linear polarizations of theω and 2ω beams. The
currents in x and y-direction are plotted respectively with solid and
dashed lines.

our example). These excitons are generated by the one- and
two-photon absorption. Depending on the choice of the polar-
izations of the corresponding optical pulses, a linear pure spin
current, a linear spin-polarized charge current, or a circular
spin-polarized charge current can be excited.
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Spin splitting of donor-bound electrons in InAs-based
heterostructures under electrical injection condition
Ya. V. Terent’ev, O. G. Lublinskaya, A. A. Toropov, V. A. Solov’ev, S. V. Sorokin and S. V. Ivanov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Photo- and electro- luminescence (PL and EL) of InAs bulk layers manufactured by molecular-beam epitaxy
(MBE) have been measured in an external magnetic field in Faraday geometry. PL spectra exhibit peaks attributed to
donor–valence band and donor–acceptor pair recombination. The peaks are slightly-polarized and are not split by magnetic
field within the experimental accuracy. EL demonstrates only one significantly broadened peak with its maximum located
close to a donor-bound electron–valence band transition energy. The EL contour is characterized by strong splitting into two
polarized components. In the magnetic fields below 2T the observed splitting is about twice as much as the expected Zeeman
splitting of conduction electrons, but in higher fields it saturates. The conjecturable mechanism of the phenomenon is based
on the model of spin-triplet states of double-donors excited by electric field, whereas their ground states are spin singlets.

During the last decade spin-related phenomena in semiconduc-
tors have been extensively studied due to their potential appli-
cation for spin devices. Most of semiconductors have a small
value of g factor and one needs to strengthen the phenomena
dependent on a magnetic field by doping them with magnetic
ions. Exchange interaction between conduction electrons and
the magnetic ions in diluted magnetic semiconductors (DMS)
can enhance the effect of the magnetic field on electron spins by
two orders of magnitude. However, the spin splitting in DMS
dramatically vanishes with temperature, which limits appre-
ciably the practical applications of DMS-based spintronic de-
vices. Alternatively, one can involve narrow band compounds
such as InSb or InAs having rather large intrinsic g-factors (-48
and -14.8, respectively) together with extremely small electron
effective masses and high carrier mobility.

In this paper we report on the new spin-related phenomena
experimentally observed in InAs under electrical injection con-
ditions. Experimental samples were grown by molecular beam
epitaxy. Two sorts of structures have been studied — the bulk
InAs layers (for photoluminescence (PL) experiments) and
diode structures (for electroluminescence (EL) measurements).
In the latter samples the active region is formed by bulk InAs
(the layer thickness is 0.3 µm) bordered by p-AlGaAsSb:Be
(p ∼ 1018 cm−3) and n-CdMg(Mn)Se:Cl (n ∼ 1018 cm−3)
regions. InAs was not doped intentionally, but its background
electron concentration was as high as n ∼ 51016 cm−3 at
T = 78 K as deduced from Hall measurements. A thin (300 Å)
InAs layer adjacent to p-AlGaAsSb also was heavily p-type
doped to move the p-n junction away from the heterointer-
face. The AlGaAsSb and CdMg(Mn)Se border layers form
high potential barriers for electrons and holes respectively (see
Fig. 1), well confining injected carriers within the active region.
Furthermore, such design allows one to increase the injection
efficiency due to the suppression of a “nonradiative” leakage
current [1]. The part of cathode doped with Mn is separated
from InAs with a 40 Å nonmagnetic buffer CdMgSe to elimi-
nate the exchange interaction between the magnetic ions Mn2+
and charge carriers in InAs1. The circular 200µm mesa with a
ring ohmic contact was fabricated by conventional photolithog-
raphy and wet chemical etching. The sample produced for PL

1The initial sample design has been focused on the studies
of spin injection from CdMnSe to InAs.

AlSbAs

AlGaAsSbInAs

InAs

C
dM

gS
e

CdMgSe CdSe
p n

Fig. 1. Design of the diode structure for EL studies.

experiments differs mainly by the absence of a heavily doped
CdMg(Mn)Se cap layer. Circularly polarized PL and EL spec-
tra have been measured in magnetic fields up to 4 T in Faraday
geometry at T = 2 K.

The emission of a semiconductor laser with λ = 809 nm
was used for the excitation of PL. Light with power 50 mWt‚â
has been focused in a spot with the sizes 0.5×2 mm. Injec-
tion current in EL experiments was equal to 50 mA. The PL
and EL experimental spectra for several values of a magnetic
field are presented In Fig. 2. At zero field the PL spectrum
contains two peaks with their energy smaller than the InAs
band gap (Eg = 416.8 meV [2]). Peak D answers recombi-
nation through the ground state of shallow donors, and peak
DA is red-shifted by 1.5 meV, which corresponds to the donor-
acceptor pair (DAP) mechanism of recombination. In the EL
spectra, there is one wide asymmetric contour, which is well
described by the superposition of peak D and one more spectral
component C with its energy above the InAs band edge. This
implies that free electrons also give the appreciable contribu-
tion to the EL signal. Note that the zero field PL peak also
has a high-energy shoulder attributed to the recombination of
free electrons, but its contribution is much weaker. Peak DA is
practically invisible in the EL spectra that is explained by easy
saturation of the DAP transitions. When the external magnetic
field is applied, the PL and EL spectra alter differently. As
to PL, the free-electron shoulder vanishes with the field in-
crease and the emission peak moves to higher energies, first
much slower than the cyclotron energy of free electrons does.
It means that the respective ionization energy increases with
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Fig. 2. Circularly polarized photo- and electroluminescence spectra
recorded in an external magnetic field.

the magnetic field. At higher magnetic fields the peak position
aspires to the h̄ωc/2 dependence. (see Fig. 3). This behavior
evidences the effect of magnetic freeze-out, well pronounced
usually in semiconductors with small effective masses.

The unexpected observation is that the peak is not split by
the magnetic field into polarized components, though emis-
sion has a small degree of circular polarization (about -15%).
FWHM of the PL contour totals 6 meV and does not vary with
the field up to 4 T.

The behavior of EL is more complex. At zero field the
recombination of hot electrons (component C, EL in Fig. 2)
constitutes a large additive to donor-bound electrons (peak D)
so that “centre of gravity” of the EL spectrum lies 3 meV higher
than Ec. Application of the magnetic field firstly, modifies
density of states, concentrating free electrons near the bottom
of the conduction band and secondly, increases the Bohr energy
of a donor (the effect of magnetic freeze-out). As a result,
the component C disappears due to redistribution of electrons
between conduction band and donors and “centre of gravity”
shifts below Ec. Note that the EL peak is much wider than the
PL one. When the magnetic field increases from 0 up to 4’,
the peak FWHM decreases from 24 to 20 meV. Furthermore,
the EL peak undergoes strong splitting into two components
demonstrating a high degree of σ - polarization (up to 38% at
B = 4 T), the σ - polarized peak being the lowest one. This
evidences that the electron g factor is negative. Note that if the
injected carriers kept the spin orientation got as the result of
exchange interaction with Mn2+ ions, they would contribute
to the opposite sign of polarization. Thus, the role of spin
injection in these experiments is negligibly small due to, most
probably, sufficiently fast spin relaxation in InAs.

We attribute the distinctive features observed in PL and
EL spectra of InAs in a magnetic field to the effects caused
by the high concentration of donors. Indeed, in our samples
aB ·N1/3

D ∼ 1, which means that the average distance between
donors is comparable with the electron Bohr radius aB . Even
at smaller concentrations, due to strong correlation in donors
distribution, the two-donor complexes can be formed [3]. The
ground state of such complex is spin singlet whereas the excited
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Fig. 3. Photo- and electroluminescence peaks position and calcu-
lated ground Landau level free-electron states with s=±1/2 vs mag-
netic field. For EL both circularly polarized components are pre-
sented as they are split by magnetic field; The PL contour has not
been split and its energy dependence is shown by one curve.

one is triplet. Apparently, the ground donor states contribute
mainly to the unsplit PL emission, whereas the excited energy
levels can be involved in the EL process. In the latter case, the
electric field of the order of 3×103 V/cm is applied to the InAs
region, which is strong enough to excite the donor-bound elec-
tron via impact ionization or direct excitation. Furthermore,
the electron localization volume is significantly larger for the
excited states than for the ground one. It looks very plausible
that the luminescent peak broadening is inhomogeneous and is
caused by electron scattering on charged impurities (our sam-
ples contain about 1016 cm−3 of ionized impurities). Then the
large FWHM of the EL contour as compared to the PL line is
consistent with the general reasons stated above. The detailed
theoretical analysis of the considered recombination processes
has not been performed yet, which is connected to difficulty of
the analytical description of multinuclear complexes. Work in
this direction is currently in progress.
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Spin interaction effect in quasi-one-dimensional
GaAs-AlGaAs quantum wires array observed
in high field Zeeman
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Abstract. The Zeeman splitting in GaAs/AlGaAs quantum wire array has been measured by polarization dependent
photoluminescence at high magnetic field. It shows an abrupt change in its field dependence at the field the Landau orbit
approaches to the array period. This anomalous change is explained with the presence of electron-electron coupling with its
orbital motion.

Introduction

In recent years, the electronic spin property in low dimensional
semiconductors, especially one-dimensional (1-D) quantum
wire (QWR) [1-3] and zero-dimensional (0-D) quantum dot
[4, 5] attracts great attention in recent years due to its cause
being related to spin degeneracy, which is closely related to
possible application in quantum computation and spin mem-
ory device.

So far, for the 0-D and 1-D semiconductor structures, most
of available information related to the spin interaction is
through the conductance measurement, and the direct mea-
surement on the field-dependent energy of spin state is rarely
available. [6-8] In this work, presented is the direct observa-
tion of field dependent energy level of the spin states in quasi-
1-D electronic system from the circular polarization depen-
dent magneto-photoluminescence (PMPL) measurement. An
anomalous and abrupt change of Zeeman separation at the Lan-
dau orbit approaching to the QWR period is observed. Also
noticed is the field dependent oscillatory behavior. One of the
possible interpretations is the effect caused by electron-electron
interaction due to the many body effect.

Experiment

The GaAs-Al0.5Ga0.5As QWR array sample was grown on vic-
inal cut GaAs substrate by migration enhanced molecular beam
epitaxy with the layer thickness control of fraction of mono-
layer (ML). Its typical size is QWR width of 8 nm and the array
period of 16 nm with the QWR height of 8 and 16 nm with a
single layer of QWR. The TEM image of the array is shown in
Fig. 1, where the dark image represents the QWR. The PMPL
has been performed using Ar-ion laser excitation and circu-
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Fig. 1. TEM image of QWR cross-section.
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Fig. 2. Field-dependent PMPL peak position of σ+ and σ− spectra.

lar polarizers of λ/4 and 3λ/4 at LHe temperature. This is
to detect the radiative recombination of the ground state exci-
tions, i.e. those coupled between conduction electrons (CE) of
ms = ±1/2 states and heavy holes (HH) ofmj = ±3/2 states.
The magnetic field (B) of 0 to 32 T was applied perpendicular
to the plane of QWR array, i.e., Faraday geometry. The spin
up and down states was also measured by reversing the field
direction

Results

The Zeeman separation has been obtained from the photon en-
ergy difference betweenms = 1/2 tomj = 3/2 transition (σ+)
and ms = −1/2 to mj = −3/2 (σ−). The B-dependent peak
positions of PMPL spectra, σ+ and σ−, and Zeeman, their dif-
ference, are summarized in Fig. 2 and Fig. 3, respectively. In
Fig. 2, theB-dependent change of σ+ and σ− peak positions is
significant. The observed σ+ and σ− peak positions are well
fit to quadratic in B at low field region showing diamagnetic
shift and becomes linear inB at the high field region indicating
formation of Landau orbit. The noticeable diamagnetic shift
could be understood introducing harmonic potential for the 1-D
confinement. From the diamagnetic shift and the Landau rela-
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Fig. 3. Zeeman Separation obtained from the difference of σ+ and
σ−.

tion, we could extract out the effective mass of electrons. Since
the effective mass of CE is much smaller than that of HH, it is
assumed that the B-dependence is dominated by the electron.
In the Zeeman results shown in Fig. 3, two points are noticed.
The first point is the obtained g-value is unusually large and
positive, which is contracting to that of electronic g-value in
bulk GaAs and GaAs quantum well (QW) of this QW height.
The second point is that an anomalous and abrupt change of
B-dependent Zeeman separation occurs at B where Dc ≈ Lp.
Here Dc and Lp are the diameters of cyclotron orbit and the
period of QWR array, respectively. The extrapolation of the
B-dependence forDc > Lp andDc < Lp region convincingly
shows the presence of zero-field splitting in the high magnetic
field where Dc < Lp. In addition to the abrupt discontinuity
of the slope, clearly apparent is the B-dependent oscillatory
behavior.

Discussion

The QWR result was cross-checked with two samples of 2-D
confinement; the one is multiplayer GaAs-AlGaAs QW super-
lattice of 20 nm period. We observed Zeeman in Voigt geom-
etry simulating the cyclotron orbit experiencing 1-D like ar-
ray potential. Another is the Al0.25Ga0.75As-Al0.5Ga0.5As QW
in Faraday geometry for alloy and/or possible band crossing
effect. Both observations support that the observed Zeeman
results accompanying zero-field splitting in the QWR SL is
genuinely from the1-D effect.

The occurrence of the zero-field splitting caused with in-
creasing electronic localization in 1-D constriction can be ex-
plained electron spin coupled with cyclotron orbital motion
whose orbital angular momentum is quantized.
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10 Gb/s data modulation and 50 GHz mode locking using 1.3 µm
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Abstract. Error free 8 and 10 Gb/s data modulation with InGaAs quantum dot lasers emitting at 1.3 µm is presented.
12 Gb/s open eye patterns are observed. An integrated fiber-optic QD laser module yields error free data modulation at
10 Gb/s at a receiver power of –2 dBm. Passive mode-locking is achieved from very low frequencies up to 50 GHz, hybrid
mode-locking is achieved up to 20 GHz. The minimum pulse width of the Fourier-limited pulses at 50 GHz is 3 ps.

Introduction

The development of InGaAs quantum dot (QD) lasers [1,2]
with 1.3 µm emission wavelength [3,4] showing very low
threshold current, T0 of 200–300 K at room temperature, sup-
pressed beam filamentation, and feasibility of 10 Gb/s data
modulation [59] presents a break-through towards the exploita-
tion of nanotechnology for novel data- and telecom low cost,
high performance systems. P-doping of the active region [10]
and resonant tunnel injection of carriers [11] have partly con-
tributed to this success.

For high frequency applications optical comb generators
operating in the 10–40 GHz range and direct modulation at
10 Gb/s are needed. Mode-locking of quantum dot lasers at
1.3 µm with repetition rates up to 35 GHz and cut-off fre-
quencies of 7.4 GHz upon direct modulation were previously
reported by us [8, 12–14].

In this work we report on mode-locking with frequencies
up to 50 GHz and on the first measurements of 10 Gb/s error
free data modulation of 1.3 µm InGaAs QD lasers.

Data modulation of QD lasers

The Al0.35Ga0.65As/GaAs laser structures incorporating a ten-
fold stack of InGaAs quantum dots were grown by molecular
beam epitaxy. 1.3 µm wavelength emission was achieved by
overgrowth of the QDs with an InGaAs layer and by subsequent
activated phase alloy separation [15]. The wafers were then
processed into ridge waveguide (RW) structures with stripe
widths from 1 to 4 µm by dry etching through the active
layer [16].

A 1000 µm long, 1 µm width RW diode with 95% HR
coating on the rear facet and backside n-contact was mounted in
a fiber-optic module comprising a temperature controlled heat
sink, a microwave port with an integrated impedance-matching
bias network, and a SMF pigtail. At room temperature, the
QD laser module has a threshold current density of 270 A/cm2,
emission wavelength of 1280 nm and a small-signal modulation
bandwidth of about 7 GHz.

Eye pattern measurements were carried out back-to-back
with the QD module biased at 5−7Ithr and a non-return-to-zero
(NRZ) pseudo-random binary sequence (PRBS, word length

of 215 − 1) with 2.5 Vp−p amplitude (12 dBm). The average
output power into fiber was 1–3 mW. The inset of Fig. 1 shows
clearly open 10 Gb/s eye patterns, with a S/N ratio of 6.8, an
extinction ratio of 4.9 dB and a peak-to-peak timing jitter of
30 ps. Open eye patterns were observed up to 12 Gb/s. Due to
the strong damping of relaxation oscillations in QD lasers, all
eye patterns show very little overshoot.

BER measurements were carried out at data rates of 8, 10,
11 and 12 Gb/s, keeping the eye pattern measurement settings.
We inserted a semiconductor optical amplifier between laser
and BER tester to compensate for optical losses due to a low
laser-to-fiber coupling efficiency of 10 %. Fig. 1 shows the
BER measurements for the QD laser module. Both for 8 and
10 Gb/s, we achieve error free operation (BER < 10−11)

at −4.5 dBm and −2 dBm receiver power, respectively. No
error floor could be detected. There is a considerable power
penalty of 2.5 dB when moving from 8 to 10 Gb/s data rate in
agreement with the moderate bandwidth of 7 GHz.

The BER curve at 8 Gb/s follows more or less straight line
whereas the data for 10 Gb/s show a curvature that is unex-
pected. A possible reason for this effect might be a saturation
of the RF-amplifier used to amplify the electrical signal at the
BER tester.
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inset shows the corresponding eye pattern at 10 Gb/s.
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Fig. 2. Autocorrelation trace and wavelength spectrum of a passively
mode-locked QD laser at 50 GHz repetition rate.

Passive mode locking

The Al0.80Ga0.20As/GaAs laser structure incorporating a five-
fold stack of InGaAs quantum dots was grown and processed
similar to the aforementioned samples. The samples for mode-
locking were processed into two-sectional devices by defining
a metallization gap of 20 µm between the sections yielding an
electrical insulation above 1 k�. Lasers with as-cleaved facets
were mounted p-side up on a copper heat sink and were elec-
trically connected to two SMA ports via stripe lines and short
(< 400 µm) bond wires.

The samples had 4 µm width RW and lengths between 800
and 8000 µm corresponding to round trip frequencies of 5 to
50 GHz. All samples with length of 1 mm or below were HR
coated (95% reflectivity) on the rear facet. All measurements
were carried out at room temperature (297 K) and continuous
wave.

The two-section devices for mode-locking consisted of a
long gain and a short absorber (typically 10–20% of the total
length) section operated at reverse bias levels between 0 and
−6 V. Time-domain measurements were carried out with an
autocorrelator.

Figure 2 shows the autocorrelation (middle peak) and the
cross correlation (side peaks) of the pulses from the 800 µm
device. The autocorrelation trace was deconvoluted assuming
a Gaussian pulse shape, the FWHM pulse width at –6 V ab-
sorber bias was 3 ps. This value is in good agreement with
the Fourier limit (
τ
ν = 0.44) estimated from the spectral
FWHM. The inset of Fig. 2 shows the spectrum of the mode-
locked laser centred at a wavelength of 1280 nm. The peak
power from one facet of the mode-locked laser was 6 mW.
Comparison of autocorrelation and cross correlation allowed
us to estimate the uncorrelated jitter to be less than 1 ps. How-
ever, we expect the main jitter contribution to be correlated
jitter. Further investigations are required to clarify this ques-
tion.

Similar Fourier limited characteristics were also found for
all other devices at frequencies 5, 10, 20, and 40 GHz. The
pulse width to period ratios we achieved at frequencies between
5 and 50 GHz were in the range between 5 and 16%. The
minimum pulse width was limited by the maximum reverse
bias voltage we estimated to be not harmful for the device.

In order to characterize the dependence of the pulses on
parameters like reverse bias, gain current and RF power, we
performed series of autocorrelation scans. The lasers were pas-

sively mode-locked at currents between Ithr and 2*Ithr using
reverse bias voltages between 6 and 0 V.

With increasing reverse bias, the onset of lasing shifts to
larger currents, due to the increasing absorption within the
waveguide. The onset of lasing occurred abruptly as mode-
locking, we observed no transition region. With increasing
current, the pulses became broader, until we observed a cw
offset, i.e. incomplete mode-locking. At even higher currents,
we observed a transition region with all kinds of complex pulse
patterns until all intensity fluctuations flattened out to cw las-
ing. The mode-locking range typically lies between Ithr and
1.2 Ithr , Ithr being the threshold at a particular absorber volt-
age.

As we are yet using only 2% of the intrinsic spectral width of
the QD gain medium, there is still plenty of room for reducing
the pulse width to levels in the range or below 1 ps. Stacking of
more QD layers or the insertion of an ion implanted absorber
for stronger absorption are the means to achieve this goal.

1. Conclusion

First error free 8 and 10 Gb/s data modulation with quan-
tum dot lasers emitting at 1.3 µm has been presented. Open
12 Gb/s eye patterns were found. Careful electrical packaging
of QD laser diodes yields error free data modulation at 10 Gb/s
(BER = 10−12) at a receiver power of –2 dBm. QD laser thus
show their suitability for 10 Gb/s ethernet applications. Pas-
sive mode-locking of quantum dot lasers at 1.3 µm between 5
and 50 GHz repetition rate show Fourier limited pulses. The
minimum pulse width we achieved was 3 ps.
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Abstract. We demonstrate changes in the propagation time of 180 femtosecond pulses in a quantum-dot semiconductor
optical amplifier as function of pulse input power and bias current. The results interpreted as a result of pulse reshaping by
gain saturation but are also analogous to coherent population oscillations. Relative pulse delays (i.e. pulse time delay to
pulse FWHM ratio) up to 40% and relative advancements up to 15% are observed when the amplifier is biased at zero
current and at currents well above transparency, respectively. Under gain conditions, no pulse distortion is seen while a
considerable pulse distortion occurs at zero bias.

Introduction

Tunability of pulse propagation time through an optical medi-
um by means of Coherent Populations Oscillation (CPO) has
been proposed as a technique for realizing optical components
with storage capability [1,3]. One advantage of CPO compared
to other slow-light techniques, such as e.g. electromagnetic in-
duced transparency [2], is its insensitivity to the quantum me-
chanical coherence of the optical dipoles in the optical medium
interacting with the signal light. CPO has been demonstrated
to slow down light to 59 m/s at room-temperature in a Ruby
crystal [1].

In this paper we demonstrate self-delay and -advancement
of a femtosecond optical pulse in a Quantum-Dot (QD) Semi-
conductor Optical Amplifier (SOA) at room temperature. We
interpret the results as a reshaping of the pulse envelope due to
gain saturation. We believe, however, that the observed effect
is similar to the CPO effect reported by Bigelow et al. [1]. The
relative pulse shift is found to be up to 40% and 15% when the
SOA is run below and above transparency, respectively. These
values are comparable to the relative pulse shifts due to CPO
reported in literature [1] where, however, pulsewidths on the
order of 10 ms were considered.

1. Experiment and sample details

A ridge-waveguide SOA (length 2 mm, width 7 µm) with 5
sheets of self-assembled InAs/GaAs QDs as active layer [4]
was used in the experiments. The QD ensemble showed a GS
emission wavelength of 1260 nm and was probed with a laser
pulse of 180 fs duration and wavelength of 1262 nm from a
Ti:Sapphire laser + regenerative amplifier + optical parametric
amplifier cascade. The probe pulse was derived from the laser
source by an acousto-optic modulator (AOM) and coupled in
and out of the SOA by means of microscope objectives. The
total insertion loss of the QD SOA when operated at trans-
parency was found to be 18 dB. The probe intensity could be

SOA

AOM

probe

laser

reference
delay

heterodyne
detection

Fig. 1. Schematic overview of the experimental setup.

changed over two orders of magnitude by varying the AOM
drive voltage without changing its absolute temporal position.
The probe propagation time and pulse distortion as function of
probe power and SOA bias current were characterized by per-
forming cross-correlation with the probe pulse and a reference
pulse in a heterodyne detector.

2. Results and discussion

Fig. 2a shows how the pulse propagation time through the SOA
changes as function of pulse power and bias current. At injec-
tion currents well above the transparency point of 15 mA, a
gradual relative pulse advancement up to 15% (absolute pulse
advancement of 30 fs) is seen as the pulse power is increased
to the highest available power. Oppositely we observe below
transparency a gradual relative pulse slow-down of up to 40%
(absolute slow-down of 70 fs) with increasing probe power.
The onset of pulse slowdown or advancement is closely con-
nected to saturation of the SOA. The right axis in Fig. 1a shows
the zero-bias gain. In the small pulse power regime, the ab-
sorption stays constant. At higher pulse powers the absorption
is bleached due to saturation of the QDs. At the very high-
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Fig. 2. a) Change in propagation time of a 180 fs pulse in a QD
SOA for different pulse energies and bias currents. Absorption at
zero bias is shown on the right y-scale. b) Results of pulse delay
modelling under conditions corresponding to the data shown in a).
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est pulse powers the bleaching is seen to level off due to an
increased two-photon absorption.

The observed shift in pulse propagation time can be un-
derstood as a result of gain saturation in the SOA: In the gain
regime the rising edge of the pulse burns a spectral hole in the
carrier distribution so that the back side of the pulse experi-
ences less gain. During its propagation through the SOA it’s
center of mass is therefore shifted forward. The opposite hap-
pens in the absorption regime. The absorption is bleached by
the rising edge of the pulse so that the back side of the pulse
is less absorbed. This picture was tested in a simple model of
pulse propagation taking into account the intensity-dependent
gain. The gain response is assumed to be slow compared to the
pulse duration and the gain is characterized by the 3 dB pulse
saturation energy Esat and small signal gainG. The latter two
quantities were measured independently for different currents.
In the limit of small pulse energies E relative to Esat one finds
the following expression for the relative time shift 
t/τ


t

τ
≈ −1

2
(G− 1)

E

Esat
. (1)

A slightly more sophisticated model, however, allowing one to
calculate the relative time shift without the assumption of small
pulse energies was used for comparison with the experiment.
The result is shown in Fig. 2b. A reasonably good agreement
with experiment is seen. Three input power regimes can be
identified. At low pulse powers the number of carriers en-
gaged in amplification is so small that no pulse reshaping takes
place. In the intermediate spectral-hole burning regime we see
a pulse advancement and delay in the amplification and absorp-
tion regime respectively. At very high input powers this time
shift decreases again toward zero since in this regime the gain
is saturated already by the very front of the pulse.

The absolute pulse delay change observed in the experi-
ments is larger for zero bias current (absorption regime) than
for high bias currents (gain regime). This feature is not ex-
plained by the above theoretical model and we suggest that it
can at least be partially explained by the very different gain dy-
namics occurring in the gain and absorption regimes. Above
transparency, the QD gain recovery occurs on a timescale of a
few hundred fs due to intradot relaxation, while below trans-
parency the absorption bleaching is long-lived and extends for
tens of ps [5]. This implies that a partial gain recovery may be
possible during the pulse in the gain regime while this is not so
in the absorption regime. From this, one might expect to see
a larger pulse distortion and a larger relative time shift of the
pulse in absorption than in gain.

Actual amplitude cross correlation traces for two different
pulse powers and for a bias current well above transparency
and at zero bias are shown in Fig. 3. In the gain regime, a small
pulse distortion, is seen, while considerable pulse distortion
is clearly observed at zero bias. The relatively longer pulse
delay times seen in Fig. 1a are therefore connected to a pulse
distortion which is not taken into account in the theoretical
results of Fig. 2b.

3. Conclusion

We have demonstrated self-slowdown and -advancement of an
optical fs pulse in a QD SOA at room temperature. A simple
model of pulse propagation taking into account gain satura-
tion has been seen to provide a reasonably good explanation
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Fig. 3. Change in propagation time of a 180 fs pulse in a QD SOA for
different pulse powers and bias currents. Pulse power is measured
before incoupling into the SOA waveguide. Absorption at zero bias
is shown on the right y-scale.

of the observed phenomenon. At the same time this kind of
tuning of pulse propagation time in an absorbing or amplifying
optical medium is analogous to CPO. The maximum relative
pulse delay of 40% and relative pulse advancement of 15% are
comparable to relative pulse shifts seen in other experiments.
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Abstract. Q-switching (QS) and mode-locking (ML) were studied in 1.06µm Fabry–Perot QD lasers with a reverse biased
section. A broad frequency tuning range of 200–750 MHz was demonstrated by changing the CW pumping level at QS.
A pulse peak power of up to 130 mW per facet has been achieved at a single spatial mode. The transition from QS to ML
occurred with an increase of absorption section reverse bias. Pulses of 3.4 ps were observed at the repetition frequency of
35.4 GHz at ML.

Introduction

QS and ML QD lasers with a wavelength of 1060–1070 nm are
very attractive due to the possibility of further amplification in
Yt-doped optical fiber amplifiers to create high-power optical
pulse generators. Usually the QS regime is not observed in QD
lasers [1–3]. Only a few conference papers on QS exist by this
time [4, 5] which report pulses as long as 450 ps with a very
narrow repetition frequency tuning range. Mode-locking of
monolithic QD lasers at 1.3µm was reported by several groups
[1–3, 6, 7]. The purpose of this work was the creation of high
quality Q-switched and mode-locked lasers at λ = 1.06µm.

1. Samples

Samples were fabricated in Ioffe Institute using NL Nano-
semiconductor’s QD laser structures. Wafers were grown by
MBE technique with an active layer consisting of 5 layers of
InAs/GaAs QDs placed in a 340 nm GaAs waveguide. Two-
section 8µm stripe lasers were processed with one of the sec-
tions operating as a saturable absorber (Fig. 1). The cavity
length was varied within a range of 0.4–2 mm with an absorber
share of 5–15%. Samples were mounted on a copper heatsink
and measured at 20 ◦C.

−
+

Jg
Gain SA

Ua

Fig. 1. Schematic image of two-contact laser samples.

2. Experimental

The gain section of laser was DC pumped. The absorber sec-
tion bias was varied to achieve different dynamic regimes of
lasing. Self-pulsations due to passive Q-switching were ob-
served in∼ 1 mm cavity length lasers at the positive or slightly
negative absorber section bias. Pulsations frequency as low as
200 MHz took place at threshold, then grew to a maximum of
780 MHz as the pumping rate was increased. After that, the
pulsation regime disappeared. The high-frequency cut-off at
QS was earlier attributed to the gain compression at high op-
tical power [8]. In QS DH lasers, this frequency was higher
than 10 GHz due to the much lower gain compression factor
as compared to QD lasers. Probably the absence of QS in
1.3µm QD lasers is due to an even higher gain compression
in comparison with 1.06µm lasers. The pulse energy remains
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Fig. 2. Pulse duration and frequency as function of optical power,
Va = 0.7.

constant at∼ 15 pJ/per facet within the frequency range of 200–
450 MHz, then increases gradually up to 19 pJ. The pulse du-
ration varies from 350 to 145 ps as pumping increases (Fig. 2).
The highest peak power of 130 mW was reached at 195 mA and
740 MHz. As the absorber section reverse bias increases, the
QS mode transitions to ML. Pure Q-switching takes place at
0.7V (Fig. 3a) whereas at -2V, both QS and ML exist simulta-
neously(Fig. 3b). Further reverse bias increasing makes QS to
disappear. ML was achieved at different conditions. Pulses of
3.4 ps were generated with a repetition frequency of 35.4 GHz
and an average power of 4 mW per facet at ML (Fig. 4.). Under
those conditions, the bandwidth to pulse duration product was

ν
t=1.2 and decreased at lower power.

3. Conclusion

The main results of this work are:

1. The world first demonstration of passive mode-locking
at 1.06µm in QD lasers;

2. Broad frequency range tunable Q-switching in QD la-
sers;

3. High energy of 19 pJ Q-switched pulses per each facet
at single spatial mode.
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The development and study of 1.3 µm quantum dot lasers
D. Mowbray
Department of Physics and Astronomy, University of Sheffield, Sheffield S3 7RH U.K.

Abstract. InAs self-assembled quantum dots (QDs) allow the fabrication of 1.3µm emitting lasers on GaAs substrates. In
addition their unique QD density of states results in reduced threshold current densities (Jth) and decreased temperature
sensitivity of Jth in comparison to conventional quantum well lasers. In my talk I will discuss the optimisation and
characterisation of 1.3µm InAs-GaAs QD lasers. In particular I will describe the use of a high growth temperature spacer
layer (HGTSL), grown between the InAs QD layers, which significantly improves the performance of multi-layer devices.
Such devices demonstrate world-record low Jth values at room temperature and permit operation above 100 ◦C. In addition
I will discuss carrier recombination processes in optimised QD lasers and the use of AlInAs and GaAsSb cap layers to
modify the nature of the dot confinement potential, with the aim of improving the high temperature performance. Finally
preliminary studies of p-type modulation doped devices, which exhibit a negative temperature sensitivity of Jth at room
temperature, will be reported.

InAs dot-in-a-well (DWELL) devices were grown by solid-
source molecular beam epitaxy on n+ (100) GaAs substrates.
Devices consisted of three or five dot layers, with each layer
containing 3.0 monolayers (MLs) of InAs grown on 2 nm of
In0.15Ga0.85As and capped by 6 nm of In0.15Ga0.85As. 50 nm
GaAs barriers separated the DWELLs. The growth tempera-
tures was 510 ◦C for both the In containing layers and GaAs.
In a second set of devices, following each DWELL and initial
15 nm of GaAs the temperature was increased to 580 ◦C for the
remaining 35 nm GaAs, being reduced back to 510 ◦C for the
growth of the next DWELL. The inclusion of these HGTSLs is
found to considerably improve the laser device performance.

Fig. 1a shows a cross-sectional TEM image of a three layer
non-HGTSL device. Threading dislocations are clearly visi-

(a)

(b)

(c)

100 nm

100 nm

100 nm

Fig. 1. Dark field (200) TEM cross-sectional images of a) and
b) three and five layer devices grown without HGTSLs respectively
and c) a five layer device grown with HGTSLs. The growth direction
is vertically upwards for all three images.

ble, in the present case starting in a large, defective dot in the
second layer and extending through subsequently deposited
layers. Fig. 1b shows an image of a five layer non-HGTSL
structure. Again threading dislocations are observed, here ex-
tending from a pair of defective dots in the second layer. It
is found that a defective dot in one layer generally causes the
nucleation of an even larger, more defective dot in the next
layer, with the consequence that the threading dislocation den-
sity increases as the total number of DWELL layers increases.
Dislocation densities of ∼ 107 and ∼ 109 cm−2 are estimated
for three and five layer devices respectively. In contrast the
introduction of the HGTSLs suppresses threading dislocation
formation. No dislocations are observed for a five layer device
grown with HGTSLs (see Fig. 1c), allowing an upper limit of
1× 106 cm−2 to be placed on their density in this device.

Fig. 2 compares theJth temperature dependence of three de-
vices. For the devices with three DWELL layers, Jth is smaller
for the HGTSL device at all temperatures, at room temperature
a factor of∼ 5 lower. At room temperature (300 K) the pulsed
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Fig. 2. Temperature variation of the pulsed threshold current den-
sities for two three-DWELL laser devices, grown with and without
HGTSLs and a five-DWELL device with HGTSLs. The cavities
lengths are 5 mm. The inset shows room temperature below and
above threshold spectra for the five-DWELL HGTSL device.
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Fig. 3. (a) Comparison of the temperature dependence of the spon-
taneous emission and threshold current density. The spontaneous
emission intensities are normalised to a common value at 200 K.
The radiative current at threshold, Jrad, is also plotted. (b) Inte-
grated spontaneous emission from a mesa device for pulsed current
injection. (c) Emission spectra for a 5 mm cavity laser device.

Jth for the HGTSL device has a very low value of 35Acm−2,
with lasing at 1.296µm. Without HGTSLs the dislocation den-
sity in five layer devices is too high to permit lasing at room
temperature, only pulsed operation up to 190 K is possible.
With HGTSLs lasing significantly above room temperature is
possible. The additional gain provided by the five layers re-
sults in improved temperature stability and longer wavelength
lasing, with room temperature Jth, lasing wavelength and T0
values of 31Acm−2, 1.307µm and 111 K respectively for a
5 mm long cavity. A cw room temperature Jth of 39Acm−2 is
obtained, with both pulsed and cw lasing up to 105 ◦C (lim-
ited by the measurement system). Ground state lasing at room
temperature is obtained for cavity lengths down to 1.5 mm,
for shorter cavities excited state lasing occurs. To the best
of our knowledge a room temperature Jth of 31Acm−2 repre-
sents the lowest reported value for a > 1.3µm DWELL laser.
HR coated facet devices demonstrate a room temperature Jth
as low as 17Acm−2 for a 2 mm long device.

Fig. 3a shows the temperature variation of the spontaneous
emission and Jth, the former recorded from a mesa structure.
At low temperature emission from the lasing subset of QDs in-
creases as carriers are transferred from a non-lasing subset of
smaller dots. Commensurate with this behaviour is a decrease
of Jth. Also plotted in Fig. 3a is the temperature dependence
of the radiative current density, Jrad, which is proportional to
the spontaneous emission intensity at threshold. The latter
is extracted from integrated spontaneous emission vs current
characteristics, as shown in Fig. 3b. Jrad is normalised to Jth
at low temperatures (< 200 K); in this temperature range non-
radiative processes are assumed to be negligible. Jrad decreases
between 78 and ∼ 200 K, reflecting the concentration of car-
riers in the lasing subset of QDs. From 225 to 320 K Jrad
increases by a factor of ∼ 2.2, compared to an increase in Jth
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Fig. 4. Comparison of the temperature dependence ofJth for a p-type
modulation doped device with an undoped reference device.

of ∼ 4. At 320 K Jrad is 38% of Jth. This high-temperature
increase of Jrad most likely reflects the excitation of carriers
out of the lasing states to excited dot states. It has been shown
previously that with increasing temperature the loss of carriers
to excited QD states requires an increase in Jrad to maintain the
ground state carrier density necessary to achieve the threshold
gain.

The fact that the integrated QD emission decreases with
increasing temperature above 200 K however, (see Fig. 3a&b)
indicates that the corresponding increase in Jth is not entirely
due to the thermal excitation of carriers into higher energy,
non-lasing dot states, as such a process would conserve the inte-
grated dot emission. As the total dot emission is not conserved,
carriers must either recombine non-radiatively in the dots or be
lost from the dots. In the latter case they must subsequently
recombine non-radiatively as negligible emission is observed
from the regions surrounding the quantum dots. Hence the de-
crease in the optical efficiency at high temperatures indicates
the increasing importance of non-radiative carrier recombina-
tion. However, the present results do not allow the nature of the
dominant non-radiative process (defect or Auger) to be identi-
fied.

Finally Fig. 4 shows data recorded from a five layer de-
vice where the QDs are p-type modulation doped with ∼ 15
acceptors per dot. In comparison to an undoped reference de-
vice improved temperature stability is achieved in the region
around room temperature, in the present device Jth decreases
with increasing temperature over the range 225 to 300 K.
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220 mW single mode CW operation of InAs/InGaAs quantum dot
lasers on GaAs substrates emitting at 1.5 µm
T. Kettler1, L.Ya. Karachinsky1,2, A. Lochmann1, O. Schulz1, L. Reissmann1, N.Yu. Gordeev2,
I. I. Novikov2, M. V. Maximov2, Yu. M. Shernyakov2, N. V. Kryzhanovskaya2, A. E. Zhukov2, A. P. Vasil’ev2,
E. S. Semenova2, V. M. Ustinov2, N. N. Ledentsov1,2,3, A. R. Kovsh3, V. A. Shchukin3, S. S. Mikhrin3 and
D. Bimberg1

1 Technische Universität Berlin, Institut für Festkörperphysik and Center of Nanophotonics, PN 5-2, 10623 Berlin,
Germany
2 Ioffe Physico-Technical Institute, St Petersburg, Russia
3 NL-Nanosemiconductor GmbH, 44227 Dortmund, Germany

Abstract. Metamorphic InAs/InGaAs Quantum Dot (QD) lasers grown on GaAs substrates by Molecular Beam Epitaxy
(MBE) emitting at 1.5µm have been studied. Narrow ridge stripe lasers demonstrated single transverse mode operation and
differential quantum efficiency up to 50%. Total optical output power in CW mode was up to 220 mW limited by thermal
roll-over. Absence of beam filamentation of the TEM00 mode is demonstrated up to the highest power level studied.

Introduction

For many applications, e.g. data communication through op-
tical fibers, lasers with long emission wavelengths in the 1.3
and 1.5µm range are needed. GaAs-based lasers with self-
assembled quantum dots (QDs) as active media are of par-
ticular interest, because of their superior properties compared
to quantum well-lasers, e.g. their low threshold current den-
sities, improved temperature stability, low chirp and suppres-
sed beam filamentation [1, 2, 3]. High performance 1.3µm
GaAs-based InAs QD lasers, including VCSELs have already
been realized [4], and interest is shifting towards QDs emitting
in the 1.5µm range. Two approaches are currently applied
for 1.5µm GaAs-based lasers. In the frame of the first ap-
proach GaInAsN/GaAsN [5] or GaInNAsSb/GaNAsSb quan-
tum wells [6] are used as active region. The second approach
has been recently developed [7, 8]. It was shown that thick
metamorphic InGaAs layers with high structural and optical
quality can be grown on GaAs substrate. Quantum dots grown
on top of such a metamorphic buffer showed larger emission
wavelengths as compared to those grown directly on GaAs.
Broad area lasers based on tenfold stacked metamorphic
InAs/InGaAs QDs demonstrated an emission wavelength of
1.52µm at 80 ◦C. At room temperature lasing at 1.488µm was
obtained with threshold current density about 1.5 kA/cm2 and
external quantum efficiency up to 52%. Output power exceed-
ing 7W was achieved under pulsed excitation [8, 9].

In this work we report about realization of the first sin-
gle mode continuous wave (CW) lasers based on metamorphic
InAs/InGaAs QDs on GaAs substrate with high optical output
power of 220 mW.

1. Experiment

The laser structure was grown by solid-source molecular-beam
epitaxy on n+ GaAs (100) substrate. The active region con-
sists of tenfold stacked InAs self-organised QD layers that
are deposited in the center of an 0.8-µm thick In0.21Ga0.79As
waveguide layer. Each plane of QDs is further capped with
an In0.41Ga0.59As quantum well. The QD-containing waveg-
uide layer is confined by InxAlzGa1−z−xAs cladding layers
doped with n- and p-type dopants, respectively. The Metamor-

phic transient layer comprises a 1-µm-thick InxGa1−xAs buffer
followed by a 1.5-µm thick InxAlzGa1−z−xAs (z ∼ 30%)
cladding [8]. Defect reduction technique was used to suppress
threading dislocations [10].

The structure was processed into narrow-stripe ridge wave-
guide lasers with stripe widths of 6, 7 and 8µm. The ridges we-
re etched down to 750 nm above the waveguide. Ni/AuGe/Au
n-type and Ti/Pt/Au p-type contacts were deposited. Samples
were mounted p-side down. No facet coatings were deposited.
The lasers were characterised at 20 and 10 ◦C in pulsed mode
(200 ns, 1 kHz) and CW mode, respectively. For measuring
near fields, the laser front facet was imaged by a microscope
objective on a CCD camera. For attenuation, gray-glass neutral
filters were used. Electroluminescence was detected using a
Ge photodiode.

2. Results and discussion

The laser performance and the output characteristics in pulsed
mode of the fabricated lasers were investigated first. Threshold
currents (Ith) of 380–420 mA were obtained for lasers with
cavity length of 1.4 mm and ridge widths of 6, 7 and 8µm. The
emission wavelength was 1460 nm at room temperature. For a
7-µm-stripe laser with Ith = 390 mA maximum output power
was about 440 mW. Differential quantum efficiency (ηd) was
found to be 50%. This value corresponds to the best results
reported for metamorphic InAs/InGaAs QD lasers on GaAs
substrates [8, 9].

The distribution of the near field intensity along the facet of
a 6-µm-stripe laser for pump currents of 1.03 Ith, 1.3 Ith, 2 Ith
and 3 Ith are presented in Fig. 1. The absence of extra features
or spikes at higher currents clearly shows that no new optical
modes or beam filamentation appear. 7-µm and 8-µm stripes
demonstrated similar behaviour.

Fig. 2 shows lateral far field pattern of 6-µm laser versus
pump current. FWHM was found to be in 5.6–7.1 ◦ range.
The profile is Gaussian and agrees with the extension of the
near-field pattern, as also in case of 7-µm and 8-µm stripes.
Fig. 2 also shows lateral far field pattern of a 6-µm laser. In
this direction the far field pattern did not change with pump
current. FWHM was found to be about 43 ◦ in agreement with
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Fig. 1. (a) Near field cross sections in lateral direction of 6-µm-
stripe laser (L = 1.4 mm) versus pump current. (b) Lateral and
vertical far field patterns of 6-µm laser (L = 1.4 mm) versus pump
current.
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line) characteristics of 6µm-lasers (L = 2 mm) at 10 ◦C. The inset
shows CW spectra of the same laser.

the calculated far field according to the waveguide geometry.
Fig. 2 shows CW light-current and voltage-current charac-

teristics of a 6µm-laser with 2 mm cavity length at 10 ◦C. Max-
imum optical output power was as high as 220 mW limited by
thermal roll-over. Differential quantum efficiency was 38.4%.
Corresponding CW spectra are presented in the inset. The
observed kinks in the L-I-curve at powers above 100 mW are
believed to be due to switching between different longitudinal
mode groups, revealed in the emission spectrum [11]. The ob-
served red shift of emission wavelength is attributed to heating
of the active region with increasing current.

3. Conclusion

We have studied metamorphic quantum dot lasers grown on
GaAs substrate with lasing wavelength at 1.5µm. Single mode
operation with high differential efficiency (up to 50%) and CW
optical output powers up to 220 mW has been realised. Absence
of beam filamentation was demonstrated. We believe that the
results clearly indicate that metamorphic InAs/InGaAs quan-
tum dot lasers are promising candidates for high-performance
1.3µm–1.5µm edge- and surface emitting lasers on GaAs or
Si substrates.
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Abstract. We report on the red (646 nm) GaInP-AlGaInP lasers with a one-dimensional longitudinal photonic bandgap
crystal waveguide. Very small vertical divergence of 8◦ (full width at half maximum), high differential quantum efficiency
up to 85% and pulsed output power of 20W were obtained. Such value of output power is 2.5 higher with respect to the
number obtained for the lasers fabricated from the state-of-the-art epiwafers for commercial 650 nm DVD lasers.

Introduction

Read-write optical storage systems have become a major appli-
cation for red GaInP-AlGaInP semiconductor lasers. In such
systems, narrow far-field divergence in vertical direction is re-
quired. Several approaches to waveguide engineering have
been proposed to increase the modal spot size [1, 2]. Two ma-
jor schemes can be distinguished: either a low-index layer is
inserted into the confinement layer or a high-index layer is
inserted into the cladding layer. However such designs use tra-
ditional waveguides and the vertical divergence of the lasers is
still above 13–18◦. More recently, an idea of using an a lon-
gitudinal photonic bandgap crystal (PBC) structure has been
proposed to realize stable single-mode lasing with an arbitrary
narrow modal spot size [3]. A longitudinal PBC with an ir-
regularity (an optical defect) can be designed in such a way
that only one optical mode, e.g. the fundamental one, is local-
ized at the defect and decays away from it, whereas all other
(high-order) optical modes are extended over the entire pho-
tonic band gap crystal due to the effective “resonant tunnelling
effect” and show order (orders) of magnitude higher leakage
losses. In a similar manner in our waveguide only one (the
fundamental) mode is localised at the PBC waveguide region
having a maximum intensity in the gain region (multiple quan-
tum wells (QWs)) while all extended high-order modes are
leaky and penetrate into the substrate or the contact layers.
Our results on 980 nm PBC lasers with ultrabroad (> 10µm)
waveguide and narrow field divergence (< 5 degrees) were de-
scribed in [4, 5]. In this work we study the properties of a red
PBC GaInP-AlGaInP semiconductor laser and compare its per-
formance with that for conventional red DVD lasers currently
used for commercial applications.

1. Experimental

Fig. 2 compares the dependence of lasing wavelength, thresh-
old current density and reciprocal differential efficiency on
stripe length for the PBC and conventional laser. Note that
lasing wavelength for the PBC laser is shorter (646 nm) as com-
pared to the case of conventional laser (659 nm).

The epitaxial structures were grown by IQE (Europe) Ltd
using metal-organic chemical vapor deposition (MOCVD) on
misorientated GaAs substrates tilted 10◦ off the (100) toward
[111]A. The conventional red laser was based on 3 InGaP
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Fig. 1. Schematics of the PBC laser design (refractive index profile)
and the calculated profile of the electric field for the fundamental
(solid line) and the first-order modes (dash line) (a); simulated far
field (b).

QWs placed in the centre of (Al0.5Ga0.5)0.51In0.49P waveg-
uide, which was clad with (Al0.7Ga0.3)0.51In0.49P layers. The
design is optimized for far field divergence in vertical direction
16 degrees and currently used for commercial DVD lasers. The
PBC structure was grown according to the concept described
in [3–5]. The total thickness of the PBC waveguide with the
core layer containing two InGaP QWs was about 5µm to pro-
vide narrow vertical divergence 8 degrees (Fig. 1). The pe-
riod of the PBC (Al0.5Ga0.5)0.51In0.49P-(Al0.7Ga0.3)0.51In0.49P
structure was about 600 nm to completely localize the funda-
mental mode and provide filtration of all high-order modes
(Fig. 1a). The PBC structure as well as the conventional was
doped using Zn on the p side and with Si on the n side.The struc-
tures were processed into 100µm-wide stripe lasers. Samples
were mounted p-side down. No facet coatings were deposited.
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The lasers were characterized at 20 ◦C in the pulsed (300 ns,
1 kHz) mode.

2. Results and discussion

The PBC laser shows much better differential efficiency as
compared to that for the conventional design. For 1000 and
500µm long cavities deferential quantum efficiencies are 77
and 85%, respectively. To the best of our knowledge these
are the highest values for 650 nm range red GaInP-AlGaInP
lasers. The somehow higher threshold current density of the
PBC laser can be explained by shorter lasing wavelength and
lower optical confinement factor. Fig. 3 compares light-current
characteristics for the PBC and conventional laser. In the latter
case output power is below 8W and limited by the catastrophic
optical mirror degradation (COMD).

The waveguide of the PBC laser is broader which reduces
power density per facet area. Facet degradation was not ob-
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served up to output power about 20W limited by the current
source. The wall-plug efficiency of PBCL was 1.25 times
higher as compared to the conventional structure and maxi-
mum was shifted to a twice higher values of the drive current.
Characteristic temperature for 2 mm-long PBC laser in the tem-
perature range 20–60 ◦C is 100 K.

The full width at half maximum (FWHM) of the far field
pattern of the PBC laser is 8 degree and remains very stable
with increase of injection current (Fig. 4). This value is in a
very good agreement with the theoretical simulations (Fig. 1b).
Lateral far-field pattern is multimode with total FWHM of 7–
8 degrees up to the highest currents applied. Thus, far field
pattern of the PBC laser is round shaped (see inset in Fig. 4a).
The far field of the conventional structure is twice boarder with
FWHM 16 degrees, which is typical for the state-of-the-art
commercial red DVD lasers.
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Quantum cascade lasers: widely tailorable light sources
for the mid- and far infrared
F. Capasso
Division of Engineering and Applied Sciences, Harvard University, Cambridge, MA 02138

Abstract. The unipolar nature of QC lasers combined with the capabilities of electronic and photonic bandstructure
engineering leads to unprecedented design flexibility and functionality compared to other lasers. State-of-the-art
performance in the mid-ir and far-ir will be reviewed. I will also discuss recent exciting developments such newligh-sources
that uses the giant resonant nonlinear susceptibilities of intersubband transitions in quantum wells and internal optical
pumping in QC lasers to achieve high conversion efficiency and its application in the first Raman injection lasers, new
modelocking regimes associated with such large nonlinearities, Terahertz QCLs, ultrabrodband lasers, “bow tie” lasers and
photonic crystal QCLs.
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Quantum cascade lasers in magnetic fields
I. Savić1, V. Milanović2,1, Z. Ikonić1, D. Indjin1, V. D. Jovanović1 and P. Harrison1

1 School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, United Kingdom
2 Faculty of Electrical Engineering, University of Belgrade, 11120 Belgrade, Serbia and Montenegro

Abstract. A model of the active region of a quantum cascade laser (QCL) subjected to an externally applied magnetic field
is presented, based on a solution of the coupled rate equations, assuming unity injection. Landau quantization induced by
magnetic confinement imposes a need for a modification of the well-established active region model in order to accurately
describe the processes occurring in an entirely discrete spectrum. Landau level (LL) configuration has major consequences
for scattering processes, enhancing or inhibiting them depending on the inter-LL energy separation, and strongly modifies
the population inversion and optical gain that can be estimated from the presented model. Numerical calculations were
performed for a GaAs/AlGaAs QCL emitting at λ ≈ 11.4µm in a magnetic field of 10–60 T.

Introduction

In zero magnetic field the energy spectrum of a quantum cas-
cade laser (QCL) in an externally applied electric field is for-
mally continuous, but to a very good approximation can be
considered as consisting of quasi-discrete states (resonances)
having plane wave-like energy dispersion in the direction par-
allel to the layers. An external magnetic field applied to a quan-
tum well system parallel to the confinement direction splits the
in-plane continuum of quantized subbands into LLs, each sub-
band producing a set of LLs, described by a Landau index and
additionally by a spin index (gyromagnetic spin splitting within
the LLs). Due to the quantization of the energy spectrum, the
scattering rate greatly increases whenever the energy spacing
between two LLs associated with separate subbands is equal
to one LO phonon energy (resonance). In contrast, when the
LLs are off resonance, the transition is forbidden because the
scattering of electrons with phonons can not conserve energy
and the scattering rate is strongly reduced. Hence, a magnetic
field represents an effective means for the modulation of the
scattering rates of the LLs stemming from the upper laser state
[1, 2, 3], which translates into the modulation of the population
inversion and optical gain.

1. Theoretical considerations

The application of a perpendicular magnetic field to a QCL
system alters the energy spectrum to a discrete one in which
the ith state represents the ji th LL stemming from the mi th
subband (i = |mi, ji〉) with energyEi (Ei >Ej , j=0, . . . i−1
and Ei < Ej , j = i + 1, . . . N ) approximately given as

Ei = Emi,ji = Emi +
(
ji + 1

2

)
h̄eB

m∗
, (1)

where Emi is the energy of the subband in the absence of a
magnetic field andm∗ is the electron effective mass. The values
of the magnetic field giving rise to resonant LO emission are
the solutions of the following equationsE3,ji−Emj ,jj = h̄ωLO
with mj = 1, 2.

In optical transitions the Landau index and spin are con-
served, and absorption occurs only on transitions between LLs
associated with different subbands. The fractional absorption
on such a transition is [4]

ai,f = πe
2ω

nε0c
M2
mi,mf

δ(Ef − Ei − h̄ω)(nf − ni) , (2)

where n is the refraction index, ω is the frequency of incident
radiation,Ei andEf are Landau energies with the correspond-
ing wavefunctionsψmi andψmf ,Mmi,mf is the matrix element,
andni andnf are the electron sheet densities of i = |mi, ji〉 and
f = |mf , jf 〉 LLs. The total absorption between subbandsmi
andmf is a sum of contributions of all the LLs stemming from
them. State broadening can be given by a Gaussian distribu-
tion with σ(0) = �√π/2 where � is the transition linewidth
if mi = mj , σ(B) = σ0

√
B if mi �= mj but ji = jj , and

σeff =
√
σ 2(0)+ σ 2(B) if mi �= mj and ji �= jj . In the anal-

ysed GaAs/AlGaAs QCL structure [5], instead of absorption,
one analyses the optical gain as the negative value of absorption
between subbands mi = 3 and mf = 2.

In the absence of a magnetic field, it is assumed that the
electrons from the collector are injected completely into the
uppermost state of the active region and all of them are re-
moved from the lowest state to be recycled, constituting quan-
titatively the same injected current in an additional stage. Upon
an applied magnetic field, the assumption is that the current is
completely injected into LL |3, 0〉 and entirely extracted from
the lowest |1, 0〉 LL (Fig. 1a). A more refined model accounts
for thermal distribution of injected current (see Fig. 1b). In a
magnetic field, the injector state and the upper laser level split
into LLs preserving the same energy separation of the corre-
sponding LLs as in zero magnetic field. Therefore, if the ith
LL associated with the injector state is populated, those elec-
trons are injected into the ith LL originating from the upper
laser level. The same conclusion applies to the active region-
collector cross-section. Electrons occupying LLs originating
from the same subband are thermally distributed over them,
contributing to the injection current proportionally to their pop-
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Fig. 1. Schematic diagram of the considered active region models
in magnetic field assuming (a) injection into Landau level |3, 0〉,
(b) thermal distribution of injected current.
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ulation.
If the largest Landau indices of the upper mi = 3 and

ground statemi = 1 LLs whose population is not negliable are
j3,max and j1,max, the current injected into the upper state LLs
and extracted from the ground ones is given by the expression

Ji = Jmi,ji = J
jmi ,max∑
jj=0

e
−(Emi ,jj−Emi ,ji )/kT

where J is the total injection rate at equilibrium. Other LLs do
not participate in injection and extraction andJi = 0. The unity
injection approximation is valid only when the rate equations
system is linear i.e. neglecting the Pauli exclusion principle
and electron-electron scattering that both introduce nonlinear-
ity into the system. Electron-LO and LA phonon scatterings
are incorporated into the model and calculated as in [6, 7]. The
scattering rate equations in the steady-state are

dnf

dt
= 0 = Jf

e
+

N∑
i=1,i �=f

niWi,f − nf
N∑

i=1,i �=f
Wf,i , (3)

where N = |3, j3,max〉 is the uppermost LL and 1 ≤ f ≤ N .
Out of the total ofN , there areN−1 linearly independent equa-
tions, so one of them is replaced by the particle conservation
law.

2. Numerical results

A detailed description of the analysed active region based on
GaAs/Al0.33Ga0.67As is given in Ref. [5]. The total scattering
rate from the upper state as a function of the magnetic field
imposed by electron-LO phonon scattering is presented in the
inset of Fig. 2, obtained as a sum of the contributions aris-
ing from two of the LLs associated with the upper and one of
the lower states respectively. As expected, it oscillates with
increasing magnetic field which translates into strong modu-
lations of the gain and gain coefficient as a function of the
magnetic field (given in Fig. 2).

The local maxima of the total scattering rate are associated
with minima in the gain coefficient and vice versa. Peaks in the
scattering rate from the upper laser state (minima in modal gain)
occur at B ≈ 11.4, 19.6, 28 and 41T. These peaks correspond
to situations when E2,4 = E1,6 = Eres

3,0, E2,2 = E1,3 = Eres
3,0,

E1,2 = Eres
3,0 and E2,1 = Eres

3,0, where Eres
3,0 = E3,0 − h̄ωLO.

LLs lying one LO energy below |3, 0〉 allow resonant LO emis-
sion. Therefore, the scattering rate increases, which decreases
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Fig. 2. Gain coefficient versus magnetic field dependence. Inset:
The total scattering rate from the upper laser state versus magnetic
field dependence.

the population inversion and gain in the case of constant cur-
rent injection. At B = [13.8, 15.9]T, a broad maximum in the
scattering is observed, together with a minimum in gain. Con-
sidering the line broadening, these features correspond to in-
tercepts of the resonances betweenE3,0 and theE1,5, E2,3 and
E1,4 states. In contrast, for intermediate magnetic fields there
are no LLs situated one LO energy below an upper state LL,
hence electrons injected into it cannot lose their energy by LO
emission since the energy cannot be preserved. Thus the scat-
tering is strongly reduced and consequently, the optical gain is
enhanced.

3. Conclusion

An active region model of QCLs operating under an applied
magnetic field, determined by Landau discretization of the en-
ergy spectrum, was developed, representing a tool for control-
ling the population inversion via modulation of the phonon
assisted transfer. The calculation of the optical gain in a mid-
infrared QCL based on GaAs/AlGaAs exposed to magnetic
field was performed in order to illustrate the application of the
model.
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Control of the population of the upper laser level in quantum well
structures with strongly asymmetric barriers by the
electric field
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Abstract. We propose a means of controlling the population of the upper laser level in triple quantum well (QW) structures
with strongly asymmetric (in height) barriers. Both the theoretical calculations and the photoluminescence (PL) results
indicate that our approach based on the application of an external electric field to the structure allows one to increase the
nonradiative relaxation time to the lower laser state by several fold.

Introduction

We have proposed [1] an original design of the active element
of a quantum unipolar semiconductor laser. In such an active
element, the lower laser subband εl1 belongs to the QW with
strongly asymmetric barriers and thus exists only within the
restricted range of the 2D wavevector (0 < k < kc), while
the upper laser subband εl2 is in QW with symmetric barriers.
This prevents the nonradiative relaxation to the εl1 subband and
facilitates the population inversion. This structure has been
modified recently [2] to increase the electron localization in
the εl1 subband at k = 0 and to decrease kc. In this paper, we
report a significant increase in the nonradiative relaxation time
between the laser levels of this structure in the external electric
field.

1. Experimental results

The structures were grown by MBE. The nominal layer sequ-
ence in their active region designed for operation under the flat
band conditions (in nanometers; in the growth direction) was
as follows: 34.0/2.5 (QW1)/3.0/5.1 (QW2)/1.4/ 8.2 (QW3).
GaAs layers are in bold, Al0.35Ga0.65As barriers are in regular
typeface, and the lower barrier Al0.09Ga0.91As is in italics. The
active region was surrounded by the Al0.35Ga0.65As barriers.
The parameters of the structures were chosen to reduce signifi-
cantly the single-phonon nonradiative intersubband transitions
to the εl1 subband. The n+GaAs contact layers were provided
to apply an external electric field to the structure. The PL spec-
tra were excited at 80 K by the 514.5 nm line of anAr+ laser and
analyzed with an Jobin Yvon T64000 spectrometer equipped
with a cooled CCD camera.

There are two closely spaced strong PL peaks at E1 = 1.557
and E2 = 1.565 eV in the spectra of sample No. 4-399 taken in
zero electric field. In the PL spectra of sample No. 4-727 grown
in different growth run these peaks manifest themselves at
1.562 and 1.569 ev, respectively. A weak peak at E3 = 1.61 eV
is also observed in the spectrum of this sample. In addition to
the peaks E1–E3 resulting from the active region of the struc-
tures studied the weak contributions of the barrier layers are
observed in both spectra. The positions of the latter peaks cor-
relate with the nominal composition of the barrier layers. Fig-
ure 1 shows the behavior of the strong PL peaks E1 and E2 with
applied bias for both structures. One can see the monotonic
bias dependences for sample No. 4-727 in Fig. 1b. In contrast,

1.570

1.565

1.560

1.555

1.565

1.560

PL
 p

ea
k 

po
si

tio
n 

(e
V

)

−16 −14 −12 −10 −8 −6 −4 −2 0 2 4
Bias (V)

−12 −10 −8 −6 −4 −2 0 2 4 6

(a)

(b)

Fig. 1. Bias dependences of the strong PL peaks for samples
No. 4-399 (a) and No. 4-727 (b).

the bias dependences for sample No. 4-399 exhibit strong ir-
regularities, which can be attributed to the anti-crossings of the
laser subbands with the states of the quasi-continuous spectrum
localized in the region of the low barrier. It should be noted
that the bias dependences of the intensities of the stronges PL
peaks also exhibit nonmonotomic behavior.

2. Theory

The electron spectrum of the structures was calculated by the
technique developed by us [2]. The QW and barrier widths
were varied to fit the bias dependences of the peaks E1 and E2.
The overlap integrals for the wave functions of electrons and
holes participating in the corresponding transitions were cal-
culated to correlate with the PL intensity. The best fit was
observed for the structures 34.0/5.0/4.0/4.5/3.0/7.0 (I, sample
No. 4-399) and 34.0/5.8/4.0/4.5/ 3.0/6.4 (II, sample No. 4-727).
The strong difference of the width of the QW with asymmetric
barriers (QW1) from the nominal value can be explained by the
smearing of the interface between the lower barrier (x = 0.09)
and GaAs.

The transition of states to the quasi-continuous spectrum
with field results in the strong variation in the overlap inte-
grals I (E) of the electron and hole states and their dependence
on the wave vector k. We calculated I (E) for various k. The
strong dependence I (k) was shown to be within the relatively
narrow field domains. However, by proper choosing the exter-
nal bias the phonon relaxation can be significantly suppressed
even in the structures with the parameters different from the
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nominal ones.
The field dependences of the nonradiative relaxation time

τ21 from the εl2 subband localized in QW3 to the εl1 sub-
band in QW2 were calculated for the structure with nominal
parameters and for the structures I and II. For the nominal
structure along with the maximum τ21 = 9 ps in zero field
(associated with the dimesionality transformation of the εl1
subband with k) the second maximum τ21 = 57 ps is observed
at E = −104 V/cm. The latter is due to the anticrossing of
subbands and exit of the state εl1 localized in QW2 at k = 0 to
the quasi-continuous spectrum at k = kc.

The suppression of relaxation with the optical phonon emis-
sion between the laser subbands of the structure is not the only
prerequisite to the maximum τ21. One should also minimize
the time of stay in the εl1 subband (for this purpose the distance
between this subband and the lowest one εl0 localized in QW3
should be close to the optical phonon energy) and obtain a rea-
sonably large product of the dipole matrix elements Z02Z12
(for a high gain). These requirements are met simultaneously
in the nominal structure under the flat band conditions. In this
case, Z02Z12 = 250Å2.

In Fig. 2 are shown the field dependences of τ21 and τ2
(the total life time for the εl2 subband) for the structure II.
A similar behavior is also characteristic for the structure I. The
fact that τ21 exceeds that for the nominal structure through-
out the field range studied is mainly due to the wider barrier
between the QW3 and QW2 and is not directly related to the
effect of dimensionality transformation of the subbands. The
sharp spikes of τ21 at some field strengths are of prime inter-
est for us. For the structure II at E = 0 and E = 103 V/cm
the distance between the εl1 and the εl0 subbands is close to
the optical phonon energy h̄ωopt. This provides the rapid es-
cape of electrons from the εl1 subband. The dashed lines in
Fig. 2 represent the change in the actual subband number of the
laser subbands εl1 and εl2 as they cross the states of the quasi-
continuous spectrum with field. Our calculations show that the
drastic increase in τ21 occurs at the field strengths correspond-
ing to the anticrossing of the εl1 state with one of the states nc
of the quasi-continuous spectrum. This is due to the strong k
dependence of the wave functions of this state. At k = 0 the
wave function of the εl1 state is localized in QW2, while at k
corresponding to the energy εl2 − h̄ωopt it is localized in the
region of lower barrier. In this case, τ21 formally increases by
more than one order of magnitude. However, for this resonance
the state of quasi-continuous spectrum is localized in QW2. As
a result the relaxation time to this state is of the order of τ21
outside the resonance. Owing to the proximity of the εl1 and
nc states the further loss of energy by the electron is possible
both through the intraband relaxation and interband transition
between these states. In this case, the total time of transition
between the laser levels can be substantially below the time
of direct transition τ21. The fact that the intraband relaxation
for the nc subband finally results in the electron escape from
QW2 to the region of the lower barrier allows one to conclude
without an exact calculation that the total relaxation time to the
εl1 state can be increased by several fold under the condition
of resonance of this state with one of the states nc.

The total life time in the εl2 subband varies weakly with field
but has sharp minima in the vicinity of the resonances τ21. In
this case, the higher laser state smeared out over the structure
resulting in the efficient relaxation to the states of the quasi-

1

3
4

2

n

1000

100

10

1

0.1

τ
(p

s)

−1.0×105 −5.0×104 0.0 5.0×104

E (V/cm)

Fig. 2. Field dependences of τ21 and τ2 (curves 1 and 2, respectively)
and variation of the actual subband number of the laser subbands εl2
and εl1 with field (curves 3 and 4) for the structure II.

continuous spectrum. Moreover, the minima arise under the
condition εnc ∼ εl2−h̄ωopt, i.e., when the state separated from
the higher laser state by the optical phonon energy is available.
The life time τ2 in this case is several times less. This can affect
the intensity of the interband PL.

3. Conclusions

Thus, the application of an external electric field to the struc-
tures under study allows one to achieve the effect similar to
that of dimensionality transformation of states in the structure
with optimum parameters. In spite of the significant increase
in the barrier widths in structures I and II the product of dipole
matrix elements defining the gain remains reasonably large
(∼ 150Å2 vs. 250Å2 for the structure with optimum parame-
ters) within the broad field domain.
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Centre d’Électronique et de Microoptoélectronique de Montpellier, UMR 5507 – CNRS/Université Montpellier 2,
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Abstract. The InAs/AlSb material system is well suited for the development of short wavelength quantum cascade lasers
due to the large conduction band offset of 2.1 eV. We present a study of evolution of electroluminescence spectra of
InAs/AlSb quantum cascade structures with decreasing emission wavelength. Intersubband emission near 2.5 µm at room
temperature has been obtained. The measured optical power of the intersubband emission increases with decreasing
wavelength reaching several microwatts for the structures operating near 2.5 µm.

Quantum cascade lasers (QCLs) are widely used now to pro-
duce coherent radiation in the mid- and far-infrared. For short
wavelength QCLs emitting below 4.5 µm the choice of a ma-
terial system with sufficiently large conduction band disconti-
nuity becomes a key issue. The use of strained materials in the
conventional InP-based system made it possible to realise the
shortest wavelength QCL with emission at 3.5µm [1]. A simi-
lar approach based on strain compensated structures with AlAs
barriers on InP has been used in QCLs emitting at 3.8 µm [2].
The alternative solutions are based on antimonide systems, ei-
ther employing AlSbAs barriers and InGaAs quantum wells in
structures lattice matched to InP [3], or InAs/AlSb structures
grown on InAs or GaSb [4].

The InAs/AlSb material system is a very promising can-
didate for the development of short wavelength QCLs due to
the large conduction band discontinuity of 2.1 eV. InAs/AlSb
QCLs operating at room temperature (RT) near 4.5 µm have
been reported [5]. In this paper we present a study of RT
electroluminescence of InAs/AlSb quantum cascade structures
emitting below 4.5 µm aiming to explore the short wavelength
limit of their operation.

The main difficulty in designing short wavelength InAs/AlSb
QCLs is the lack of reliable information on band parameters
for accurate modelling of the required high energy levels. An
especially important issue is the precise alignment of the injec-
tor ground state eL with the upper state of the lasing transition
e3 (see Fig. 1), situated at about 800 meV above the bottom of
conduction band of the active quantum well of the structures
designed to emit near 3µm. A small inaccuracy of the electron
effective mass or band non-parabolicity used for modelling can
provoke a dramatic shift of injector states with respect to the
active quantum well states and prevent efficient electron in-
jection in a real structure. Multilayer structures always have
more or less gradual interfaces depending on the material sys-
tem and growth conditions. For accurate modelling one can
use known band parameters applied to the real band profile of
the structure which is difficult to predict. Another way is to
consider the structure as an ideal one with abrupt interfaces,
but to use effective band parameters which describe the real
structure. Our approach was to find, first, the best empirical
set of parameters that describes the experimental intersubband
emission energies for a large number of samples emitting at
different wavelength. Then, for a given active region design,
the best injection conditions were searched by slightly varying
injector levels with respect to active quantum well levels, and
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Fig. 1. Calculated conduction band profile and moduli squared of
the relevant wave functions for sample C emitting at 2.55 µm under
an applied field of 90 kV/cm. The photon emission occurs between
the levels labelled e2 and e3.

looking for the smallest turn-on voltage and the highest reso-
nant current density. Finally, the band parameters were refined
in order to obtain in modelling an exact eL−e3 alignment for
the optimized structures. One period of a typical structure,
modelled with the optimised set of parameters and designed to
emit at 2.5 µm, is shown in Fig. 1.

The studied samples were grown by molecular beam epi-
taxy on n-GaSb (100) or n-InAs (100) substrates in a RIBER
Compact 21 machine equipped with valved cracker cells pro-
ducing As2 and Sb2 molecules. Structures emitting beyond
4µm were grown on InAs substrates, whereas GaSb substrates
were used for shorter wavelengths. Formation of InSb-like
interfaces between InAs and AlSb layers was favoured dur-
ing the growth on GaSb substrates in order to improve lattice
matching. For the same reason formation of AlAs-like inter-
faces was forced in the wafers grown on InAs substrates. The
structures consisted of 10 periods of the active zone enclosed
between digital grading regions providing band matching with
the buffer and contact layer made of the same material as the
substrate. For each sample presented in this paper, the pe-
riod of the structure, extracted from X-ray diffraction rocking
curves, corresponded to the desired value with accuracy better
than 3%.

The wafers were processed into 160×160µm2 square deep
etched mesas. Device bars with one edge polished at 45◦ were
soldered with In onto copper heatsinks. The measurements
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Fig. 2. Normalized emission spectra of different samples at room
temperature.

were carried out in pulse regime, using typically 200 ns long
current pulses at a repetition rate of 20 kHz. Electrolumines-
cence spectra of the samples were measured from the polished
edges of the device bars in step scan regime using a Nicolet
Nexus 810 Fourier spectrometer with a cooled InSb detector.

Room temperature emission spectra of some studied struc-
tures are presented in Fig. 2. RT emission has been obtained
at wavelengths as short as 2.55 µm. For all samples, the mea-
sured peak energy corresponded to the intersubband transition
energy, calculated with the above described band parameters,
within 10 meV accuracy. On most devices a second peak is
observed at higher energy (650–700 meV for GaSb substrates,
360–380 meV for InAs substrates) due to interband emission in
the layers close to the active region, GaSb or InAs depending on
the substrate type. The nature of the observed emission bands
is clearly identified from their polarization. The low energy
peak is TM polarized (>90%), characteristic of intersubband
emission, while the higher energy peak is not polarized, as
expected for interband recombination.

The absolute optical power of the room temperature inter-
subband emission was measured after calibration of the FTIR
detector. For a given current density of 5 kA/cm2, it increases
from 1 µW for the structure emitting near 4.5 µm to 4 µW for
the one emitting at 2.55 µm. This increase is consistent with
calculated values of the relative change of oscillator strength
for these structures.

The width of the emission spectra of many samples has
been analyzed. For the structures emitting near 3 µm the RT
electroluminescence spectra were as narrow as 30 meV. For
λ=2.55µm the full width at half maximum (FWHM) increases
to 57 meV. Contribution of phonon scattering and nonparabol-
icity to the linewidth of intersubband emission has been calcu-
lated following ref. [6]. Inhomogeneous broadening has been
estimated as the shift of the level positions due to one mono-
layer (3 Å) fluctuations of the InAs well widths. The measured
FWHM of the emission spectra agree with the total effect of
these three mechanisms. The inhomogeneous broadening ap-
pears to be a major contribution to the emission linewidth in
the structures emitting at near 3 µm and below. This finding,
however, is not a specific characteristic of the InAs/AlSb sys-
tem, it is rather due to the small layer thicknesses required to
obtain short wavelength intersubband emission in general.

Electrical characteristics are shown in Fig. 3. The samples
emitting at 4.5 and 3.1µm exhibited low differential resistance
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Fig. 3. Voltage–current and light–current characteristics of sam-
ples A, B and C (Fig. 2) at room temperature.

and maximum current densities of 7 and 8 kA/cm2, respec-
tively. In the shorter wavelength devices, which have not yet
been optimized, the series resistance is higher.

In conclusion, we have demonstrated InAs/AlSb quantum
cascade structures operating at room temperature with peak
emission wavelength down to 2.55 µm. The obtained re-
sults do not show any fundamental limitation for realization
of InAs/AlSb short wavelength QCLs emitting at least down
to 3 µm.

Acknowledgement

This work has been carried out within the framework of the
European Marie Curie research training network POISE.

References

[1] J. Faist, F. Capasso, D. L. Sivco, A. L. Hutchinson, S. N. G. Chu
and A. Y. Cho, Appl. Phys. Lett., 72, 680 (1998).

[2] M. P. Semtiv, M. Ziegler, S. Dressler, W. T. Masselink,
N. Georgiev, T. Dekorski and M. Helm, Appl. Phys. Lett., 85,
1478 (2004).

[3] D. G. Revin, L. R. Wilson, E. A. Zibik, R. P. Green, J. W. Cock-
burn, M. J. Steer, R. J. Airey and M. Hopkinson, Appl. Phys.
Lett., 85, 3992 (2004).

[4] C. Becker, I. Prevot, X. Marcadet, B. Vinter and C. Sirtori, Appl.
Phys. Lett., 78, 1029 (2001).

[5] R. Teissier, D. Barate, A. Vicet, C. Alibert, A. N. Baranov,
X. Marcadet, C. Renard, M. Garcia, C. Sirtori, D. Revin and
J. Cockburn, Appl. Phys. Lett., 85, 167 (2004).

[6] B. Gelmont, V. Gorfinkel and S. Luryi, Appl. Phys. Lett., 68,
2171 (1996).



13th Int. Symp. “Nanostructures: Physics and Technology” LOED.12p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Vertically emitted leaking whispering gallery mode semiconductor
lasers and laser systems
A. Andronov
Institute for Physics of Microstructures Russian Academy of Sciences 603950 GSP-105 Nizhny Novgorod Russia

Abstract. New approach to vertically emitted semiconductor lasers and the laser system based on the leaking whispering
gallery mode (WGM) is put forward and elaborated. The approach is appropriate to all of the semiconductor lasers: both
interband and intraband (cascade) heterolasers and bulk germanium and silicon lasers. It is important that in such approach
a lot of lasers can be fabricated at one wafer in single technological process.

Introduction

Cavity system of the both interband and intraband cascade het-
erolasers are grown on the substrate with refractive index higher
than the index of the laser emission modes. As a results the
mode can leak to the substrate the degree of the leaking depend-
ing on optical thickness of the waveguiding layer between the
active layers and substrate. This leaking was used by Zvonkov
et al [1] in an attempt to improve the output beam quality of
semiconductor laser.

With use of WGM in circular laser diodes with penetration
its cavity system into substrate in the form of a cone (a trumpet)
it is possible to direct the leakage into vertical direction to the
back side of substrate. Also by arranging proper barrel-like
form of the active region with WGM it is possible to exclude
completely from the laser structure the waveguiding layers.
This scheme is attractive for intraband germanium and silicon
lasers. This approach opens also simple way of integration
of vertically emitted lasers on one wafer and to produce the
integrated laser system in a single technological process. The
laser beam reaching the back side of substrate are higher order
gaussian beams. If necessary the structure of the beam may
be changed (improved) by producing appropriate beam phase
corrector on the back of substrate. Modified similar approach
can be used for narrow gap semiconductor lasers with the laser
active layers grown on wide gap substrate.

WGM semiconductor lasers are well known both for the
interband [2] and intraband (cascade) [3] lasers. Also WGM
p-Ge laser was fabricated . Still the WGM laser have not found
wide use. And the reason is: no ways for effective directional
extraction of the laser emission out of the WGM cavity were
found.

There exist vertically emitted semiconductor lasers based
on the multilayer Bragg reflectors fabricated on the both side
of the laser active region. Still they also have not found wide
use because of cost of the reflector producing and depression
of carrier injection through reflectors.

To the best of my knowledge the present quite simple ap-
proach to produce directional emission from WGM lasers have
not been discussed. On the other hand the approach in its
essence is just a modified transfer of the approaches to cav-
ity electrodynamics and output systems of vacuum tube mi-
crowave and millimeter wave generators (gyrotron and alike)
which have been developing for almost 40 years in Nizhny
Novgorod by Michael Petelin, his colleagues and followers
(see e.g. [4]).

1. Schemes of semiconductor lasers based on leaking whis-
pering gallery modes

Fig. 1 gives (not to scale) scheme of proposed WGM interband
heterolaser integrated on one wafer. The active region is a cir-
cular diode heterostructure with waveguiding layers between
which the laser mode moves in circles occupying a narrow re-
gion (5–10 of the wavelength in the material) near rim of the
diode. The mode leaks to the cone below and by reflecting
from the cone sides starts moving to the back side of the sub-
strate in vertical direction. To achieve vertical movement the
mode dimension in the cone should increase two or three fold.
In this case as estimate in the framework of geometrical optics
approximation shows the length of the cone should be the cone
initial radius multiplied by square of the mode diameter ratio
the mode to proceeds adiabatic. As a representative example
one have for a laser diode diameter 20 micron the length of the
cone should be 40–60 microns.

On the back side of the substrate to transform the electro-
magnetic field originated from WGM with high azimuthal 30–
300 index number to a beam with azimuthally symmetry one
can etch phase corrector which suppress azimuth dependence
of the laser beam.

Fig. 2 shows the laser without waveguiding layers (laser
without cladding) in the active region WGM guiding around

WGMs in active layers

Substrate

Metal

Beam phase corrector

Leaking part of the WGMs

Fig. 1. Scheme (not to scale) of a portion of wafer with multiple
WGM lasers leaking to and made on the same substrate with waveg-
uide layers, active layers, metal contacts, leaking wave beam and
phase correctors shown.
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WGMs in active layers

Metal

Leaking part of the WGMs

Substrate

Fig. 2. Scheme of the WGM laser without cladding.

active layer is achieved here due to formation of caustic pro-
duced by barrel-like form of the active region. It is an intriguing
possibility to produce interband QW laser without waveguid-
ing layers because in this case carrier injection to active QW
layer can improve. On the other hand such a scheme looks the
ideal way to fabricate miniature cw intraband lasers on silicon
and germanium.

Fig. 3 gives scheme of WGM laser with narrow gap (high
dielectric constant) active layers grown on wide gap (low di-
electric constant) substrate. WGM in this case is low leaking
one. The degree of the leak can be increased if one produce
trapezoidal-like form of the active layers.

2. Conclusion

We believe that the discussion given show a lot of different and
flexible possibilities for fabrication of vertically emitted lasers
of different type and of systems of such lasers. Many details of

WGMs in active layers

Substrate

Leaking part of the WGMs

Metal

Fig. 3. Scheme of the WGM laser with narrow gap active layer
grown on wideband substrate.

their design should be elaborated yet. Here one should take ex-
perience of people of Nizhny Novgorod (now with IAP RAS)
in design, understanding, simulation and calculation for simi-
lar system of vacuum electronics. It is likely that with proper
choice of the cone form and parameters of the phase corrector
at the back side of substrate it is possible to produce vertically
propagating gaussian beam. Also in the case of small diameter
single mode lasers fabricated on single wafer by proper choice
of inter laser distance and, say, coupling elements on the sub-
strate back side it is possible to organize synchronization of
the whole laser system. Surely one of the crucial problem
is developing of the appropriate fabrication methods for such
lasers.
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Matrix of vertical-cavity surface-emitting lasers with combined
AlGaO/GaAs–AlGaAs/GaAs DBRs
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S. A. Blokhin2, M. M. Kulagina2, M. V. Maximov2 and V. M. Ustinov2
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Abstract. Design features and fabrication technology of integrated matrix of vertical-cavity surface-emitting lasers
(VCSELs) with oxidized top AlGaO/GaAs and semiconductor AlGaAs/GaAs bottom distributed Bragg reflectors (DBRs)
are discussed. Matrix emitters contain 8x8 bottom-emitting VCSELs and are based on double quantum well InGaAs active
region. Individual emitters with 8–10 micron oxidized apertures demonstrate lasing at 960–975 nm with room-temperature
threshold current of 1–2 mA, external efficiency > 0.3 mW/mA and maximum CW output power 2–3 mW.

Introduction

Large-scale individually addressableVCSEL matrix are key ac-
tive elements for future high aggregate rate short range optical
data links and free space interconnects [1,2]. Matrix based on
bottom-emittingVCSELs with InGaAs quantum well (QW) ac-
tive region are good choice since they are suitable for flip-chip
bounding [3]. Usually these devices utilize either standard p-
and n-doped AlGaAs/GaAs DBRs or undoped AlGaAs/GaAs
DBRs and intracavity contacts. In this work we discuss design,
MBE growth and fabrication technique of integrated VCSEL
matrix based on bottom-emission intracavity-contacted struc-
tures with combined AlGaO/GaAs–AlGaAs/GaAs DBRs.

Intracavity-contacted VCSEL matrix with combined
AlGaO/GaAs-AlGaAs/GaAs DBRs

The VCSEL design with combined AlGaO/GaAs–AlGaAs/
GaAs DBRs and oxidized apertures was verified by fabrica-
tion of InGaAs QW intracavity-contacted bottom-emission
VCSELs [4]. In this work VCSEL structure was adopted for
matrix application by using individual contact pads on the top
of AlGaO/GaAs DBRs and common integrated intracavity n-
contact for all emitters. Individual VCSEL structure is shown
schematically in Fig. 1. The 5λ cavity with two aperture layers
is placed between top AlGaO/GaAs DBR (7 pairs) and bottom
output Al0.92Ga0.08As DBR (19 pairs). 1λ GaAs active re-
gion with two InGaAs quantum wells is sandwiched between
p-doped and n-doped AlGaAs aperture layers with graded in-
terfaces.

All epitaxial layers are grown on a semi-insulating GaAs
substrate by molecular-beam epitaxy in Riber 32 chamber.
Preliminary calibration for the layer thickness/compositions
were applied. To obtain better exactness the MBE system
was additionally equipped with optical system for reflection
spectra measurements in high-vacuum loading chamber. The
reflection spectra for real VCSEL structures were measured
after bottom DBR and cavity growth. Necessary correction
in MBE-growth regimes was done basing on comparison of
measured and calculated reflection spectra. The key point
to obtain mechanically-stable VCSEL structure with oxidized
DBRs/apertures is careful optimization of layer compositions
and oxidation regimes. Optimized technology provides repro-
ducible oxidation of the both aperture layers and top DBR in
one process [4].

GaAs
AlGaAs
AlO
SiO2

p-metal
n-metal
Contact pads

Light
output

GaAs
substrate

Bottom
DBR

Top DBR

Apperture

Fig. 1. Schematic cross-section of individual VCSEL structure.

After p- and n-contact deposition, device passivation, con-
tact pads formation and substrate thinning individual VCSELs
characteristics were measured directly on wafer in CW opera-
tion mode. Measured L–I and I–V curves are shown in Fig. 2.
Device demonstrates threshold voltage of ∼2 V and thresh-
old current of ∼1 mA at room temperature. Output power of
3.0 mW was obtained before laser output roll-over was ob-
served. Device series resistance (115 � at 10 µm aperture) is
a quite low for double intracavity-contacts design.

Fabricated emitters with aperture sizes 8–10 micron demon-
strate multi-mode behavior. However this is not limitation
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Fig. 2. Measured L–I and I–V curves for individual VCSEL emitter
measured on-wafer without temperature stabilization. Insert shows
far-field pattern.
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Fig. 3. Photograph of matrix chip (a) and output power distribution
of individual VCSELs at drive current of 10 mA (b).

for many applications such as inter-board connection systems.
Measured VCSEL far-field pattern is shown in insert of Fig. 2.

Photograph of VCSEL matrix chips (top-view) is shown
in Fig. 3. Neighboring matrix are separated by region with
test elements. Fig. 3b illustrates spatial distribution of out-
put optical power for individual VCSEL emitters. CW output
power was measured on-wafer at drive current of 10 mA with-
out temperature stabilization. All emitters demonstrate output
power more than 1 mW. Sufficient non-uniformity are mainly
caused by variation in aperture sizes. Further improvements in
aperture sizes control may be obtained by using low-pressure
oxidation technique, careful surface cleaning before oxidation
and smaller mesa sizes [5].
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Light emission, absorption and amplification in InAs/GaAs quantum
dots and GaAs/AlGaAs quantum wells resulting from optical pumping
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Abstract. Optical phenomena in quantum dot and quantum well nanostructures aimed at the development of mid-infrared
lasers based on intraband electron transitions are investigated in the conditions of interband optical pumping. Evolution of
photoluminescence spectra and interband light absorption are investigated in InAs/GaAs quantum dot structures. Optically
induced intersubband mid-infrared light absorption is studied in undoped tunnel-coupled GaAs/AlGaAs quantum wells.
Intensities of interband optical pumping necessary for filling the quantum dot ground states and lasing in structures with
quantum wells are estimated.

Introduction

The present paper is devoted to the investigation of optical phe-
nomena in nanostructures induced by optical pumping. Pho-
toluminescence spectra, absorption and amplification of near-
infrared (NIR) light related to the interband electron transitions
were studied in InAs/GaAs quantum dot (QD) structures. The
absorption of mid-infrared light due to intersubband electron
transitions was studied in GaAs/AlGaAs tunnel-coupled quan-
tum wells (QWs). Results of the present investigations will be
useful for the development of MIR lasers based on intraband
electron transitions in nanostructures with QDs and QWs [1, 2].

1. Experiments on QDs

QD structures of two types were used. In the structure F173
15 layers of InAs/GaAs QDs were embedded into a wide (ap-
proximately 8µm) graded AlGaAs waveguide providing opti-
cal confinement both for MIR and NIR radiation what is im-
portant for two-color laser operation [1, 2]. The evolution of
PL spectra was studied in the structures with a Fabry-Perot
resonator under increasing intensity of a 100 fs pulse optical
pumping at a wavelength of λ = 0.8µm. Superluminescence
and NIR lasing corresponding to carrier transitions between
excited QD states were found. NIR lasing is a necessary con-
dition of MIR stimulated emission due to intraband electron
transitions in QDs [1, 2].

Occupation of the ground QD states under interband optical
pumping was studied in the structures F140 with 15 InAs/GaAs
QD layers without waveguide. NIR probe polarized light ab-
sorption technique was used. The input and output edges of
the sample were polished at an angle of 45◦. The structure was
pumped with pulses (
t � 0.4µs) of a frequency doubled
YAG laser radiation (λ = 0.532µm).

Two semiconductor lasers (λ1 = 1.15 µm, λ2 = 1.25 µm)
were used as a NIR probe sources. Operating wavelength of
the first laser λ1 corresponded to the NIR light absorption peak
for electron transitions hh1→e1, while the second laser was
tuned out of the absorption peak. Photon energies for both
lasers are shown by arrows in Fig. 1 where the interband light
absorption spectrum is shown.

probe 1

probe 2

F140,
= 77 KT

0.10

0.05

0.00

αL

1.00 1.05 1.10 1.15 1.20 1.25
hν (eV)

Fig. 1. Interband light absorption in QD sample F140 (α is absorp-
tion coefficient, L is optical path).
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Fig. 2. The change of light absorption in QDs at wavelength λ1 =
1.15 µm for s- and p-polarized probe light as a function of optical
pumping intensity. T = 77 K.

Absorption of probe light at λ1 = 1.15 µm decreases with
increasing pump level (see Fig. 2) due to filling QD states with
electrons and holes (Pauli blocking). Probe light absorption
converted to light amplification at high pump intensities and
strong occupation of ground QD states.

Optical hh1→e1 transitions in InAs/GaAs QDs are allowed
only for s-polarized light (polarization vector lyes in the plane
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Fig. 3. Diagram of photoinduced intersubband MIR light absorption
in tunnel-coupled GaAs/AlGaAs QWs.

of QD layers). Therefore, the change of absorption for p-
polarized light containing a component parallel to the growth
axis has to be two times less. This is confirmed by experimen-
tal data (Fig. 2). At the same time, the transmission of light at
λ2 = 1.25 µm (outside of absorption peak) is weekly affected
by optical pumping both for p- and s-polarizations. The ob-
served data allow to evaluate the level of optical pump needed
to fill the ground states of QDs by electrons and holes.

2. Experiments on QWs

Intraband (intersubband) MIR light absorption connected with
electron transitions between ground and excited states e1→e3
was studied in undoped tunnel-coupled GaAs/AlGaAs QWs
under interband optical pumping (see Fig. 3).

The structure contained 18 layers of asymmetrical pairs of
tunnel-coupled QWs separated by wide 12 nm barriers. These
active layers were surrounded by a graded NIR waveguide.
Cleaved edges of the sample formed a 2 mm resonator. This
system of tunnel-coupled QWs is analogous to funnel shape
QWs described in [1, 2], so intraband population inversion be-
tween excited levels e2 and e3 is possible in this structure under
interband optical or current pumping.

Optical pumping was realized with the same YAG laser
(
t � 0.4µs, λ = 0.532 µm). The wavelength of probe
MIR light was 10.6µm. Intersubband optical transitions in
QWs are allowed only for light polarized along growth axis.
That is why we observed the increase of MIR light absorp-
tion with the increase of optical pumping intensity only for
p-polarized light. Light absorption corresponding to e1→e3
transitions and consequently the electron concentration at the
ground level e1 saturate after starting NIR lasing due to in-
terband e1→hh1 transitions. Stabilization of the ground state
electron concentration is one of the necessary conditions of
MIR stimulated emission in a bi-color laser [1, 2]. The inten-
sity of optical pumping necessary for NIR interband lasing is
estimated.

Acknowledgements

This work was supported by grants of INTAS, RFBR, ISTC
and Russian Ministry of Education and Science. One of the
authors is grateful for support to DAAD and Russian Ministry
of Education and Science “Michael Lomonosov” program.

References

[1] A. Kastalsky, L. E.Vorobjev, D.A. Firsov,V. L. Zerova, E. Towe,
IEEE Journal of Quantum Electronics, 37, 1356 (2001).

[2] L. E. Vorobjev, D. A. Firsov, V. A. Shalygin, V. N. Tulupenko,
N. N. Ledentsov, P. S. Kop’ev, V. M. Ustinov, Yu. M. Sh-
ernyakov, Zh. I. Alferov, Physics-Uspekhi, 42, 391 (1999).



13th Int. Symp. “Nanostructures: Physics and Technology” LOED.15p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Silicon quantum dot assemblies with erbium: toward Si-based optical
amplifiers and lasers
P. K. Kashkarov1, O. A. Shalygina1, D. M. Zhigunov1, S. A. Teterukov1, V.Yu. Timoshenko1,
M. Zacharias2, M. Fujii3 and Sh. Hayashi3
1 Moscow State Lomonosov University, Physics Department, 119992 Moscow, Russia
2 Max-Planck-Institute of Microstructure Physics, Weinberg 2, 06120 Halle, Germany
3 Kobe University, Faculty of Engineering, Department of EEE, 657-8501 Kobe, Japan

Abstract. Structures of assembled Si quantum dots in SiO2 matrix are characterized by efficient photoluminescence whose
spectral position is tuneable from 1.3 to 1.7 eV depending on nanocrystals size varied from 4.5 to 1.5 nm. Er-doped
structures exhibit luminescence of Er-ions at 0.81 eV, which are excited by energy transfer from excitons confined in Si
quantum dots. Under strong optical pumping the energy transfer to Er+3 ions results in the population inversion, which is
promising for future applications of such kind of structures in optical amplifiers and lasers compatible with Si-based
technology.

Introduction

It is known that Er+3 ions in a solid matrix can emit at 1.5 µm
due to 4I13/2 →4 I15/2 transitions in their internal 4f -shell [1].
Since this wavelength corresponds to a transparency window
of silica fiber communication systems, Er-doped materials are
promising for applications [1, 2]. It was recently demonstrated
that Er-doped SiO2 layers containing Si quantum dots (QDs)
exhibit efficient room temperature PL at 1.5µm (0.8 eV), which
is caused by energy transfer from excitons confined in Si QDs
[3–8]. In the present work we investigate the PL transients
and spectra of undoped and Er-doped nc-Si/SiO2 structures at
different temperatures and pump intensities. It is shown that
at high excitation level the population inversion of Er+3 ions
could be achieved because of the efficient energy transfer from
excitons in Si QDs.

1. Experimental

Two kinds of nc-Si/SiO2 structures are investigated. Series 1
consists of the structures of quasi-ordered Si nanocrystals pre-
pared by thermal crystallization of amorphous SiO/SiO2 super-
lattices [5]. Samples of series 2 were formed by co-sputtering
c-Si, SiO2 and Er2O3 targets in plasma of rf-discharge and
then thermally annealed [3]. For series 1 the nanocrystals
size d was varied from 1.5 to 4.5 nm by changing the SiO
layer thickness dSiO from 2 to 6 nm with a step of 1 nm.
The inset of Fig. 1 shows a transmission electron microscopy
(TEM) cross-sectional image of the nc-Si/SiO2 structure of se-
ries 1 with dSiO = 3 nm. Dense arrays of nearly spherical
Si nanocrystals (black fields) embedded in the SiO2 matrix are
well distinguished. The average nanocrystal diameter extracted
for this sample from its TEM image is d = (3.5 ± 0.5) nm.
Pieces of the samples of series 1 were implanted by Er ions at
300 keV with doses of 2 ·1015 cm−2 (average Er concentration
NEr ∼ 1020 cm−3). The samples of series 2 contain 0.1 at.% Er
(NEr ∼ 1019 cm−3). The layers thickness dependent on dSiO
was 0.1–0.3 µm (series 1) and ∼ 1µm (series 2).

The PL was excited by using a N2-laser (Ep = 3.7 eV, pulse
duration τp = 10 ns, repetition rate ν ∼ 10 Hz) or a Cu-laser
(Ep = 2.1 and 2.4 eV, τp = 20 ns, ν ∼ 12 kHz). The PL
signal was detected by an InGaAs photodiode (spectral range
0.7–2.2 eV) with a preamplifier or by a CCD array (spectral

range 1.1–2.2 eV). The PL spectra under pulsed excitation were
measured by a photomultiplier or photodiode operating in time
integrating regime. PL spectra were corrected for spectral re-
sponse of the measurement system. Transients of the Er-related
PL under pulsed laser excitation were detected by an InGaAs
photodiodes with preamplifiers, which possess time resolution
of about 0.2 ms.

2. Results and discussion

The PL spectra of the undoped nc-Si/SiO2 structures of series 1
with different nanocrystal size d are shown in Fig. 1. The in-
trinsic PL represents a broad band with maximum at 1.3–1.6 eV
depending on d: a blue shift of the PL band is observed with de-
creasing dSiO. The intrinsic PL of nc-Si can be assigned to the
radiative recombination of excitons confined in Si nanocrystals,
while the size dependent spectral shift is usually attributed to
the quantum confinement effect. A considerable halfwidth of
the PL band is explained by nanocrystal size distribution and
by phonon-assistant electron-hole recombination. The exter-
nal quantum yield of the exciton PL is found to reach∼ 1% for
the samples of series 1 with d = 3− 4 nm. This high quantum
yield indicates a low efficiency of nonradiative recombination
processes. However the PL intensity of nc-Si/SiO2 structures
with dSiO = 2 nm (nanocrystal size 1.5 nm) was essentially
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Fig. 1. PL spectra of undoped nc-Si/SiO2 structures with differ-
ent nanocrystal size d . Inset: TEM cross-sectional image of the
structure with d = 3.5 nm.
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Fig. 2. Spectra of the Er+3 PL of nc-Si/SiO2:Er structures with
different d.

weaker. This fact can be explained by decreasing the optical
absorption cross-section of the small Si nanocrystals. How-
ever, an increase of the nonradiative recombination rate can
not be ruled out because the smallest nanocrystals have largest
specific surface area and then the defect density.

The Er-doping leads to a strong quenching of the exciton PL
and an appearance of the Er+3 emission at 0.81 eV. The room
temperature spectra of the Er-related PL of nc-Si/SiO2:Er struc-
tures with different nanocrystal size are plotted in Fig. 2. One
can see that the Er+3 PL intensity increases when the nanocrys-
tal size decreases. The strongest Er+3 PL yield is observed in
the structure composed from Si nanocrystals of 1.5–2 nm size.
This fact demonstrates that the Er+3 sensitization efficiency is
maximal in the structures with smallest Si QDs.

In order to analyze qualitatively the role of the limited num-
ber of the ions and possibility to reach the population inversion,
we investigated transients of the Er+3 PL at 0.8 eV, which were
excited by chopped laser radiation. The ratio ofN∗/NEr, where
N∗ is the ion concentration in the first excited state and NEr is
the total ion concentration, can be easily derived from the PL
times. Indeed, the following equation governs the dynamics of
the population and depopulation of ions:

dN∗

dt
= g (

NEr −N∗
)−N∗τ−1

decay , (1)

where g is the generation rate, which can depend on nanocrys-
tals size, temperature, excitation intensity and photon energy,
and etc. However, at continuous pump one can assume that
g = const. Thus, from Eq. (1) the following expression for the
rise and decay times can be written:

τ−1
rise = g + τ−1

decay . (2)

According to expressions (1) and (2) the number of excited
ions in steady state conditions is given by the following equa-
tion:

N∗ = gNEr

g + τ−1
decay

= gNErτrise . (3)

Thus, N∗/NEr ratio is as follows:

N∗

NEr
= 1− τrise

τdecay
. (4)

Typical dependence ofN∗/NEr ratio on excitation intensity
is shown in Fig. 3. The population inversion (N∗/NEr > 0.5)
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Fig. 3. Relative concentration of the excited Er+3 ions vs laser pump
intensity for nc-Si/SiO2:Er structure with d = 4 nm. Dashed line
indicates the level of N∗/NEr = 0.5, i.e. the population inversion.

for samples of series 2 is achieved at pump intensity Ip >
0.1 W/cm2. To achieve the population inversion for the sam-
ples of series 1 a stronger pump is needed becauseNEr is higher
than for series 2. It should be noted that at low temperatures the
population inversion for the samples of both series is achieved
at lower pump intensities because the nonradiative recombina-
tion rate decreases with temperature lowering in the structures
investigated [8].

It has been found that the decay time becomes shorter at
excitation intensities, which lead to the deeper population in-
version. This fact can be caused by a contribution of the stim-
ulated optical transitions at 0.8 eV. Another possible reason
of the lifetime decrease is the energy back transfer from Er+3

to the matrix. In particular, the Er+3 PL can be absorbed by
the ions in the first excited state followed the transition to the
third excited state [1]. The ions in the third and second excited
states can transfer fast their energy back to the excitons in Si
quantum dots. This process seems to be rather efficient under
the population inversion conditions. It should be noted that the
decrease of the decay time under strong laser excitation was
observed for the samples of both series, i.e. for different NEr.
Further experiments are needed to completely understand the
lifetime shortening of the Er+3 emissions at high excitation
intensity. A contribution of the stimulated optical transitions
can be obviously enhanced by optimizing the sample proper-
ties (e.g., Si nanocrystal size, layer thickness,NEr, and etc.) as
well by forming waveguide structures.
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Generation of sum harmonic in two-chips GaAs/InGaAs/InGaP laser
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Abstract. Parametric generation of sum harmonic has been discovered in “two-chips” CW laser with the compound
resonator at room temperature.

Introduction

Semiconductor heterolasers based on GaAs and other semi-
conductor A3B5 compounds, are promising devices from the
point of view of nonlinear optics. Indeed, the electric field of
a lightwave inside the laser is very high: 104–105 V/cm. Be-
sides, the value of the 2nd order lattice nonlinear permittivity
in GaAs is sixfold that in the commonly used nonlinear crys-
tal LiNbO3 [1]. These factors allow to reckon on essential
nonlinear effects, in particular, the parametric generation of
difference and sum harmonics in near IR GaAs/InGaAs/InGaP
injection semiconductor lasers with InGaAs quantum wells.

1. Experimental

In Ref. [2] in two-frequency semiconductor laser a mid IR
radiation was detected, the radiation being attributed to the
parametric generation of the difference harmonic. However
the radiation intensity was so weak that it was observed at
liquid helium temperature only when the laser and the detector
were situated close by each other. Evidently it results from the
absence of the phase matching between nonlinear polarization
wave and the difference harmonic and from a small factor of
space overlapping of the fundamental laser modes. Note that
up to the present in such lasers a sum harmonic has not been
observed.

In the present work we demonstrate the design of a “two-
chips” laser with the composite resonator, consisting of two
single-frequency injection GaAs/InGaAs/InGaP quantum
wells lasers mounted on the one and the same platform just
next to each other. The wavelengths of fundamental modes of
the both lasers (in the range of 1µm) are a little bit different.
The design makes it possible to bring an appreciable part of one
laser radiation in the resonator of another one. Actually, one of
lasers (more long-wavelength) is used only for pumping while
the second serves simultaneously as a nonlinear element. To
our experience it is possible to get up to 50% of radiation power
of long-wavelength laser in the waveguide of another one. The
two-chips laser design has a series of advantages in compari-
son with the two-frequency one, such as separate pumping of
each laser, expansion of the range for difference harmonic gen-
eration due to independent growth of two separate structures;
use of the combined pumping mode, independent temperature
control of two separate chips. The most important one seems to
be the increase of space overlapping between the fundamental
modes that greatly enhance the nonlinear effects. As a result
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Fig. 1. Emission spectra of two-chips laser: fundamental mo-
des (1, 2), second (3, 4) and the sum (5) harmonics at room tem-
perature.

we have succeeded to observe for the first time the parametri-
cal generation of the sum harmonic. Typical measures spectra
of the fundamental modes as well as the second and the sum
harmonics are given in Fig. 1.

Essential intensity of the sum harmonic testifies the effi-
ciency of nonlinear interaction of the two near IR modes inside
the laser resonator and, as consequence, point out on a possi-
bility of difference harmonic generation. Since the observation
of sum harmonic is much easier to realize if compared with the
difference frequency one the sum harmonic measurements are
useful as an indicator of the efficiency of nonlinear interaction
in the laser waveguide.

By means of polarization measurements the sum harmonic
is shown to be a TM mode (the electric field is directed nor-
mally to the structure). At the same time the laser fundamental
modes are TE modes. The polarizing restudies have confirmed
that the sum harmonic generation is due to the lattice nonlinear-
ity. Since the fundamental modes are propagating in the laser
resonators along [110] direction, the lattice nonlinearity results
in the electric induction along [001] direction that corresponds
to excitation of a TM mode.
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Analysis of bistable quantum dot injection laser
N. S. Averkiev, V. V. Nikolaev, M.Yu. Poliakov, A. E. Gubenko, I. M. Gadjiev and E. L. Portnoi
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We developed a theoretical model of bistable operation of a two-sectional injection laser based on quantum dot
heterostructure. In such a laser one of the sections is pumped by direct current (works as an amplifier) and the other section
is reverse biased (works as a saturated absorber). We have established the region of variation of the ratio between the lengths
of the amplification and absorption sections in which the bistable behaviour exists. The comparison between the theoretical
model and experimental data is presented.

Introduction

It was predicted as early as in 1960s [1] that a semiconductor
injection laser with a saturable absorber can exhibit bistable
behaviour. The power output from a bistable laser experi-
ences an abrupt jump with the increase of the pumping cur-
rent; the value of the current at which this jump occurs can be
called a turn-on threshold current, JthON. When the pumping
current is decreased, the lasing stops at the turn-off threshold
current JthOFF, less than the turn-on current JthOFF < JthON.
Hence the light-versus-current curve of such a device features
a hysteresis loop. Such a bistable behaviour could have impor-
tant applications in optical switching and modulation. On the
other hand, such an effect could be damaging for quantum-dot
lasers operating in the mode-locked regime.

Despite the early theoretical prediction, the full bistable
operation has never been observed in double-heterostructure
or quantum-wells lasers. Recently, room-temperature bista-
bility in two-section injection lasers which utilise quantum
dots (QDs) as an active medium has been reported [2,3]. The
bistability is observed in structures with the absorber lengths
less than 20 percent of the total length of the device. This
contradicts to the Lasher’s prediction [1] that realisation of
bistable operation is possible only when the absorbing section
is comparable or even larger when the gain section. These ex-
perimental results suggest that the quantum-dot layers, used as
an active medium of a laser system, are qualitatively different
from conventional semiconductor or quantum wells with re-
spect to bistability. In this paper we present theoretical model
which is able to describe laser bistability in quantum-dot sys-
tems.

1. The model

The model is based on rate equations which couple the occupa-
tion probabilities of the levels of the quantum dots in gain and
absorption sections with the number of photons S (reduced to
the area of the device) in the lasing mode.

Consider a quantum dot in which the energy difference E
between the ground electron and hole quantised levels is equal
to one of the laser cavity modes. For the gain section of the
device, one can write the following rate equation for the occu-
pation number f eg of the electron level in this QD

d

dt
f eg (E) = kenQW

(
1− f eg (E)

)
− keNc2D exp

(
εeg(E)−EcQW

T

)
f eg (E)−

1

τQD
f eg (E)f

h
g (E)

− g0

πh̄γH

(
f eg (E)+ f hg (E)− 1

)
S . (1)

The first and second terms in the right-hand side of Eq. (1)
describe electron capture and escape, correspondingly; ke is
the temporal cross-section of electron capture from the wet-
ting layer to a quantum dot, nQW is the electron density in the
wetting layer, and Nc2D is the effective density of states of the
lowest electron band in the wetting layer. It is assumed that the
energy interval between different quantised levels in quantum
dots is larger than their inhomogeneous broadening, in which
case the values of electron and hole quantum-dot energy levels
ε
e(h)
g are well-defined functions of the transition energy E [4].

In this work we consider only the ground QD optical tran-
sition. The third term describes the spontaneous recombina-
tion in a QD; τQD is the electron-hole radiative lifetime. The
last term is due to stimulated emission into the resonant cav-
ity mode; coefficient g0 accounts for the coupling between the
QD optical transition and the cavity mode and can be described
through τQD, the average transition energy E0, and the optical
confinement factor reduced to the QD layer width �/aQD:

g0 = 2

(
ch̄

nc

)3 1

E2
0

1

τQD

�

aQD
. (2)

Here nc is the cavity refractive index. The quantity h̄γH
in Eq. (1) is the homogeneous broadening of the QD-to-lasing
mode transition.

The equation for the hole occupation number f hg in the
gain section is similar to Eq. (1). To obtain the corresponding
equations for the occupation numbers in the absorption sec-
tion f e(h)a one should omit the carrier capture term (recapture
is neglected). Furthermore, the escape coefficient may differ
from that in Eq. (1) since, in the absorber case, the carriers in
quantum dots and in the wetting layer are far from equilibrium.
The carrier escape time from a QW in the absorber section is
strongly dependent on the reverse bias.

The gain- and absorber-section rate equations are coupled
by the equation for the photon number in the lasing mode:

d

dt
S= NQDg0

[
(1−γa)wg(h̄ωc)

(
f eg (h̄ωc)+f hg (h̄ωc)−1

)
+γawa(h̄ωc)

(
f ea (h̄ωc)+f ha (h̄ωc)−1

)]
S−rcS. (3)

Here NQD is the surface density of QDs, γa is the ratio of
the absorption-section length to the total length of the device
(reduced absorber length). The function wg(a) is the distribu-
tion of the optical transitions per energy for gain (absorption)
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section, normalised to unity. Here we use the Gauss distribu-
tion:

wg(a)(E) = 1√
2π
εinh

exp

⎛⎝1

2

(
E − Eg(a)0


εinh

)2
⎞⎠ . (4)

The inhomogeneous broadening of the transition (εinh) is
caused by the QD size fluctuations. The central transition en-
ergy in the absorber Ea0 is dependent on the applied bias, due
to the quantum-confined Stark effect.

The last term in Eq. (3) gives cavity loss rate. The ex-
pression (3) is obtained with presumption that the inhomo-
geneous broadening is much larger than homogeneous one
(εinh � h̄γH ), and the spontaneous radiative recombination
into the lasing mode is neglected.

For a cavity length of a few millimetres generally there is a
large number of modes within the broadened QD optical tran-
sition, which leads to a wide multimode lasing spectra at low
temperatures. However, at room temperature the QD lasing
linewidth is narrow, which can be explained by carrier ther-
molisation [5] or/and the increase of the homogeneous broad-
ening. Here we consider a single homogeneously-broadened
effective lasing mode, the position of which is established by
the maximum of the gain spectra (i.e. we assume that there is
always a cavity mode in the close vicinity of the gain maxi-
mum).

The above equations are solved in the steady-state regime,
under condition of the charge neutrality of the gain section.
The current in the gain section is the sum of the wetting layer
recombination current JQW = BQWnQWpQW and the quantum
dot recombination J rQD and stimulated emission J sQD currents:

J rQD=e
NQD

τQD

∫
f hg (E)f

e
g (E)wg(E) dE (5)

J eQD=eg0NQD

(
f hg (h̄ω)+ f eg (h̄ω)+ 1

)
wg(h̄ω)S . (6)

By dividing the right-hand-side of Eq. (3) by S and multi-
plying by the group velocity vg we can write the steady-state
equation in the form

gmod(h̄ω, J, S) = βc , (7)

where gmod is the modal gain coefficient and βc = vgrc is the
cavity loss coefficient. The modal gain is dependent on the
light (i.e. cavity mode) frequency, the pumping current and the
photon number. The laser output power is found through max-
imising the gain coefficient by frequency h̄ω and then finding S
from Eq. (7) under condition of a fixed pumping current. The
bistable operation regime manifests itself by the two different
roots of Eq(7), S1 > S2. It is possible to show that S1 is a stable
solution, whereas S2 is always unstable. In such situation the
system can reside either in the turn-on (S = S1) or turn-off
(S = 0) state, depending on the initial conditions.

2. Results and discussion

Figure 1 shows the calculation results of the laser light out-
put versus the pumping current. The reduced length of the
absorber γa is varied, and the total device length is kept con-
stant (1.8 mm). The field applied to QDs in the absorber is set
to zero which corresponds to an open circuit. One can see that
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Fig. 1. Calculated light versus current curve for three different ab-
sorber reduced lengths. The total device length is 1.8 mm.

for the reduced absorber length of 0.18, corresponding to the
experimental structure presented in [3], there is a pronounced
hysteresis loop in the light-current curve. When the absorber
occupies only 8 percent of the structure volume (corresponds
to the actual structure measured in [6]) the hysteresis loop is
clamped, but there is a jump in the output power at the start
of the lasing. Such a behaviour is actually observed in experi-
ment [3,6]. As the absorber percentage increases (γa = 0.28),
the hysteresis loop is widening, and the both threshold current
increase.

3. Conclusion

The theory of the quantum dot lasers with absorber sections
was developed for the first time. The theory explains the oc-
currence of the bistable behaviour of the laser for some partic-
ular parameters of the structure. The change of the hysteresis
in the light-current curve with the change of the length of the
absorber is described. The results are in perfect qualitative and
in good quantitative agreement with the experimental results.
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Abstract. The possibility of inverse population and lasing on acceptor transitions in strained SiGe structures is investigated.
Intra-acceptor relaxation is studied using pump-probe method and the life time of the first excited state of boron acceptor in
silicon is found to be about 0.5 ns. Acceptor spectrum in strained silicon is calculated. Strain values providing depletion of
1s state split off the ground state due to fast phonon assisted transitions and corresponding range of frequency tuning are
determined.

Introduction

Impurities in semiconductors are attractive as an active THz
medium because of relatively long life times of impurity states,
large optical cross sections and the cascade character of the re-
laxation processes. Incorporation of impurity delta-layers in
quantum well structures provides the possibility of cascade
pumping of impurity transitions due to resonance tunnelling
from bound impurity states [1]. Impurity lasers based on
Si/SiGe structures can potentially be integrated with silicon-
based electronic devices.

Lasing on impurity transitions has been experimentally ob-
served in n-Si under optical excitation [2], however the high
threshold of lasing in n-Si leads to pulsed operation and limits
applications. Investigation of non-equilibrium population of
impurity states in silicon under optical pumping [3] has led to
a progress in the understanding of intra-center relaxation pro-
cesses. It was found out that high lasing threshold is caused
by the fast (10−10 s) inter-valley phonon assisted transitions
reducing the life times of donor states [4].

Inter-valley transitions are excluded in acceptors, while
intra-valley relaxation is suppressed due to momentum con-
servation law. The life times of impurity states in silicon based
structures are not shorter than that in bulk material provided the
parameters of the structure satisfy relations derived in [5]. De-
pletion of the lower state of the lasing transition can be reached
by splitting of the ground acceptor state in strained material
leading to fast acoustic phonon assisted relaxation from the
split off s-state [6]. Moreover, the lasing frequency can be
tuned by internal strain. We present here results of experimen-
tal and theoretical investigations of acceptor states in silicon
aimed at the analysis of the conditions of acceptor lasing in
strained SiGe structures.

1. Experimental investigation of intra-acceptor relaxation

Intra-acceptor relaxation in silicon doped with boron was inves-
tigated using pump-probe method with excitation to different
acceptor states and to the valence band by radiation of free
electron laser. The time of relaxation from the first excited
p-state of acceptor was found to be about 0.5 ns which is much
longer than that in donors and the times of relaxation on inter-
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Fig. 1. Relaxation of modulation of absorption by laser excitation
of Si:B Na = 1015 cm−3, 1 — excitation to the first excited p-state
at 40.8µm, 2 — excitation to the continuum at 27µm.

subband transitions. This time is longer than the time of energy
relaxation for free carriers and recombination time (0.2 ns) and
thus can be attributed to the acoustic phonon assisted transition
from the first excited state.

2. Calculations of acceptor states in silicon under uniaxial
deformation

The measured relatively long life time of the first excited accep-
tor p-state shows that acceptors in silicon and silicon structures
are promising as a possible THz active medium. However de-
generacy of the ground acceptor state does not allow realization
of four-level inversion scheme which was used in donors. This
produces complications in depletion of the lower state of lasing
transition. This problem can be solved by using uniaxial defor-
mation of the lattice to produce a short living s-state below the
first excited p-state due to the splitting of the ground acceptor
state.

We have calculated acceptor states in Si:B under uniaxial
deformation using non-variational procedure based on diago-
nalization of the matrix for the effective mass equation. The
6 × 6 hamiltonian is the sum of Lattinger hamiltonian with
the terms describing strain, Coulomb potential, and the short
range potential describing chemical shift. The latter was taken
in the form proposed in [7]. Acceptor wave function have
been expressed in terms of the free holes envelope function
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Fig. 3. Dependence of the rate of acoustic phonon assisted transition
from split off s-state on the energy of the state.

in unstrained silicon. Results presented on Fig. 2 show that
the energy of splitting of the ground acceptor state grows fast
with equivalent stress values, while the energy of the first ex-
cited p-state does not change much within the range of strain
achievable in SiGe structures.

Relaxation rate from the split off state due to emission of
acoustic phonons depends strongly on the energy gap between
this state and the ground acceptor state, and thus can be con-
trolled by strain (Fig. 3). It has a maximum when the wave
vector of phonon correspondent to the energy of transition is
of the order of inverse Bohr radius and decreases fast for big-
ger energies due to the momentum conservation law. However
for the wide range of splitting energies it exceeds the rate of
relaxation from the first p-state thus providing conditions for
population inversion on these states. Correspondingly energy
of inverted transition can be tuned in the wide range 50−80µm
by varying equivalent strain in the range 1.5−4.5 kBar.
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Focused output from 100 µm aperture QW laser diode
with curved-grating
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E. U. Rafailov2 and W. Sibbett2
1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 2 School of Physics and Astronomy, University of St Andrews, North Haugh, St. Andrews, Fife KY16 9SS UK

Abstract. We report theoretical and experimental assessments of prototype broad-area curved-groove distributed Bragg
reflector laser diodes (c-DBR) and demonstrate their single-mode and focusing operation. These laser sources will be
suitable for applications requiring both spectrally and spatially enhanced optical beam quality.

Introduction

Good quality optical beams are a critical requirement in many
applications for high-power semiconductor lasers, such as tele-
communications, photo-medicine, and optical pumps for la-
sers/amplifiers and in nonlinear crystals for frequency up/down
conversion. For these applications, a range of output charac-
teristics that includes high cw/average power and good spectral
and spatial quality, often required.

Single-element diode lasers based on narrow index-guiding
stripes and ridge waveguides can presently deliver 100–
200 mW of output power in a single lateral mode. These
narrow-stripe devices are limited in power to less than 500 mW
by either catastrophic optical damage or thermal overheating
of the facets. Both of these failure modes are associated with
the small stripe width of ≤ 5µm required to maintain a single
lateral mode. Other approaches aimed at increased diffraction-
limited output powers include arrays of anti-guided narrow-
stripe lasers, unstable resonators and master oscillator/power
amplifier (MOPA) structures, in either discrete or monolithic
configurations. Of these, only MOPA’s have demonstrated
diffraction-limited operation to output powers of 1W or greater,
but the technology required to fabricate them is quite complex.
One of the proposed solutions to this problem involves the use
of “curved-groove” diffraction gratings to control the diver-
gence and spectrum of the emitted light.

The work presented here relates to research into a novel
type of "curved-groove" distributed Bragg reflector laser (c-
DBR). In theoretical studies [1,2], novel curved-groove DFB
lasers (c-DFB) were proposed, and their spatial and spectral
beam characteristics were shown. However, the technology of
all DFB devices is inherently complex, because it involves a
re-growth step. Unlike a DFB laser, the Bragg mirrors in a
DBR device can be etched through the cap layer and thus do
not require regrowth.

1. C-DBR laser design and formalism

This presentation represents an update on the theoretical anal-
yses and experimental assessments of prototype devices in
a curved-groove DBR (c-DBR) configuration that supports
single-mode and self-focusing operation. The c-DBR configu-
ration has the potential of combining the high-power capability
of a broad-stripe device with the spatial and spectral control
provided by an appropriately designed curved grating struc-
ture [1–3].

A simplified schematic of a c-DBR laser is shown in Fig. 1.
The confocal device geometry causes the output emission in
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Fig. 1. Simplified schematic of the c-DFB laser and calculated in-
tensity distribution near the focal point.

the plane of the p-n junction to be focused at a focal point that
is defined by the grating curvature. Theoretical studies of c-
DBR structures have shown that the spectral properties of these
lasers are the same as for the conventional DBR-laser with the
same coupling parameter and length. It was predicted that a
diffraction grating with curved-grooves could be designed to
concentrate the output emission to a focus that is predetermined
by the curvature of the grating. Fig. 1 shows the calculated
intensity distribution in plane of p-n-junction near the focal
point of a c-DBR laser.

2. Beam focusing mechanism

We have also obtained significant results concerning the param-
eters affecting the focal distance and beam-waist size which is
one of the main goals of our ongoing research. According to
our results to date, the c-DFB/c-DBR laser design allows ad-
justment of the structural parameters to obtain the beam prop-
erties necessary for different applications. For example, one
can have a minimal beam waist size and short focal distance
for coupling with single-mode optical fibres or long beam waist
for frequency conversion in nonlinear crystals.

According to our theoretical investigations there are three
main mechanisms defining the beam waist size of the c-DFB/c-
DBR laser diode:
1. Paraxial beam focusing due to the cylindrical symmetry of
the laser resonator. For this focusing mechanism (similarly to
conventional optical lens) beam waist size is proportional to the
ratio of focal length ρ0/n to the effective width of the grating
W1 [2,3] and, hence, defined by the numerical aperture NA of
the device.
2. Focus “smearing” due to refraction of the cylindrical laser
beam on the planar output facet of the device. This effect is
negligible for the paraxial beams (small NAs) and significant
beyond the paraxial limit [2, 3].
3. Beam focusing due to the spectral selectivity of the curved
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Fig. 2. Illustration of focusing of the multi-mode laser beam for the
conventional DBR and for the c-DBR laser diode.
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Fig. 3. Beam waist size of the 0.1nm linewidth c-DBR laser with
100 µm output facet due to paraxial beam focusing (solid), quasi-
paraxial beam smearing (dash) and “spectral” focusing (dash-dot).

grating. In the conventional broad-area laser diode, multiple
lateral modes have different beam curvatures due to different
mode divergence with (Fig. 2a). This makes focusing of the
multimode laser beam inefficient. In the c-DBR resonator, all
the modes of distributed feedback nature have the same beam
curvature that stems from the cylindrical symmetry of the de-
vice (Fig. 2b). Moreover, non-cylindrical propagation of the
beam in a c-DFB/c-DBR resonator causes a change in the effec-
tive Bragg period of the cylindrical grating with distance and,
hence, decrease of the reflection from the Bragg mirror. Com-
petition of the spectral line broadening with spectral selectivity
of Bragg reflector defines the beam waist size.

Fig. 3 represents the results of calculation of the beam waist
size of the 0.1 nm linewidth c-DBR laser with 100 µm output
facet defined by the paraxial beam focusing, quasi-paraxial
beam smearing and “spectral” focusing.

3. The experiment

Curved-grating distributed-Bragg-reflector lasers operating at
a wavelength of 860 nm were fabricated from a GaAs/AlGaAs
double quantum well structure. The third-order (385 nm pe-
riod) c-DBR gratings were defined by e-beam lithography and
dry-etched to a depth of 0.6 µm (estimated coupling strength
κ = 17.5 cm−1). AR coated devices exhibited a threshold
currents of ∼1.2–1.7 A being the function of laser aperture
and, hence, pumping area. The thresholds were high due to
the broad pumping area and because only a third of the device
was pumped, and the two passive c DBR sections suffered high
absorption loss.

Fig. 4 represents the near-field transformations measured
from the c-DBR laser diode with output facet 100 µm and
focal length 0.8 mm at threshold and above threshold. This
figure demonstrates that the beam waist size can be focused to
∼15–20 µm. Comparison of near-fields and emission spectra
on Figs 4a and b support the predicted feature of the “spectral”
focusing of the output beam in a c-DBR laser.
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Fig. 4. Near-field distributions from c-DBR laser diode with output
facet of 100 µm and focal length 0.8 mm at threshold and above
threshold.

We believe that improvement of the c-DBR laser aperture
and grating coupling strength together with reductions in the
extent of the unpumped regions will enhance further the lasing
efficiency and grating focusing effect and facilitate efficient
direct coupling of the c-DBR laser radiation to single-mode
optical fibers.

Summary

In this paper evaluations of distributed feedback laser diodes
having a “curved-groove” diffraction grating (c-DBR) to pro-
duce enhanced spectral and spatial characteristics are descri-
bed. Spectral and spatial characteristics of the c-DBR laser
diodes were studied both theoretically and experimentally.
Beam focusing and the effects of different structure parameters
on beam focusing were also investigated.
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Abstract. ZnSSe/ZnMgSSe MQW structures were grown by molecular beam epitaxy on GaAs substrates.
The band gap of ZnMgSSe barriers was approximately 3 eV at room temperature. Cathodoluminescence,
X-ray diffraction, optical, scanning electron beam and atomic force microscopy were all used for structure characterization.
Decay of the ZnMgSSe solid solution in at least two phases was observed. Improvement in the quality of the crystal lattice
and surface morphology was achieved by mismatching the ZnMgSSe from the GaAs substrate by increasing the lattice
period by 0.5 %.

Introduction

To obtain blue (455 – 465 nm) lasers in MQW structures it is
necessary to use compounds with a wide band gap. ZnMgSSe
withEg ∼ 3.0 eV is a suitable material for barrier layers while
ZnSSe or ZnSe may be used as the QW material in the blue
spectral range. ZnMgSSe has been used in injection lasers
emitting in green (525 – 535 nm) but as cladding layers for
the formation of waveguides mainly [1]. An attempt has been
made to apply this alloy for the blue range also [2]. They have
found a big problem relating to p-type doping for ZnMgSSe
with high Mg and S content. However, with optical or electron
beam pumping, undoped ZnSSe/ZnMgSSe structures can be
used for vertical cavity surface emitting lasers (VCSEL). This
type of laser can be used for large screen projection display as
well as a light source for rear projection television [3]. Another
alternative is to use an external cavity mirror to transform a
high efficiency GaN-based laser diode into high quality blue
laser [4]. UV laser emission is also possible using intracavity
second harmonic transformation.

A significant issue using ZnMgSSe with high Mg and S
content is that the crystal lattice in solid solution is predicted
to have extended instability and immiscibility regions at typ-
ical MBE growth temperatures [5]. According to this predic-
tion, the ZnMgSSe composition matched to GaAs and having
Eg ∼ 3.0 eV is in the region of its metastable phase and is
close to the instability region boundary. Unfortunately, only
a few experimental efforts have studied this problem [6-8].
These results were insufficient to support using wide band gap
ZnMgSSe compounds in VCSEL structures. This work stud-
ies undoped molecular beam epitaxy grown ZnSSe/ZnMgSSe
MQW structures suitable for lasers with resonant periodic gain.
The main purpose of this study is to find the growth conditions
necessary to obtain intense blue emission at RT.

1. Experimental

Periodic ZnSe/ZnMgSSe and ZnSSe/ZnMgSSe MQW struc-
tures were grown by MBE on GaAs substrates misoriented by
3◦ or 10◦ from (001) to (111)A. The period was equal to λ/N
where λ is the desired laser wavelength and N is the average
refractive index along the period. Several different structures
were grown having from 5 to 30 periods. The MQW region
was grown on a 60 nm thick ZnSe buffer. The QW thickness
was about 6 nm and the ZnMgSSe barrier had a band gap of

about 3 eV at room temperature (RT). These structures were
completed with a ZnMgSSe layer equal to the thickness of
the ZnMgSSe barrier layer and was followed by a 6 nm thick
ZnSe cap layer. The ZnMgSSe lattice period was close to that
of GaAs substrate although not precisely matched. The growth
was carried out in an MBE chamber of TSNA–18 set-up (Rus-
sian setting). The substrate temperature was 280 ◦C.

As-grown structures were studied by cathodoluminescence
(CL), photoreflection (PR), X-ray diffraction, optical micro-
scope, scanning electron microscope (SEM) and atomic force
microscope (AFM). CL was measured at T ≈ 14 K and RT,
electron energy Ee = 3, 10 and 30 keV, continuous current
Ie = 1 µA and e-beam spot diameter de = 1 mm. Graphite
monochromator and CuKα emission were used for the X-ray
diffraction study.

2. Results and discussion

Low temperature CL spectra of the structures with differentEg
and having a close lattice period to that of GaAs are presented
in Fig. 1. At Eg < 3 eV (about 2.9 eV at RT) the intensity
of the QW emission is noticeably higher than the ZnMgSSe
emission which has only one narrow line. This demonstrates
adequate transport of nonequilibrium carriers into the QWs.
At Eg > 3.1 eV (about 3 eV at RT), the ZnMgSSe emission
is evidenced by two or more broad lines, whereas the QW
emission line intensity is small and the additional emission
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Fig. 1. CL spectra of different ZnSSe/ZnMgSSe MQW structures
at T < 14 K, Ee = 10 keV.

114



LOED.21p 115

nm

60

0
µm

µm
1.6

0.8

0

0.8

1.6

Fig. 2. AFM image of surface defects of a ZnSe/ZnMgSSe MQW
structure.

appears in the range between the ZnMgSSe emission lines and
the QW emission line. In the range from 3 eV to 3.1 eV,
the ZnMgSSe may have one or more lines depending on the
stoichiometry of the molecular flows and lattice mismatching.
In this instance carrier transport becomes noticeably worse.

The surface of the structures may be mirror-like, especially
at Eg < 3 eV. Surface defects resemble a double pyramid
as seen in the AFM image in Fig. 2. The cross section SEM
image of a pyramid is presented in Fig. 3. In this structure, the
pyramid grows from the GaAs–ZnSe interface, however, some
structures show pyramids of various sizes propagating from
the internal interfaces. A proliferation of pyramids is observed
with increasing of the lattice period. Pyramid concentrations
of higher than 105 cm−2 leads to a decrease of intensity of all
CL spectra lines.

All ZnMgSSe structures with Eg > 2.9 eV at RT found by
X-ray diffraction analysis shows two or more diffraction peaks.
This demonstrates that the structure decays in two or more
phases having different compositions and/or different elastic
deformation. The intensities of the diffraction peaks remain
comparable to samples with different pyramid concentrations.
This is interpreted to mean that the decay is not due to pyramid
formation. One of the peaks occurs in the diffraction pattern
for all structures. A relaxed crystal phase corresponding to
this peak have a larger lattice period by about 0.24 % than that
of GaAs. If the ZnMgSSe composition is close to the 0.24 %
mismatch then the phase has a narrow diffraction peak and
shows tetragonal and monoclinic deformation. For structures
matched to GaAs or having a negative mismatch, the diffrac-
tion peaks become wider and the quality of the crystal lattice
worsens as a whole in comparison with structures under small
compressive strain.

We can therefore conclude that ZnSe/ZnMgSSe structures
with Eg > 2.9 eV at RT have characteristics unsuitable for
lasers. The main reason is the decay of ZnMgSSe solid solu-
tion in several phases because of its low thermodynamic sta-
bility [5]. However, we believe that the most stable lattice
can be found with a composition of (ZnSe)1−x(MgS)x . At
small values of x, the lattice period should be close to that of
ZnSe. Therefore, we believe that a stable phase with 0.24 %
mismatching observed by X-ray diffraction has just this com-
position. Unfortunately, the (ZnSe)1−x(MgS)x layer will be
relaxed if its thickness exceeds the critical value due to rela-
tively large mismatching. This relaxation results in the forma-

ZnSe/ZnMgSSe

ZnSe-buffer

GaAs-substrate

Fig. 3. SEM image of cleaved (1-10) surface of a ZnSe/ZnMgSSe
structure.

tion of twins and dislocations with preference along the (111)
crystal planes. Therefore, we observed only a minimal im-
provement in the luminescence characteristics for structures
with ZnMgSSe compositions close to (ZnSe)1−x(MgS)x . Bet-
ter results may be achieved by using ZnSe substrates.

3. Conclusion

The decay of ZnMgSSe solid solution with Eg ≈ 2.9 eV at
RT in two or even more phases has been observed. This decay
leads to a significant decrease in the transport of nonequilib-
rium electrons and holes generated in the ZnMgSSe barrier
layers to the QWs in the ZnSe/ZnMgSSe MQW structures.
Improved quality of the crystal lattice is achieved by mismatch-
ing the ZnMgSSe from the GaAs to a larger lattice period by
0.24 %. Intense cathodoluminescence may be obtained with
the ZnMgSSe composition having Eg ≈ 2.85 eV at RT.
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Light matter interaction effects in quantum dot microcavities
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Engineering the interaction of light with matter allows one to
tune important properties of solids like e.g. the spontaneous
emission rate or the spontaneous emission coupling factor into
a laser mode. In the frame of cavity quantum electro dynamics
light matter interaction phenomena are divided into weak and
strong interaction effects. Weak interaction effects result e.g. in
an enhancement of the spontaneous emission rate of an emitter
in a cavity when on resonance with the cavity modes. Strong
interaction effects can be observed when the rate describing
the coupling of the emitter and the light becomes stronger than
dissipative processes in the system. Then emission becomes a
reversible process.

We have investigated weak and strong coupling effects in
semiconductor microcavities with InGaAs quantum dots. The
cavities are based on undoped GaAs/AlAs VCSEL structures
from which micropillars with diameters between 1.0 µm and
4 µm are realized by reactive etching. In combination with
the vertical optical confinement the etching of pillars allows to
obtain discrete photon modes. The microcavities have qual-
ity factors Q of about 5.000 to 35.000Q which correspond to
photon cavity lifetimes between 2 and 18 ps. The quantum dot
energy range has been optimized in order to locate only indi-
vidual a small number of exciton transitions close to the cavity
resonance. By using low excitation powers these structures
can therefore be used to investigate the interaction of a single
quantum dot exciton with vacuum field fluctuations. In the
weak coupling regime we observe e.g. an enhancement of the
exciton and biexciton emission probability due to the Purcell
effect.

By using dots with large dipole moment we observe clear
anticrossing effects due to strong interaction of QD excitons
with vacuum field fluctuations characterized by a vacuum Rabi
splitting of up to 140 µeV. The anticrossing is investigated by
using temperature tuning, which allows one to move individual
quantum dot excitons into resonance with the cavity mode.
In addition to anticrossing effects of the dispersion relations
of exciton and cavity mode we observe an exchange of the
emission linewidths and of the intensities of the cavity mode
and the single quantum dot exciton transition, as expected for
strong coupling.

Investigations of a number of different cavities with typical
diameters of 1.5 to 2 µm yield a wide variety of strong cou-
pling situations. We observe e.g. sequential strong and weak
coupling effects by two different single dot excitons as well
as several sequential strong coupling effects in micropillars.
Of particular interest are cases in which the cavity is seen to
strongly interact simultaneously with two quantum dots with an
energetic separation below the cavity linewidths. This results
in coherent coupling of both excitons with the mode character-
ized by a particularily large vacuum Rabi splitting (250 µeV).

At higher excitation powers interaction effects between
quantum dot excitons and cavity fields represented by one or
more photons are investigated. Here we observe for exam-
ple lasing in micropillars with < 50 quantum dots as well as
indications for single dot related effects in lasing.
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Fabrication and optical properties of 2D PhCs with active area based
on InAs/InGaAs QDs
A. V. Nashchekin, E. M. Arakcheeva, S. A. Blokhin, M. V. Maximov, E. M. Tanklevskaya, O. A. Usov,
S. A. Gurevich, S. G. Konnikov, N. N. Ledentsov, A. E. Zhukov and V. M. Ustinov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A two-dimensional photonic crystal with hexagonal lattice of air-holes is patterned into an active planar
waveguide containing InAs/InGaAs quantum dots. Variable-angle reflectivity method is used to map out the photonic band
structure. Specific for photonic crystals inflection points are revealed in optical reflectance spectra. Photoluminescence
measurements are performed in the same geometry. Peculiarities in photoluminescence spectra are in a good agreement
with those at the reflectivity spectra.

Introduction

Photonic crystals (PhCs) are compounds with spatially pe-
riodic dielectric function and lattice periods compared with
wavelength of propagating light. In such structures Bragg-
scattering of electromagnetic waves leads to the formation of
the photonic bands (PB). The engineering of PhCs permits to
control the spontaneous emission, light propagation and offers
enormous potential for optoelectronic device application such
as lasers, light emitting diodes and photonic integral circuits.

We describe optical properties of 2D PhCs with active area
based on InAs/InGaAs QDs. PhCs are fabricated by using
electron lithography and reactive ion etching [1]. A 2D hexag-
onal lattice of air-holes is etched in a planar GaAs-AlGaAs
waveguide with QDs. The optical properties of PhCs are ex-
perimentally analyzed by external coupling reflectivity spec-
troscopy and angle-resolved photoluminescence. The TE and
TM polarized light reflection is measured in � − K direction
of Brillouin zone and used to map out the PB structure [2,
3]. Photoluminescence measurements performed in the same
geometry show good agreement with the results obtained by
reflectivity studies.

Technology

The technology of mesa fabrication included optical and elec-
tron beam lithography, wet chemical etching and reactive ion
etching (RIE).

First, the whole structure was etched down to the substrate
except 300×300 µm2 square areas. A mask for RIE of mesas

M

KΓ

Fig. 1. SEM image of the PhC with period 1 µ and holes diameter
600 nm.

was formed on the surface of each square area by deposition
of a thin Ni layer (20 nm), followed by spinning-on positive
electron resist (PMMA) with thickness as large as 350 nm and
electron lithography process. Argon etching of the Ni layer
was applied after PMMA development. This procedure is re-
quired because of low durability of the PMMA to the reactive
ion etching. Further, RIE was used for drilling the active region
in GaAs through the Ni mask. In such a way, hexagonal pho-
tonic structures with set of the geometrical parameters with pe-
riod 600–1200 nm, hole diameters 360–700 nm were obtained.
The etching was done through the active region (etching depth
500 nm) with very good verticality of the walls. A typical SEM
image of PhC is shown in Fig. 1. The air-hole radius is equal
to 0.3 times the lattice period.

Experimental results and discussion

Figures 2(a) and 3(a) show variable-angle reflectivity spectra
for TM and TE polarized light incident along the �−K orien-
tation in the angle range 5◦−35circ for the sample with period
1170 nm and hole diameter 670 nm. The variable-angle re-
flectance was measured in the spectral range 1000–1600 nm.
By varying the angle of incidence light along symmetry direc-
tion at selected frequency we can match the parallel wave vector
of incoming beam to those of photonic mode propagating in
the plane of the sample.

Due to coupling between discrete irradiated modes of PhCs
and continuum incidence beam a corresponding Fano-type res-
onance structure appears in reflectance. This inflection points
are used to map out the PB structure. The experimental PB
structures are partially confirmed by plane wave (truncated to
361 plane waves) transfer matrix method calculations, used for
analyzes of experimental data (Fig. 2(b) and Fig. 3(b)). The
presence of the oxide layer (with refractive index 1.5 and thick-
ness about 30 nm) on the inside surfaces of the holes was taken
into account in calculation. This oxide layer lowers the average
index of the lattice and shifts the calculated band structure to
higher energy.

The photoluminescence spectra were measured in the reg-
istration angle range from 5◦−35◦ at room temperature for
reference (without PhCs) and PhC samples. The structures
were optically pumped by Ar+ laser (514 nm) with power den-
sity 630 W/cm2. For the PhC structure the emission exhibits
features, which are not observed in PL spectra of the refer-
ence sample (Fig. 4). These peculiarities correlate with the
resonances observed in the reflectivity spectra. We think that
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Fig. 2. Angle-variable reflectivity of the PhC (a) and calculated
photonic bands (b) for TM polarization.

the features at PL spectra are due the overlap of high density
dielectric modes with active material in the PhC structure.

Conclusions

The technology of fabrication of 2D PhCs employing InAs/
InGaAs QDs as active material has been developed. Obtained
photonic structures have been characterized by optical meth-
ods. The experimental variable-angle reflectivity and photolu-
minescence results in the selected 1000–1600 nm wavelengths
range were found to be in a good agreement with photonic
band dispersion obtained by using numerical calculations by
transfer matrix method.
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Quantum beats between quantum well polarization states
in semiconductor microcavity in magnetic field
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Abstract. The spin properties of quantum well excitons in the active layer of a planar microcavity have been analyzed using
pump-and-probe technique in a wide range of magnetic fields normal to the cavity plane. When exciting the cavity
polaritons with linearly polarized ps pulses the differential transmission (DT) spectra show time oscillations both in the DT
signal and spectral position of lower polariton (LP) states. The oscillations in the DT signal and energy gap between σ+ and
σ− LP components are shown to be controlled by rotating the LP polarization plane due to the difference in the σ+ and σ−

LP energies. The oscillation period is inversely proportional to the magnitude of the magnetic field and coincides for the DT
signal and energy gap whereas the phases of their oscillations differs from each other by π/4. The decay time of quantum
beats decreases with excitation density due to an enhanced interparticle scattering.

Introduction

The investigation of the spin properties of electrons and ex-
citons has become a main focus of the semiconductor nanos-
tructures research. The interest arises due to much longer spin
coherence as compared to the conventional charge degrees of
freedom [1–4]. This opens perspectives for a fundamental re-
search and possibly also for future applications in the field of
quantum information processing [5]. One of the system with
the promising perspectives is excitons in quantum wells (QW)
embedded in a planar microcavity (MC). Strong coupling be-
tween QW excitons and a high finesse cavity mode results in
formation of quasi-two-dimensional excitonic polaritons [6]
with an extremely small effective mass and an unique disper-
sion law resulting in a variety of interesting nonlinear effects.
Because of the promising perspectives the spin properties of
excitons in the strong coupling regime in semiconductor mi-
crocavities require more extensively investigations.

Here we study excitons in QWs embedded in the active layer
of a high finesse planar microcavity in magnetic field normal to
the cavity plane. Magnetic field splits polaritons into circularly
polarized σ+ and σ− states. Excitation of the cavity polaritons
with linearly polarized picosecond pulses with a pulse spectral
width exceeding Zeeman splitting of LPs results in the coher-
ent superposition of the two (σ+ and σ−) oscillators where
the relative phase changes with time due to difference in the
oscillator frequencies. In this work we use pump-and-probe
technique to test the time behavior of photoexcited polariza-
tion states and to control spin properties of the photoexcited
system. That allows us to observe the quantum beats between
polarization states split by magnetic field and to determine the
spin decoherence time.

1. Experimental details

The sample is a microcavity structure grown by a metal or-
ganic vapor phase epitaxy. It consists of two Bragg reflectors
with 17(20) repeats of λ/4 Al0.13Ga0.87As/AlAs layers in the
top(rear) mirrors and 3/2λ GaAs cavity that contains six 10-
nm thick In0.06Ga0.94As/GaAs QWs. Rabi splitting of coupled
exciton-cavity modes is � ≈ 6 meV. The sample was placed
into the magneto-optical cryostat at temperature of 2 K. Mag-
netic field was orientated normal to the cavity plane.

Pump-and-probe experiments were performed in transmis-

sion geometry using a mode-locked Ti:Sapphire laser. The
duration of the probe pulse of 100 fs corresponds to a spectral
width of∼ 25 meV. The probe beam was directed normal to the
MC probing the polariton population at k = 0. The pump beam
excites the sample under an angle of 15◦ relative to the cav-
ity normal (lateral wavevector k = 2.1 · 104 cm−1).The pump
pulse was spectrally tailored using a grating and a slit for selec-
tive resonant excitation into the LP mode at chosen angle and
had a duration of∼ 1 ps at a spectral width of∼ 2.5 meV. Both
beams were focused onto the same spot of the sample, having
a diameter of roughly ≈ 50µm. The transmission signal was
spectrally analyzed by a monochromator with a spectral resolu-
tion of≈ 30µeV and detected by a liquid nitrogen cooled CCD
camera for various delay times (τd = tprobe − tpump) between
probe and pump.

2. Experimental results

The time dependence of the DT signal at the LP energy recorded
at magnetic field of 5T under co-linear and cross-linear polar-
izations of the pump and probe pulses is illustrated in Fig. 1 for
low (c) and high (d) pump powers. At low excitation power the
DT signal shows well pronounced time oscillations in the inten-
sity both in co- and cross-linear polarizations. With increasing
excitation power the oscillations become less pronounced(see
Fig. 1d). This occurs due to an increased scattering in the dense
system. Fig. 1c shows as well that the oscillations in geome-
tries of co- and cross-linear pump and probe polarizations are
in antiphase.

In addition to the changes in the transmission signal the
pump pulse causes changes in the polariton energies. The
changes are observed in the energies of both upper polari-
ton (UP) (Fig. 1a, b) and LP (Fig. 1e, f) branches. Fig. 1a
shows that the pump pulse results in ∼ 20µeV red shift in
the UP energy. The shift decreases exponentially with τd with-
out any marked oscillation. In contrast, both σ+ and σ− LP
lines exhibit well pronounced oscillations resulting in oscilla-
tions in the energy gap between σ+ and σ− LP components,

, shown in Fig. 1e. The oscillation period is equal to that in
the DT signal whereas its phase is different. A comparison of
oscillations in Figs. 1c and e shows that the lagging is equal
to −π/4 both for co-linear and cross-linear pump and probe
polarizations.
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Fig. 1. Experimental dependencies of UP line shift (a, b),integral
DT signal of the LP line (c, d), and energy gap between σ+ and
σ− LP components (e, f) on τd . The left and right panels display
the dependencies recorded at 130 and 260W/cm2 excitation density,
respectively. Open and full symbols correspond to co- and cross-
linear configurations of the pump and probe polarizations.

Experiments in a wide range of magnetic fields have shown
that the oscillation period decreases with magnetic field∝ 1/B
Fig. 2. No oscillations are observed in the DT signal at zero
magnetic field. Quantum beats appear in magnetic field and
can be measured at B � 0.5T.

3. Discussion

Comparison of the magnetic field dependence of the oscilla-
tion frequency with the energy gap 
 between σ+ and σ−
LP components in Fig. 2 shows that 1/T coincides with 
.
This indicates the correlation between the observed quantum
beats and Zeeman splitting of LP components. The linearly
polarized pump excites the linear combination of σ+ and σ−
states, |x〉 = (|x + iy〉 + |x − iy〉)/2. The difference in the
energies of σ+ and σ− states results in a linear increase of
phase difference between these state with delay time equal to
φ = τd
/h̄, which leads to the rotation of linear polarization
of the photoexcited |x〉 state with a period of T = 2πh̄/
.

At low pump powers the non-linear response of the cav-
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Fig. 2. Inverse quantum beats oscillation period (circles) as a func-
tion of the magnetic field in comparison with the energy gap between
σ+ and σ− LP components (squares) extracted from the transmis-
sion spectra.

ity is mainly determined by photoexcited excitons trapped in
localization sites. Due to the Pauli-blocking these electron-
hole pairs enhance the DT of the cavity [7]. The difference
in the absorption of |x〉 and |y〉 polarized light is connected
with the fact that the selection rules allow the light induced
transition from the excited to ground state only for the light
with the same polarization. That means that the DT signal os-
cillation for the |x〉 and |y〉- polarized pump is proportional
to 〈x|(|x + iy〉 exp(iφ(t)) + |x − iy〉) ∝ + cos(φ(t)) and
〈y|(|x + iy〉 exp(iφ(t)) + |x − iy〉) ∝ − cos(φ(t)), respec-
tively. That explains the occurrence of quantum beats in the
DT and the opposite phase of the oscillation in co- and cross-
linear polarizations.

The oscillations in energy gap between Zeeman compo-
nents are related with a renormalization of transition energies.
The latter appears due to the interference of exciton polariza-
tion and the probe electric field and depends both on the x
and y components of the exciton polarization. The phase shift
between them leads to the lagging between DT signal and tran-
sition energy oscillations.

The decay of DT signal is determined by two characteristic
times namely, recombination time τ and spin coherence decay
time τcoh

Ico/cross ∼ exp(−τd/τ)± exp(−τd/τcoh) · cos(2πtd/T ) .

The time τ determines the decay of the signal whereas τcoh
describes the decay of oscillations. This expression describes
the experimental dependence very well in the whole range of
τd = 5–50 ps. That allows us to determine both τ and τcoh:
τ ∼ 30 ps and τcoh ∼ 10 ps.
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Resonant Rayleigh Scattering of light by semiconductor
microcavity
M. V. Lebedev, A. A. Demenev and V. D. Kulakovskii
Institute of Solid State Physics RAS Chernogolovka, Moscow distr., 142432, Russia

Abstract. Experimental study of Resonant Rayleigh Scattering of light by a semiconductor microcavity was carried out on a
double cavity sample. The shifts of RRS lines spectral positions with sample rotation demonstrate clearly polariton
dispersion. The shape of the lines depends strongly on the position of the excitation spot on the structure surface and
temperature. The treatment of experimental data in terms of Fano quantum mechanical interference between a discreet state
and continuum gives a direct method to study polariton scattering probabilities.

Introduction

Resonant Rayleigh Scattering (RRS) of light by semiconduc-
tor quantum well structures attracted much attention recently
and turned out to be a powerful tool for study random potential
fluctuations in quantum wells [1–4] and microcavities [5–7].
Rayleigh scattering is an elastic scattering process, that is en-
ergy of the scattered photon is not changed by the scattering
medium but the direction of its propagation differs from that
of the incoming one. The RRS process is closely connected
to resonance luminescence, because it can be understood as a
resonant absorbtion of a photon followed by its reemission in
a different direction. The main feature of the RRS is its coher-
ent character which means that the phase correlation between
incoming and outgoing light is conserved during the scattering
process. Light in microcavities (MC) interacts usually strongly
with excitons in quantum wells embedded in a MC forming a
new elementary excitation, the so called cavity polariton. In
the case when the incoming and outgoing photons belong in-
side the MC to polariton dispersion curves the overall scattering
process may be treated in terms of RRS of cavity polaritons [8].
In a more general case the photons taking part in a scattering
process may not belong to polariton dispersion curves, so that
RRS of light can not be regarded as polariton-polariton RRS.
Just this case is analyzed in the present work. We show that
RRS of light in a MC gives a possibility to study polariton dis-
persion, random potential fluctuations and polariton-phonon
interaction in a rather simple way and at very low excitation
levels. Our experimental measurements carried out on a dou-
ble MC structure demonstrate a variety of RRS spectra all of
which can be described into a common frame of Fano theory
of quantum mechanical interference between a discrete state
and a continuum [9]. The main advantage of such description
is the ability to characterize the complicated disorder in a MC
and polariton-phonon interaction with only three parameters,
which determine the shape of the Fano antiresonance curve,
namely the background scattering level, polariton damping and
Fano parameter q. All this parameters can be directly deter-
mined from the fitting of experimental spectra and have clear
physical meaning.

1. Experiment

Measurements were carried out on a double MC GaAs/AlGaAs
structure at helium temperatures under resonant broad band
illumination of the sample by a cw light emitting diode (LED).
The light of the LED was well collimated and the scattered

light was detected with high spectral and angle resolution by
means of a Ramanor U 1000 spectrometer and a CCD camera.

2. Experimental Results

The RRS spectrum demonstrates sharp spectral lines corre-
sponding to different polariton modes excited in the sample.
The shape, intensity and spectral positions of this lines depend
on the angles of excitation and observation. Shape and intensity
are in addition strongly dependent on the position of the excita-
tion spot on the crystal surface. When rotating the sample, we
observe shifts of the spectral positions of RRS lines accompa-
nied by the change of their intensities and shapes. The origin
of this shifts is polariton dispersion. Fig. 1. shows the polari-
ton dispersion curves of our double cavity structure measured
from RRS lines positions when rotating the sample.

The two modes labeled MC1 and MC2 corresponding to
polaritons of two cavities of our double cavity structure are
clearly seen. The additional mode lying between the MC1 and
MC2 modes demonstrates splitting. This mode is the closest
one to the unperturbed exciton level of quantum wells and under
certain conditions the corresponding RRS line demonstrates a
typical asymmetric shape known as Fano antiresonance (see
Fig. 2). The shape of the Fano antiresonance curve is deter-
mined by only three parameters, namely the background level,
the polariton damping constant and Fano parameter q, which
is proportional to the ratio of scattering probabilities of the in-
coming photon into discreet spectrum state and a continuum of
states. The discreet state corresponds in our case to the cavity
polariton mode, while the continuum of states is excited due to
nonresonant Rayleigh scattering of light on the surface of the
structure and in the Bragg reflectors.

The Fano antiresonance curve of the RRS exhibits a dis-
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Fig. 1. Polariton dispersion measured from the RRS lines positions.
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tinct temperature dependence (see Fig. 2) and changes with
displacement of the excitation spot on the crystal surface. This
finds a natural explanation in terms of increasing of polariton
damping and alteration of the parameter q, which should de-
pend strongly on the local random potential fluctuations. The
sign of this parameter determines the phase shift of the scat-
tered light and sign inversion is accompanied by the inversion
of the antiresonance curve. We do observed the RRS line shape
inversion under certain experimental conditions. Temperature
increase leads to reduction of the absolute value of the Fano
parameter (see Fig. 3).

By scanning the sample surface with the excitation spot
one can get out the map of polariton damping and polariton
scattering probability in the structure. This is a direct method
of sample quality characterization, which may be useful for
applications. This method can be used to study random poten-
tial fluctuations directly under conditions of experiment, that is
when the sample is positioned into the cryostat, cooled down to
helium temperatures and excited with some laser beam. This is
important, because random potential fluctuations may be very
sensitive to temperature, cooling down regime and additional
excitation of the sample. Our measurements showed that the
RRS scattering by the MC changes when additional over barrier
excitation of the sample takes place. This may play important
role for polariton relaxation investigations.

3. Discussion and conclusions

Our results show that the concept of Fano quantum mechani-
cal interference gives a convenient frame for describing RRS of
light in microcavities. The main advantage of this description
is a possibility of direct determination of polariton scattering

probabilities from experimental spectra. This opens a new way
for investigation polariton relaxation, random potential fluctu-
ations and polariton-polariton scattering in MC. The most in-
triguing is the ability to observe RRS of light in the presence
of a macrooccupied polariton mode inside the cavity. One can
expect to find at this conditions an increase of the scattering
probability from the initial polariton state to the macrooccupied
one due to bosonic nature of polaritons. All our measurements
were carried out at very low excitation levels (our LED had an
integral output power less than 0,5 mW) and the RRS process
itself does not leads to crystal excitation. This gives a possi-
bility to measure polariton dispersion in a rather simple way at
a certain place of the sample without disturbing the polariton
distribution formed with excitation by a powerful laser. This
can be used in studying of nonequilibrium polariton dynamics
which may be accompanied by renormalization of the polariton
dispersion curve .
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Abstract. The photonic bandgap structure of synthetic opals has been investigated by measuring optical
polarization-resolved diffraction patterns and polarization- and angle-resolved transmission spectra. For special
crystallographic directions, we found that the intensity of both diffracted and transmitted light strongly depends on
polarization. The transmission spectra are discussed in terms of the two-band mixing formalism for the Bloch states in a
photonic crystal. The measured energy positions of the photonic bandgaps were found to be in good agreement with the
calculated data.

Introduction

Photonic crystals [1] have attracted close attention owing to
possible complete band gap that were predicted to exist in
three dimensional structures. The complete photonic band
gap occurs when photons of a particular energy cannot prop-
agate through the structure for all directions and all polar-
izations. Whereas much effort has been made to investigate
the photonic bandgap for different spatial directions, there are
only few papers devoted to polarization-resolved spectroscopy
of photonic bandgaps [2–4]. As a result, available experi-
mental data are rather poor and their interpretation is incom-
plete. This work is aimed at settling this problem by measur-
ing the polarization-resolved optical diffraction patterns and
polarization- and angle-resolved transmission spectra of syn-
thetic opals. We found strong anisotropy in intensity of the
diffracted and transmitted light with different polarizations
along special crystallographic directions. The polarization-
resolved transmission spectra are discussed in terms of the
two-band mixing formalism [5] for Bloch states in a photonic
crystal taking into account the relative orientation of different
crystallographic planes {hkl} in the opal structure.

1. Experimental

Opals are made up of uniformly sized amorphous silica
(α-SiO2) spheres closely packed in rather perfect hexagonal
growth layers (111) forming twinned fcc structure. All sam-
ples were of high quality, well characterized and oriented pre-
viously [6, 7]. The selected diameter and scanning path allow
us to investigate the light coupling to (111), (1̄11), (200), and
(020) planes in the measured spectral range of 365–825 nm (a
Shimadzu UV-3100 spectrophotometer) [7]. An opal sample
was fixed at the center of a spherical cell. To minimize dif-
fuse scattering of light from the sample surface of the sample,
the latter was immersed in a mixture of propylene-glycrol and
water (nopal/nliquid ≈ 0.98).

The transmission spectra were investigated experimentally
[7, 8] by varying the angle of incidence q onto the sample along
different paths Lg → K → L, Lg → U → X and Lg → W

on the Brillouin zone (BZ) surface of the fcc crystal lattice
(Fig. 1a). In diffraction experiments (Fig. 1b), a translucent
frosted glass screen was placed in between the sample and the

light source (Ar-laser, λ = 514 nm). A detailed description of
the optical setup can be found elsewhere [6].

2. Results and discussion

The transmission spectra show characteristic deeps (Fig. 2) cor-
responding to the photonic bandgaps and a pronounce variation
in the position and the intensity of the deep minima with the
angle θ (see Fig. 1). Moreover, strong anisotropy in intensity
of the transmitted light was reported [7, 8] for polarizationsE‖
and E⊥ which are parallel and perpendicular to the scanning
plane S respectively. Only for theG→ L incidence direction,
the transmission spectra are nearly polarization independent
(T‖ ≈ T⊥). The most pronounce polarization dependence is
clearly seen for the G → K incidence. Experimentally ob-
served differential transmissivity T‖ − T⊥ changes its sign be-
ing positive in the energy range of the {111} photonic bandgap
and negative in the energy range of the {200} bandgap.

To describe the transmittance spectra observed we devel-
oped a theoretical model with an allowance of the fact that the
samples under study are characterized by low dielectric con-
trast between silica spheres and the immerse liquid. In such a
case, it is possible to simplify the approach [5] based on the
two-band mixing formalism for the Bloch states in a photonic
crystal and discuss the problem in terms of the effective in-
dex of refraction of the crystal. This index obeys the formula
similar to the Lorentz one and shows resonant behavior due to
Bragg diffraction of light from the appropriate crystal planes.
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Fig. 1. (a) The BZ for the fcc crystal lattice and the scanning plane S
for the Lg → K → L path. The incidence angle θ is shown.
(b) Sketch of the diffraction experiments setup.
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Fig. 2. Measured transmission spectra at θ = 0◦ (a) and 40◦ (b) and
calculated spectra for θ = 0◦ (c) and 40◦ (d). Solid (dashed) lines
correspond to the E⊥ (E‖) polarization.

The imaginary part of the refractive index is the parameter that
is responsible for the formation of the transmittance spectra and
is determined by mechanisms of damping for Bloch modes.

It should be noted that our theoretical consideration in-
volves also the effects of polarization of light and allows us
to describe corresponding experimental data.

Figure 2(c, d) shows the results of numerical calculations
performed in the framework of the discussed theory. It is
clearly seen that the principal spectral features observed ex-
perimentally are well reproduced in the fit. At the angle of
incidence θ = 40◦, three bands, located at about 650, 550
and 450 nm, appear in the spectra, which are due to the res-
onant Bragg diffraction on the (1̄11), (111) and (200) crystal
planes, respectively. The spectra demonstrate strong inhibi-
tion of the bands depending on the angle of incidence and on
the light polarization. At oblique incidence, the {111} bands
are manifested in the E⊥ polarization at any angle θ , while in
the E‖ polarization these bands are inhibited at certain angles,
including θ = 40◦ (Fig. 2d).

It noteworthy that there exists some analogy between the
observed inhibition of Bragg resonance features at certain an-
gles of incidence and the familiar Brewster effect, which gives
some critical value θc for p-polarized light. However the prin-
cipal difference in the two discussed phenomena takes place:
the Brewster effect is accompanied by the reflection coefficient
phase jump (on ±π ), whereas the Bragg reflection coefficient
does not exhibit such jump of the phase.

Figure 3 presents the results of diffraction experiments. The
top panel shows the diffraction patterns depending on the az-
imuth polarization angle ϕ, see Fig. 1(b). In the case of [1̄11] -
incidence, the monochromatic incident beam produces diffrac-
tion pattern consisting of four spots located symmetrically rel-
ative to the beam. These spots are due to the Bragg diffraction
from the {111} planes belonging to the twinned fcc opal struc-
ture (fccI and fccII in terms of [6]). One diagonal pair of the
spots is due to diffraction from the fccI lattice and the other
pair is associated with diffraction from the fccII lattice. From
Fig. 3, it is evident that intensities of these pairs of spots show
anti-phase dependence on the angle of polarization ϕ. This is
because the {111} planes responsible for the observed diffrac-
tion are nearly perpendicular to each other in fcc — twins.
In summery, both polarization-resolved diffraction patterns and
transmission spectra can be understood taking into account the
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Fig. 3. Photographs of diffraction patterns for the [1̄10]-incidence
and dependence of the spot intensity on the polarization angle ϕ for
two pairs of diagonal spots.

relative orientation of different crystallographic planes {hkl} in
the opal structure.
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Nonlinear magneto-optics in garnet magnetophotonic crystals
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Abstract. Nonlinear magneto-optical Kerr effect (NOMOKE) both in magnetization-induced second-harmonic generation
(MSHG) and magnetization-induced third-harmonic generation (MTHG) is observed in garnet magnetophotonic crystals
and microcavities. Magnetization-induced variations of MSHG and MTHG intensity as well as magnetization-induced shift
of phase and rotation of polarization of second-harmonic and third-harmonic waves are observed in proper transversal,
longitudinal or polar-NOMOKE configurations.

Introduction

The studies of nonlinear magneto-optical effects in magne-
tophotonic crystals (MPC) are two-fold motivated as both pho-
tonic band gap (PBG) materials and nonlinear magneto-optics
separately attract recently considerable attentions. One of the
potential advantages of PBG materials is significant enhance-
ment of the nonlinear-optical effects such as second-harmonic
(SHG) and third-harmonic (THG) generation in photonic crys-
tals. New domain of nonlinear optics appears as the second-
and third-order structural nonlinearities are combined with the
broken time reversal symmetry due to the magnetization of
ferromagnetic materials. Due to this combination, SHG and
THG become very sensitive to the control by external magnetic
impact.

Samples

Magnetophotonic microcavities (MMC) are formed from two
dielectric Bragg reflectors and a ferromagnetic cavity spacer.
Reflectors consist of five pairs of alternating quarter-wave-
length-thick SiO2 and Ta2O5 layers. The cavity spacer is a
Bi-substituted yttrium-iron-garnet layer, Bi1.0Y2.5Fe5Ox . The
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Fig. 1. The FESEM images of the MMC (upper panel) and MPC
(lower panel) cleavages.

spacer optical thickness is a half of wavelength. Magnetopho-
tonic crystals (MPC) are fabricated from a stack of four re-
peats of 3λPC/4-thick Bi:YIG layers and λPC/4-thick SiO2
layers with λPC � 950 nm [1]. Cleavage of MMC and MPC
is studied using field-emission scanning electron microscope
(FESEM). The FESEM images are shown in Fig. 1.

Experimental results

Magnetization-induced SHG in MMC

Figure 2 shows the SHG intensity as a function of the funda-
mental wavelength measured in the spectral vicinity of the mi-
crocavity mode for opposite directions of the dc-magnetic field
applied in the transversal configuration, M = (0,MY, 0) [2].

The SHG intensity is enhanced as the fundamental wave is
tuned across the microcavity mode. The ratio of the intensities
for opposite directions of the magnetic field is almost 2. Insert
in Fig. 2 shows the spectral dependence of the magnetic contrast
in the SH intensity, ρ = (I+ − I−)/(I+ + I−), where+ and−
denote directions of the magnetization. ρ achieves values of 0.3
and appears to be almost spectrally independent. The changing
of the magnetic field direction varies only the SH intensity and
no spectral shifts of SHG resonances are observed.
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Fig. 2. Intensity effects in MSHG: (a) The spectrum of the SHG
magnetic contrast in the spectral vicinity of the micro-cavity mode.
(b) Transversal NOMOKE in SHG measured in the p-in, p-out polar-
ization combination for opposite directions of magnetic field, solid
and open circles, respectively.
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Magnetization-induced THG in MMC

The magnetization-induced effects in the intensity of third-
harmonic generation are studied for the transversal NOMOKE
configuration. Fig. 3 shows the THG intensity spectra mea-
sured in the wave-vector domain (k-domain spectra) for the
oppositely directed magnetic

Field for the transversal NOMOKE con?fiuration. Similar
to the magnetization-induced SHG, the THG magnetic contrast
is determined by the expression ρ3ω = (I 3ω− I 3ω+ I 3ω− )/(I 3ω− ),
where I 3ω and I 3ω are the THG intensities for the oppositely
directed magnetic fields. The measured value of the magnetic
contrast in the THG intensity is found to be about 0.1 for the
angles of incidence corresponding to the resonance with the
microcavity mode.

Phase-matched MSHG in MPC

Figure 4 shows the SHG spectra measured in MPC for two di-
rections of saturated magnetic field in the transversal NOMOKE
configuration. The SHG intensity is enhanced manyfold in the
vicinity of 1050 nm corresponding to the phase-matched con-
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Fig. 4. The SHG spectra of MPC in thep-in,p-out polarization com-
bination and in transversal magnetic-field configuration measured
for opposite directions of the dc-magnetic field, open and filled cir-
cles, respectively. Line, the Faraday rotation spectrum at the normal
incidence.

ditions for SHG at the long-wavelength PBG edge of MPC.
Changing the magnetic field direction varies the SHG intensity
approximately by a factor of seven at λω � 1055 nm that in-
dicates the noticeable interference between the ENM

2ω and EM2ω
fields. At λω � 1025 nm the SHG intensity for one of the mag-
netic field direction is close to zero. It means that the contrast
of the magnetization-induced variations in the SH intensity is
close to unit, which the upper limit for SHG magnetic contrast.
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Abstract. One-dimensional periodic structures with deep vertical grooves were obtained by wet anisotropic etching of a
40µm thick Si layer oriented in (110) plane. Inter-digital electrodes formed by silicon ribs were isolated from the substrate
by a 2µm thick SiO2 film. The grooves of various widths were infiltrated with nematic liquid crystal (LC) E7. Electro
optical effect in the LC was registered with visible polarized light. The threshold voltage was found to be in the range
2.5 . . . 3.0V.

Introduction

Narrow grooves with deep vertical walls can be obtained by
means of wet anisotropic etching of (110)-oriented silicon [1].
Periodic structures of grooved silicon with lattice period com-
parable to the wavelength of infrared range suit well for the var-
ious elements of integrated optics such as 1D photonic crystals
(PC) [2], microcavities, wave-guides and diffractive gratings.
These structures can also be used to fabricate an optical media
with anisotropy of form [3]. The composites, obtained by infil-
tration of nematic liquid crystal (LC) into the voids of periodic
semiconductor matrices, are of special interest [4]. The optical
properties of such composites can be tuned by altering of the
LC’s refractive index. The simplest way to obtain the effect is
to raise the temperature above the phase transition point, i.e.
use thermo-optical effect. However, the application of an ex-
ternal electric field is more attractive from the practical point
of view. Serious problems arise when one tries to apply a volt-
age to a LC inside the composite based on electro-conductive
matrices, such as 2D PC made on macro-porous silicon, for
example. Being conductive, grooved silicon nevertheless suits
for planar electro-tuned structures. The aim of the work was
to design and to fabricate the model periodic structures with
the ability to tune its optical properties by means of an external
electric field.

1. Experimental

The topology of inter-digital silicon electrodes has been chosen
as a basis (Fig. 1) for model structures. The fabricated photo
mask allows one to obtain the elements with various grooves
width, w, ranging from 2 to 100µm, on the same wafer. The
structures with the lattice period of A = 4; 8; 16 and 32µm
were fabricated. Around each of the chips there was a trench
and a vessel connected to the grooves. This allows the forma-
tion of a confined volume and prevents LC leakage from the
structure. Different techniques of isolating the electrodes from
the substrate such as p-n junction, epoxy glue and silicon diox-
ide (SOI substrate) (Fig. 2) have been tested. The latter was
found to be the optimal one due to the flat and smooth bottoms
of the grooves, and the possibility to check visually the etch
depth and the electric isolation.

To infiltrate the grooves we have chosen the mixture E7
from Merck. It possesses high birefringence and has the meso-
phase at room temperature. The electro-optical effect was stud-
ied under DC or saw-shaped voltage of frequency 50 Hz. Fred-

Fig. 1. SEM image of the inter-digital electrode structure.
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2 
µm

Electrode 1 Electrode 2
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n-Si

n-Si (110)
ρ Ω= 15 cm
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Fig. 2. Cross section sketch of the sample fabricated on SOI sub-
strate.

ericks transition was registered with polarized light of a micro-
scope in the reflection mode when polarizer and analyzer were
crossed. At V = 0 LC was bright in the region of overlapping
electrodes, and it became dark under a voltage higher than the
threshold voltage Vc, and turned bright again when the volt-
age was turned off (Fig. 3). The Vc value was 2.5–3.0V and
practically did not depend on the groove width. The obtained
Vc is close to the value known for this LC (2V) and is much
lower if compared to the voltage required to align LC rod-like
molecules along the field in the same structures isolated with
a p-n junction [5].
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V = 0

V = 5
Fig. 3. Optical microscope image of the composite structure un-
der crossed polarizers. Black stripes are silicon electrodes, bright
regions are grooves filled with LC.
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Abstract. An exciton-mediated resonant Bragg structure (RBS) were designed, grown and characterized in order to reveal
sharp resonant features in the reflection spectra by variation of an angle of incidence of light and the sample temperature.
The RBS consisting of 36 GaAs quantum wells (QW’s) separated by 104 nm thick AlGaAs barriers was grown by
molecular-beam epitaxy. In the periodic sequence of the 15 nm thick QW’s we introduced four “defect” (DQW’s), which
were as thick as 20 nm. We analyze the measured optical properties of such RBS in terms of theoretical model which takes
into account the exciton-photon coupling.

Introduction

The resonant Bragg structure (RBS) is a specific type of one-
dimensional photonic crystals, where the electro-magnetic wa-
ves interact with shallow eigenexcitations in periodic nanos-
tructures such as multiple quantum wells (MQW). When the
frequency of light coincides with that of excitons in quantum
wells, both photons and excitons loose their identities trans-
forming into exciton-polaritons. These quasi-particles are nor-
mal waves, multiple diffraction of which determines optical
properties of the medium in the vicinity of the resonant fre-
quency.

Optical properties of a resonant Bragg structure were first
theoretically considered in Ref. [1]. It has been shown that the
large number of quantum wells gains the light-matter interac-
tion and significantly increases the width of the polariton band
gap. The experimental research has been done on the base of
CdTe/CdMgTe [2] and GaAs/InGaAs [3, 4] MQW structures
with identical quantum wells. This research evidenced the ex-
perimental feasibility of the coherent exciton-photon coupling
in MQW with large number of periods.

So, the RBS seems to be an attractive object for applications
to a variety of photonic devices. It should be noted, however,
that growth of the MQW with desirable parameters and quality
is a challenging technological task, since the inhomogeneous
broadening and deviation from prescribed geometry and exci-
ton energies are crucial for the phenomenon.

In this paper we first demonstrate the results of optical study
of a novel resonant Bragg structure based on MQW in the
GaAs/AlGaAs system. As distinct from previous data we focus
on the structures with the one-dimensional photonic band gaps
covering resonant excitonic frequencies for the case of oblique
incidence of light. The RBS was specifically designed to have
"defects" in resonant excitonic frequencies, which manifest
themselves as a sharp features in the reflection spectra.

1. Theory

It has been shown in Ref. [5] that a defect layer placed in the
middle of a sufficiently long MQW structure leads to an appear-
ance of a special mode of the electromagnetic field localized
near the defect. The resonant transmission at the frequency
of this mode results in an essential modification of the reflec-

tion and transmission spectra of such structures. Later, it was
demonstrated [6,7] that the resonant suppression of the reflec-
tion should also sustain in short structures. Such structures are
characterized by the exciton frequencies of the host, ωh, and
the defect, ωd , layers. The width of the host layers should sat-
isfy the Bragg condition, ωhnd/c = π , where d is the period
of the structure and n is the background index of refraction. If
this condition is met, the reflection near the defect frequency
ωd is given by

r = rN
(ωd − ωh)/N − χ−1

d

i − χ−1
d

, (1)

where rN is the reflection coefficient of a structure without a
defect, N is the number of layers and χd is the exciton suscep-
tibility of the defect layer. The specific feature of the reflection
is the resonant drop near the frequency ωd − (ωd − ωh)/N .

This effect can be amplified by building a special multiple
defect superstructure. Such a structure is built of M blocks
such that each individual block has a form of anN -layer MQW
structure with a defect layer at the middle.

2. Experiment

The design of the experimentally realized MQW structure is
based on the theoretical calculations. The building block of the
structure consists of 20 nm thick "defect" quantum well (DQW)
in the middle and four 15 nm thick quantum wells (QW) to the
left and right of it. Schematic band diagram of two adjacent
blocks of the MQW is shown in Fig. 1.

The barriers were designed as short-period AlAs/GaAs su-
perlattices with the effective height corresponding to the
Al0.3Ga0.7As alloy. The barrier width was adjusted to meet
the Bragg condition for the excitons in the quantum wells:

ωh

c
(nbdb + nwdw) = π, (2)

where indices b and w indicate the barrier and well (QW or
DQW). For the chosen QW and DQW parameters the barrier
width was of 104 nm and 101.5 nm, respectively.

The MQW structure was grown by molecular beam epitaxy
in a TsNA-13 system. The substrate was a 2-inch n-GaAs wafer
with (001) orientation. The MQW was grown at 690 ◦C and
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QW QW DQW QW . . . . . . . . . . . . . . . . . . QW DQW QW . .

Fig. 1. Schematic band diagram of two adjacent blocks of the
MQW structure. DQW denote 20 nm thick “defect” quantum wells,
whereas QW stand for 15 nm regular quantum wells. The barriers
are AlGa-GaAs short period superlattices. Their effective height
corresponds to AlGaAs alloy with Al content of 0.3.

under the V/III flux ratio of 4. The growth rate was monitored
by using the RHEED oscillations, which showed 0.6 µm/h for
GaAs and 0.35 µm/h for AlAs layers.

The reflectance spectra of the fabricated RBS were explored
at various angles of incident light in the temperature range from
7 to 140 K. The grating monochromator equipped with InGaAs
CCD was used as a photodetector.

Fig. 2 shows the reflectance spectra recorded at 7 K for the
TE mode for two different angles of incidence of light (0◦ and
70◦).

The spectra demonstrate one pronounced reflectance peak
(with FWHM being equal to ∼ 25 nm) and a number of satel-
lites. In the wider wavelength scale there are a lot of interfer-
ence fringes indicating a high planarity of the structure as a
whole.

The major reflectance peak originates from the periodic
modulation of the refractive index that is different in the wells
and barriers. The corresponding one-dimensional photonic
band gaps are indicated approximately in Fig. 2 by horizon-
tal arrow bars. The shift of the reflectance band center, λm,
with changing an angle of incidence from normal to oblique is
given by the Bragg diffraction low:

λm = 2d(ε0 − sin2 θ)1/2, (3)

where d is the period in the RBS, ε0 = n2 is the average
dielectric constant.

Several specific features are observed in the reflectance
spectra, which may be due to the polariton modes of the RBS.
At 7 K, these features are situated at the wavelengths of 807
and 813 nm and are originated from the host and defect QW’s,
respectively. In the case of the normal incidence the features
appear weakly on the short-wave shoulder of the reflectance
spectrum. When the oblique incidence is used the excitonic
features became more clear owing to increasing the excitonic
time of life (see insert in Fig. 2) under the PBG effect. It
should be noted that the “defect” peculiarity shifts to the long-
wave range on about 8 meV with respect to the host exciton
frequency. This fact is good accordance with our numerical
estimations.

For each of temperatures between 7 and 140 K we can
find the angle of incidence, which provides the overlapping
of the excitonic resonant frequencies and the photonic band
gap. However our experimental data demonstrate rather strong
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Fig. 2. Reflectance spectra of the GaAs/AlGaAs periodic MQW
structure at normal and oblique angles of incidence for the TE mode.
Arrow bars show the photonic band gaps related to the periodic
modulation of the refractive index. The reflection features related to
the resonant states are magnified in the insert for better observation.

broadening of the excitonic states as compared with Ref. [7, 8],
which reflects the actual, not perfect, quality of the investigated
samples.

To conclude, a MQW structure being theoretically designed
has been grown by molecular-beam epitaxy. The structure con-
tained four “defect” quantum wells within 36 periods. The ge-
ometrical and optical parameters of the MQW structure under
study meet the demands of the RBS pointed above. Our inves-
tigations show that exciton-photon interaction in the RBS can
be essentially enhanced by fine tuning the exciton frequency
within the PBG spectral range.
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Enhancement of second- and third-harmonic generation in single and
coupled porous silicon microcavities
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Abstract. Second- and third-harmonic generation (SHG and THG) is studied in single and coupled porous silicon
microcavities in both frequency and wave vector domains. For the fundamental field resonant to the microcavity mode the
second-harmonic intensity is enhanced by 102 times in comparison with that outside the photonic band gap, while the
third-harmonic intensity reveals more than 103-times enhancement. SHG and THG spectroscopy in identical microcavities
coupled through the intermediate Bragg reflector reveals the peaks in the second- and third-harmonic intensity spectra if the
fundamental field is in resonance with the splitted modes of coupled microcavities. The peaks are caused by the
combination of the resonant enhancement of the fundamental radiation and constructive interference of the
second-(third)-harmonic fields induced in the microcavity spacers.

Introduction

One of the issues regarding the application of photonic crys-
tals and microcavities is the control of the nonlinear-optical
response enhancement in a preset spectral region [1]. For
instance, the multiple reflection interference of forward- and
backward-propagating waves can compensate the phase mis-
match between the fundamental and second-harmonic (SH)
waves and fulfills the phase-matching conditions in the spectral
ranges of the edges of the photonic band gap (PBG) [2]. Ad-
ditional enhancement mechanism can be realized in the planar
photonic crystal microcavities (MC) constituted of two Bragg
reflectors separated by a submicron-thick spacer. The cavity
mode located inside PBG manifests as a sharp drop at the high
reflectivity plateau of the linear reflection spectrum. The opti-
cal field is strongly confined inside MC as the wavelength of
the incident field is in resonance with the cavity mode. Macro-
porous and mesoporous silicon MC and photonic crystals [3]
are attractive for all-silicon-based optoelectronic applications
being easily incorporated in the semiconductor technology.

In this paper the experimental study of the second- and third-
harmonic generation (SHG and THG) enhancement in porous-
silicon-based microcavities is presented. SHG and THG spec-
troscopy in both frequency and wave vector domains reveals
the giant SHG enhancement in MC with the half-wavelength-
thick porous silicon spacer and the Bragg reflectors consisted
of alternating quarter-wavelength-thick porous silicon layers
of different porosities and, as a consequence, different refrac-
tive indices. The intensity enhancement of SHG and THG in
coupled microcavities (CMC) upon the fundamental wave res-
onance with splitted modes is studied. The angular spectra of
the second-harmonic (SH) and third-harmonic (TH) intensities
measured on the series of the CMC samples formed from meso-
porous silicon with varied reflectivity of the intermediate Bragg
reflector show the strong dependence on the electromagnetic
coupling between two identical spacers.

1. Experimental

The MC samples are fabricated by conventional electrochem-
ical technique [3]. Briefly, the Si(001) wafer etching in the
HF:C2H5OH solution forms the mesoporous silicon layer. The
porous silicon layers with different porosity and thickness are

obtained by the variation of the current density and the etch-
ing time. MC with the mode centered at the wavelength of
λMC for normal incidence are composed from two Bragg re-
flectors separated by the λMC/2-thick MC spacer. Each Bragg
reflector has 5 or 5.5 pairs of λMC/4-thick PS layers with two
different refractive indices. The CMC samples consist of three
one-dimensional photonic crystals, separated by two identical
λMC/2-thick spacers. External Bragg reflectors are formed
from four pairs of λMC/4-thick layers of porous silicon. The
number of layers in the intermediate Bragg reflector (IBR),N ,
is changed in series from three to nine. Porous silicon layers
with high refractive index are etched with the current density
of 25 mA/cm2, the layers with low refractive index are formed
with the current density of 83 mA/cm2. Refractive indices of
the porous silicon layers are found from the calibration reflec-
tion spectra of the single porous silicon layers. Porosities of
layers are calculated using effective medium approximation.
Layers with high refractive index have nH = 1.78 and poros-
ity of fH = 0.64, and layers with low refractive index have
nL = 1.42 and fL = 0.77. Refractive index of spacers is nL.

The tuning of the fundamental radiation across the reso-
nance of the fundamental wave with the microcavity mode,
kzdMC = π , where kz is the normal component of the funda-
mental wave vector inside the MC spacer, is achieved in both
frequency and wave-vector domains. SHG and THG spec-
troscopy in the frequency domain is realized by tuning the
fundamental wavelength, λω, at fixed angle of incidence, θ .
In wave-vector domain SHG and THG spectroscopy, θ is var-
ied at fixed λω. The 4-ns-pulsed output of the optical para-
metric oscillator tunable from 750 nm to 1300 nm and the 10-
ns-pulsed infrared output of the Nd3+:YAG laser with energy
below 5 mJ/pulse are used. The TH and SH radiations are sep-
arated by a set of appropriate color filters and detected by a
photomultiplier tube. A monochromator is used to check the
spectral background.

2. Resonant SHG and THG in single porous silicon
microcavities

Figure 1 shows the SHG and THG spectra measured in the
wave-vector domain. The reflection spectrum shown for com-
parison has the plateau with almost full reflection corresponded
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Fig. 1. Filled circles: the angular THG spectrum of the porous
silicon MC measured in the p-in, p-out polarization combination.
Open circles: the reflectance spectrum of the s-polarized radiation
of 1064 nm. Small circles: the angular spectrum of the SH intensity
measured in the s-in, p-out polarization combination.

to PBG and the dip related to the MC mode. The TH inten-
sity reveals an enhancement at θ � 55◦, that is close to the
MC mode, and resonance in SHG located at θ � 58◦. The
THG peak is approximately 2 times broader than the MC mode
drop of the linear reflection. This is apparently associated with
smallerQ-factor value for the p-polarized fundamental radia-
tion than the quality factor for the s-polarized one. The shift
of the THG peak from the mode position and the SHG peak
stems from different mode positions of the s- and p-polarized
fundamental light. The TH intensity increases also at the short-
wavelength PBG edge for θ < 30◦.

The SHG and THG spectra are interpreted using the non-
linear transfer matrix formalism [4]. The peculiarities of the
model and details of the fit are presented in [5]. Briefly, the
SHG and THG resonances at the MC mode is caused by the
spatial confinement of the fundamental field inside the spacer
and the constructive interference of complex SHG(THG) con-
tributions from each porous silicon layer which accounts for
the phase-matching in the periodic MC structure [5]. The in-
terference of the homogeneous and inhomogeneous SH waves
at external and internal MC interfaces is described by the non-
linear transfer matrices [4].

3. SHG and THG enhancement in coupled porous silicon
microcavities

The angular spectra of linear reflection, SH intensity and TH
intensity are measured at the series of porous silicon CMC with
different reflectivity of the intermediate Bragg reflector. Fig-
ure 2 shows spectra of linear reflection and SH intensity for two
representative CMC withN = 9 andN = 3. The linear spectra
have two dips, where reflection coefficient value decreases up
to 0.2, corresponding to the resonance of the fundamental radi-
ation with the CMC modes. In the other parts of spectra, reflec-
tion coefficient reaches the values up to 0.85 that corresponds
to the PBG. For all CMC samples, the right dip in the spectra
related to the long-wavelength-mode of CMC is smaller than
the left one that can be attributed to the monotonous decrease
of optical thickness of porous silicon layers with the depth [6].
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Fig. 2. Angular spectra of SH intensity (right panels) and lin-
ear reflection coefficient (left panels) of porous silicon CMC with
λMC = 1200 nm and different reflection coefficient of intermediate
Bragg reflector, R. Lines are the fit results by the transfer-matrix
formalism.

The angular splitting of dips in reflection spectra and SHG
peaks decrease gradually with the increase of the intermedi-
ate Bragg reflector reflectivity that characterizes the reduction
of the coupling between microcavities. The basic mechanism
of the SHG enhancement is localization of the fundamental
field inside the spacers, which leads to the increase of the am-
plitudes of the SH fields induced inside them. Constructive
interference of the outgoing SH fields from the various layers
of CMC results in redistribution of amplitudes of SHG reso-
nances and shift of peaks from angular positions corresponding
to the maximal localization of the fundamental field.
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3D magneto-photonic crystals: magnetization induced
second harmonic generation
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Abstract. Photonic crystals (PC) and especially magneto photonic crystals are perspective materials for photonics. In this
paper 3D magneto photonic crystals fabricated on the base of artificial opals infiltrated by yttrium iron-garnet (YIG) are
studied. 3D photonic crystals have the YIG filling factor of the composed structure being about 0.5. The nonlinear magnetic
properties of 3D magneto photonic crystals are studied by magnetization-induced second harmonic generation technique.
A large magnetic contrast of the SHG intensity of about 0.1 is observed at the edge of the photonic band gap.

Introduction

Photonic crystals (PC), which are one-, two- or three-dimen-
sional artificial periodically ordered structures with a optical
wavelength period, are a subject of intensive theoretical and
experimental studies since the pioneering work of Yablono-
vich [1] because of perspective applications in optoelectronic
and photonic devices. The main properties of PC originate
from the existence of photonic band gap (PBG) which allows
for the control over the flow of light, its propagation, dispersion
and refraction. The functional properties of PC can be suffi-
ciently enlarged as they are combined with the magnetic ones.
The possibility to change the spectral position of the PBG by
application of the DC magnetic field was discussed in [2,3].

In this paper, the composition and studies of 3D magneto
photonic crystals fabricated on the base of artificial opals in-
filtrated by Bi-substituted yttrium iron-garnet (YIG) are pre-
sented. It is shown that a high nonlinear magneto-optical Kerr
effect in the second harmonic generation (SHG) can be attained
at the edge of the PBG of such a structure.

1. Experimental

Synthetic opals formed from close-packed monodisperse amor-
phous SiO2 balls of 330 ± 5 nm in diameter are used as a
template for the impregnation of YIG [5]. These opals have
a regular interconnected sublattice of pores occupying about
26% of the whole volume of the sample. The opal templates
have a polydomain structure, the size of a single domain with
highly ordered SiO2 spheres ranges from 30 to 100µm. The
experimental samples were cut parallel to the (111) opal plane.
Bi-substituted YIG was impregnated in opals in two different
ways. The first way was the soaking of opals by the colloidal
solution of yttrium-iron hydroxides taken in stoichiometric pro-
portion, when the mean size of the colloidal particles was about
5 nm. The subsequent annealing at 1300 K results in the for-
mation of crystalline YIG inside the opal pores. We suppose
that the yttrium oxide reacts mostly with silicon dioxide form-
ing silicate and, therefore, only a small amount of yttrium iron
garnet was formed. The filling factor of pores was 25–30% vol.

The second way was using a thin platinum layer [6] (with
thickness of 2–3 nm) covering the inner surface of the opal
matrix to prevent the chemical reactions between yttrium oxide
and the silica matrix. Then the samples are infiltrated by an

aqueous solution of yttrium and iron acetates and annealed as
described above for the first way. The filling factor of pores
with YIG was about 30% vol.

Optical characteristics of the composed samples are first
studied by means of the linear reflectance spectroscopy in the
spectral range 500–1100 nm. For the nonlinear optical spec-
troscopy, the output of a nanosecond OPO laser system with
the pulse duration of 4 ns, the peak energy of 1 MW/cm2 in
the spectral range of the fundamental wavelength from 700 to
1100 nm is used as the fundamental radiation. Fresnel rhombus
and a Glan polarizer select the polarization of the fundamental
and SHG waves, respectively. The SHG signal in the direction
of specular reflection is detected by a PMT and a boxcar in-
tegrator. The magnetic field of 2 kOe is applied to the sample
in the transversal geometry, i.e. in the plane of the sample and
perpendicular to the plane of incidence.

Figure 1a shows the linear reflectance spectrum of YIG-
impregnated opals measured for the angle of incidence of 10◦.
The spectrum reveals a peak centered approximately at 780 nm,
which corresponds to the photonic bandgap in this sample.

The SHG spectrum measured for 20◦ angle of incidence
reveals a sharp peak in the SHG intensity at ∼ 768 nm, which
corresponds to the left PBG wing. An increase of the nonlinear-
optical response at the edge of the PBG of a photonic crystal has
been previously observed for one-dimensional porous silicon
PC [4] and should be attributed to the fulfillment of the phase-
matching conditions for the effective second harmonic gener-
ation. The phase-matching can be expected due to anomalous
high dispersion of the photonic crystal in the vicinity of the
PBG.

For the studies of the magnetic properties of opals infil-
trated by YIG, the magnetic contrast in the SHG intensity is
measured for the geometry of the transversal Kerr effect. In
this case, odd with respect to the magnetization,M , changes in
the SHG intensity are expected. As a measure of these changes,
the SHG magnetic contrast, ρ2ω , is commonly introduced as
ρ2ω = (I (M ↑) − I (M ↓))/(I (M ↑) + I (M ↓)), where
I (M ↑) and I (M ↓) are the SHG intensities measured for
the opposite directions of the applied magnetic field. The SHG
magnetic contrast is measured for the wavelengths correspond-
ing to the SHG spectral maximum and the corresponding data
are presented in Fig. 1b. The observed SHG magnetic contrast
is about 4.5% for YIG opals without impregnated Pt.
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Fig. 1. Linear spectra (a) and the SHG spectra (b, open circles) of
YIG-impregnated opals measured for the angle of incidence of 10◦

and 20◦, respectively. The magnetic contrast of the SHG intensity
is shown in Fig. 1b by solid circles.

Similar measurements were performed for opals with pla-
tinum, impregnated byYIG. The linear reflectance spectrum is
observed nearly in the same spectral range. The SHG intensity
in opals with Pt is greater than in opals without it.

The value of magnetic contrast in the SHG intensity ob-
tained for the transversal nonlinear magneto-optical Kerr ef-
fect is about 7%. Larger values of both the SHG intensity
at spectral edge of PBG, and of the SHG magnetic contrast
are probably related to a better quality of the SiO2-Pt-YIG in-
terfaces as compared with the SiO2-YIG sample as platinum
prevents a chemical reaction between yttrium oxide and the
silica opal matrix. It can be pointed out, that large values of
nonlinear magneto-optical Kerr effect in SHG are by an order
of magnitude larger as compared with the typical values of the
linear magneto-optical Kerr effect.

2. Conclusion

The 3D magneto photonic crystals based on artificial opals in-
filtrated by yttrium iron-garnet are fabricated and their optical
properties are studied by the linear spectroscopy and nonlin-
ear second harmonic spectroscopy. Optical second harmonic
generation technique is applied for the first time to study the
nonlinear magneto-optical properties of YIG-infiltrated opals.
The magnetic contrast of the SHG intensity of up to 7% is ob-
served for the spectral edge of the photonic band gap of the
composed magneto-photonic crystals.
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Abstract. We propose a new numerically-efficient method for quantitative analysis of the recovery dynamics of a saturable
absorber containing quantum wells, which we call the delay-differential method. The dynamical behavior of the main
absorber parameters is analyzed and compared for two different material systems: GaAs/AlGaAs and InP/InGaAsP
single-quantum well structures. The absorption saturation and recovery in single-pulse regime is modeled for different pulse
energies, and the different factors leading to the recovery time increase are assessed. We model the passing of the pulse train
through the saturable absorber and discuss the degradation of the absorber performance with the increase of the signal
frequency.

Introduction

Semiconductor saturable absorbers currently attract increasing
interest due to their use for optical pulse generation [1] as well
as prospective application for all-optical signal processing. The
recovery time of a saturable absorber (SA) is its major param-
eter which can potentially determine the dynamical range of
the device or even the whole signal-processing network. The
quantitative analysis of the SA recovery therefore is of major
importance.

The absorption recovery is a result of a complex kinetic
process, which leads to the transfer of optically-generated elec-
trons and holes, initially confined in the quantum wells, out of
the system. To describe this process theoretically, one has to
employ suitable approximations. Currently, the most widely
used theoretical method for the analysis of the dynamic pro-
cesses in SA’s combines the solution of the drift-diffusion equa-
tion with the assumption of thermal equilibrium at the heteroin-
terfaces of the optical confinement layer (OCL) [2, 3]. This
approach stems from similar methods for semiconductor am-
plifiers, and is well justified for the high excitation (as in the
case for lasers) or for low enough biases. For significant bi-
ases (as in the case of saturable absorbers), this approach can
ran into trouble, as this model can give large densities in the
close vicinity (on the order of angstroms) of the OCL heteroin-
terfaces, where the drift-diffusion approach is highly tenuous.
Furthermore, for the large biases, the drift-diffusion method
usually gives the large values of carrier density at the OCL
heterointerfaces, which can lead to the overestimation of the
current across the interface.

In this presentation, we propose a new theoretical approach,
which is not restricted by the above-mentioned limitations, and,
at the same time provides substantial enhancement of numer-
ical efficiency, as compared to solving time-dependent drift-
diffusion equation.

1. Method

We propose to calculate the carrier density at the hetorojunc-
tions consistently with the assumption of quasi-equilibrium at
the heterointerface, and, therefore, consistently with the cur-
rent. We assume that the QWs are described by their own
electron and hole quasi-Fermi levels. The main problem in
this approach is to correctly describe the process of the trans-
fer of the carriers after escaping QWs to the heterointerfaces.
We propose to consider drift as the main mechanism of the

carrier transfer and to ignore diffusion, which is justifiable for
the fields of ≥ 10 kV/cm (including screening).

The main details of our approach are as follows. The elec-
trons and holes in the absorber are described by 2-D densities,
each of those, at a given time t , is divided into three parts,
describing carriers confined in the QW (nQW(t) and pQW(t)),
the carriers at the heterointerfaces of the optical confinement
layer (OCL) (nOCL(t) and pOCL(t)) and the carriers drifting
from the QW towards the heterointerfaces of the OCL (nDR(t)
and pDR(t)). Other dynamic variables are the energy den-
sities of electrons and holes in the OCL, the values of the
p- and n- impurity charges Q+(t) and Q−(t) (see Fig. 1),
screening potentials φe/hDR associated with the drifting electrons
and holes, and the integrals of the effective drift velocities
Ze/h = ∫

v
e(h)
dr dt .

In our approach, these 14 dynamic variables are driven by a
set of 14 coupled ODE rate equations with time-dependent pa-
rameters. These parameters are: the absorption coefficient, the
five effective field parameters (fields applied to the QW on both
sides,Fe(h)QW , two fields applied to OCL heterobarrier,Fe(h)OCL and

the effective field inside the QW, F inQW , see Fig. 1), the tem-
peratures of electrons and holes at heterobarriers, and the four
escape time parameters. As the processes of the carrier escape
from QWs and across the OCL interfaces are the core of the
problem, we use here the recently developed approach of cal-
culation of escape times [4, 5], which is more accurate than
commonly used methods.

Our approach allows us to investigate the contributions from
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Fig. 1. Schematic representation of the single-quantum-well bi-
ased structure: band diagram, carrier-density, impurity-charge and
effective-field parameters.
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Fig. 2. Absorption recovery in the (a) GaAs/AlGaAs and (b) InP/
InGaAsP structures for different pulse energies. Thin dashed lines
denote the absorption in the unexcited structures.

the main processes in the system (such as carrier escape, drift,
heating by the electric field, and electric field screening by
photo-generated carriers) separately.

2. Results and discussion

All the calculations are performed for the room temperature,
and the applied electric bias is such that the internal field in the
unexcited structures is 100 kV/cm. The Fig. 2 shows the calcu-
lated evolution of the QW absorption after the two structures
were optically exited with a single short (FWHM of 100 fs)
pulse. One can see that, together with the decrease of the mini-
mal absorption value, both material systems feature substantial
slowdown of the absorption recovery with the increase of the
pulse energy. Furthermore, it is well seen for large pulse ener-
gies that the recovery dynamics is non-exponential.

For the InGaAsP structure, both tunneling and fermionic-
escape factors lead to the fast electron escape, with the escape
times much shorter than those for holes. This relation is the
major reason for the occurrence of the “anomalous behavior”
in absorption dynamics, Fig. 2. Indeed, as can bee seen from
the Fig. 3, the decay of the QW hole density in the AlGaAs
structure, although faster, takes place on the same time scale as
the electron density decay. Quite oppositely, in the InGaAsP
structure, electrons quickly escape the QW, leaving it charged
with slowly escaping holes. This fast electron escape leads
to sharp increase of the filling factor, facilitated by the small
electron DOS, as compared to the hole one. At the same time,
holes in the QW effectively screen the applied field, and the
overlap integral decreases to its unexcited value with the slow
hole escape time, τhQW .

3. Conclusion

A new numerically efficient method of the calculation of the
recovery time for the quantum-well saturable absorbers is de-
veloped. This method gives account for the carrier escape,
drift, heating by the electric field, and electric field screening by
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Fig. 3. Dynamics of the carrier-density parameters in the (a) GaAs/
AlGaAs and (b) InP/InGaAsP structures excited by a 1-pJ pulse.

photo-generated carriers. Calculation results for GaAs/AlGaAs
and InP/InGaAsP single-quantum well structures are presented.
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Modification of spontaneous emission at the edge of photonic stop
band in Bragg structures based on Er-doped amorphous silicon
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Abstract. Both enhancement and inhibition of an erbium ion spontaneous emission near the photonic stop band edge in
one-dimensional photonic crystal constituting a Bragg structure of 13 alternating quarter-wave layers of a-SiOx :H and
a-Si(Er):H have been found. From comparison of the transmittance and photoluminescence spectra the conclusion is made
that the observed modification of photoluminescence intensity is originated from non-monotonic behavior of the optical
mode density at the photonic stop band edge.

Introduction

It is well known that spontaneous emission depends strongly on
surrounding environment through the density of optical states
and local strength of the electromagnetic modes [1]. Photonic
crystals are materials that are periodic on the photon wave-
length scale. The most striking property of these materials
is the existence of the photonic stop band, the energy range
where photons cannot propagate in some direction inside the
structure over a finite band of frequencies. Due to modification
of the density of optical states in such structures it is possible
to observe a number of quantum-electrodinamical phenomena
such as enhancement or suppression of spontaneous emission,
formation of cavity polariton branches, separated in energy by
Raby splitting [2–4]. Studies of interaction effects of spatially-
confined light with emitters introduced in the photonic crystals
are promising for obtaining a new generation of optoelectronics
devices [5, 6].

In the present work, we investigate the change in the inten-
sity of spontaneous emission near the edge of photonic stop
band due to the placement of emitting erbium-centers within
a finite one-dimensional photonic crystal based on alternating
quarter-wave amorphous silicon/amorphous silica layers.

1. Samples

The Bragg structures were fabricated by plasma-enhanced che-
mical vapor deposition technique [7]. The a-Si:H layers were
deposited from 10% silane-argon mixture. Up to 10% of oxy-
gen were added to the gas mixture to form a-SiOx :H films. The
average deposition rate was less than 0.2 nm/s. Erbium ions
were introduced into a-Si:H films by magnetron sputtering of
an erbium target which was placed in a technological reactor
out of RF glow discharge. In-situ interferometric monitoring
was fulfilled to control the layer thickness, deposition rate and
optical characteristics of the structure. A slight thickness varia-
tion in the structure along lateral plane was used for fine tuning
the photonic stop band edge around the spectral position of
the 1.54µm Er-emission peak. One of the structures consist-
ing of 13 alternative layers is schematically shown in Fig. 1a.
Here, λ is the light wavelength in vacuum, na = 1.46 is the
refraction index of a-SiOx :H layers nb = 3.46 is the refraction
index of a-Si:H layers. The optical parameters were calculated
directly from the interferometric spectra during the growth of
the structure. The reflection and emission spectra were inves-
tigated by diffraction grating monochromator equipped with
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Fig. 1. a) Bragg structure composed of 13 quarter-wave alternat-
ing a-Si:H/a-SiOx :H layers. Three central layers of a-Si:H were
doped with erbium. b) The transmittance spectrum of the fabricated
Bragg structure (one-dimensional photonic crystal) in wide wave-
length range.

InGaAs photodiode. The photoluminescence spectra were ex-
cited by 640 nm line of a dye laser.

2. Experimental and discussion

As stated above, in the fabricated Bragg structures the high-
refractive index layers (a-Si:H) were doped with erbium. Ac-
cording to the electromagnetic variational theorem [8], for
modes in the lower energy photonic band, the power of modes
is concentrated primarily in the high-refractive index regions.
Therefore, to increase the light-matter coupling, the parameters
of the structure were chosen so that the lower energy photonic
band edge was tuned to the 1.5µm spectral range correspond-
ing to the frequency of the Er-ion main transition. The exper-
imental transmittance spectrum of the a-Si:H/a-SiOx :H Bragg
structure is shown in Fig. 1b.

To demonstrate the effect of the photonic stop band edge on
the Er spontaneous emission we measured carefully both the
luminescence and transmittance spectra from the same point
(area of about 100µm2) on the lateral face of the structure.
Because of thickness variation of the structure along the lateral
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Fig. 2. Photoluminescence spectra of the a-Si:H/a-SiOx :H Bragg
structure at various position of the long-wave photonic stop band
edge with respect to Er-emission peak (marked by vertical arrow)
and Er photoluminescence spectrum from the cross-cut cleavage of
the Bragg structure (dots, x5).

directions the different points under detection correspond to
different spectral positions of the photonic stop band edge. In
Fig. 2, the luminescence spectra measured from different points
on the sample surface are depicted. It is seen that with shifting
the photonic stop band edge the photoluminescence intensity
increases at first, then passes over maximum and decreases. For
comparison, the Er-photoluminescence spectrum taken from
the cross-cut cleavage of the Bragg structure is shown (dots).
This spectrum represents a rather wide contour with the spectral
width determined by inhomogeneous broadening in the system
of emitting Er centers incorporated in a-Si:H. Our results show
a strong enhancement of the Er-emission intensity owing to the
photonic stop band edge effect.

In Fig. 3, one of the luminescence spectrum from Fig. 2 is de-
picted together with the corresponding transmittance recorded
at the long-wave photonic stop band edge. It is important to
note that the luminescence peak intensity is remarkably shifted
to the short wave side relative to the transmittance maximum.
On the other hand, as shown elsewhere [7], the shape of lumi-
nescence spectrum due to Er-emission through a microcavity
eigenmode coincides well with that of transmittance for the
case when the conditions of weak coupling between an emit-
ting center and electromagnetic field are fulfilled and the radia-
tive lifetime of the center in an exited state is slowly depends
on frequency within emission line contour. So, Fig. 3 clearly
indicates that at least one of the above conditions breaks down
near the photonic stop band edge.

This fact is expectable from qualitative considerations based
on the density of states (DOS) behavior near the photonic stop
band edge. Indeed, due to pronounced DOS increasing very
strong decrease in the radiative lifetime should take place and
this time should reach its minimum value immediately at the
photonic stop band edge. As seen from Fig. 3, the lumines-
cence intensity peak observed in our experiment is located close
to the frequency where the short-wave shoulder transmittance
demonstrates the contrary flexure point. It is the point that
approximately corresponds to the photonic stop band edge.

In conclusion, a strong modification of spontaneous emis-
sion at the edge of photonic stop band has been demonstrated by
direct comparison of luminescence and transmittance spectra
of Er-doped amorphous silicon based Bragg structures.
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Fig. 3. Photoluminescence spectra of the a-Si:H/a-SiOx :H Bragg
structure as compared to the corresponding transmittance spectrum.
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Bragg reflection spectroscopy of photonic crystals
with high dielectric contrast
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Abstract. A new approach to analyzing Bragg diffraction spectra of photonic crystals (PhC) is proposed around which
effective methods of structural characterization of opal-like PhCs are developed. Within the Bloch mode formalism, a
physically clear picture is given which describes Bragg reflection spectrum formation in the case of 3D PhC. Optical
reflectance spectra of polymer opal-like PhCs synthesized from mono-disperse polystyrene spheres are measured. The
experimental spectra are obtained for polarized light at different angles of incidence and are well simulated in the theoretical
calculations. New structural invariants are found which relate to each other multiple Bragg diffraction spectral features and
angles of incidence.

Introduction

For more then ten years, the new class of spatially periodic solid
state structures, the so called photonic crystals (PhCs), have
been the subject of intense international research efforts [1].
More specific property of PhC is a periodically varying di-
electric function ε(r), the periodicity being of the same order
of magnitude as the wavelength of electromagnetic radiation.
This allows the control of the propagation of light, in particu-
lar, the creation of the photonic band gaps (PBGs), ranges of
frequencies where such propagation is not permitted for certain
or even for all directions [2, 3].

In this work, for the first time, the results of comprehensive
experimental and theoretical studies are presented concerning
the Bragg diffraction of light in 3D PhCs with fcc crystal struc-
tures. Considerable attention is given to the study of resonant,
in PBG ranges, Bragg reflection spectra which are due to light
scattering on two, non-parallel to each other, sets of crystal
planes from the {111} family, e.g. on the lateral (111) and
oblique (1̄11) planes.

1. Samples

As model experimental objects, we used thick (∼ 0.1 mm) films
of opaline PhC synthesized from mono-disperse polystyrene
spheres [4]. For optical studies we chose the samples of a high
structural quality, preliminary control of which was performed
with the scanning electron microscopy (SEM). From micro-
graphs obtained with SEM, spatial orientations of the sample
were identified relative to the main crystallographic directions
and the lattice constants for the lateral (growth) planes (111)
were determined.

2. Experimental

Fig. 1 shows typical Bragg reflection spectra for one of the
PhC samples investigated. The spectra were recorded for s-
polarized light in the experimental geometry with the (111)
plane being parallel to the reflecting surface of the sample. The
wave vectors of incident and reflected light lay in the �-K-L-U
plane of the first Brillouin zone of a fcc lattice. At rather low
angles of incidence, θ � 45◦, the Bragg reflection spectra are
mainly due to diffraction of light on the (111) crystal planes.
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Fig. 1. Bragg reflection spectra of the polystyrene opaline photonic
crystal at different angles of incidence θ , indicated in figure, for
s-polarized light. Solid lines are calculated in the framework of
the three-band mixing formalism for Bloch states, the open circles
represent experimental data.

The doublet structure appearance at high angles of inci-
dence can be ascribed to the effect of the multiple [5–7] Bragg
diffraction of light on two or more sets of the crystal planes
differing from each other in the Miller indices hkl. In the ge-
ometry of the experiment chosen by us, only two sets of the
intersecting crystal planes, (111) and (1̄11), are responsible for
the effect in the vicinity of the angle of incidence θ ≈ 55◦. In
Fig. 2, wavelengths of the reflectance maxima (black triangles)
and the deep (open circles) between them are plotted against
the angle of incidence.

3. Theoretical

In order to clarify the physical mechanisms underlying the phe-
nomena observed and describe the measured Bragg diffraction
spectra qualitatively we utilized the basic idea of Ref. [8] when
carrying out the appropriate theoretical analysis. This analysis
is based on the Bloch mode formalism and uses the three band
mixing approximation. The three bands of interest are deter-
mined by three reciprocal-lattice vectors Ghkl = G000, G111
and G1̄11 with the relevant indices hkl.
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According to the model [8] an opaline PhC consists of
spheroidal interpenetrating particles with the axes of rotational
symmetry directed along the normal to the crystal surface. The
aspect ratio of spheroids is η and can be considered as some
anisotropic shrinkage coefficient of PhC, oblate spheroids be-
ing characterized by η < 1. The interpenetration of spheroids
corresponds to their sintering and is assumed to reduce uni-
formly all the spheroid centre to centre distances by a factor
(1 − χ) where χ is the sintering coefficient. As a result, the
distance between the centres of nearest-neighbors spheroids
placed in the lateral plane becomes equal to a00, and the filling
fraction, f , for spheroids is expressed in terms of χ (see [8]).

Dielectric properties of spheroids (“atoms”) and backgro-
und are involved in the corresponding dielectric constants εa
and εb. Besides, an imaginary part, iε′′0 , was added to the
average dielectric constant ε0 = f εa + (1 − f )εb in order to
account for extinction effects due to additional scattering of
light and absorption.

4. Discussion

Essentially new information of PhC structure can be obtained
from an analysis of the curves depicted in Fig. 2. On the one
hand, spectral location, λ, of the Bragg reflection maxima at the
angles of incidence, θ < 45◦, where the doublet structure does
not appear, is well fitted by the familiar Bragg formula (the
solid line 1 in Fig. 2). On the other hand, the wavelength, λ, of
the reflectance deep as a function of the angle θ within the PBG
is given by the solid line 2 (the relevant formula was derived in
Ref. [8]). The intersection point (λ∗, θ∗) of the lines 1 and 2
in Fig. 2 obeys the relationship:

aoo

λ∗
sin θ∗ = 4η2 − 1

4η2
√

3
, (1)

which represents a structural invariant relating to each other
the lateral period a00 and the coefficient of anisotropy η.

From comparison of the computational results and exper-
imental data presented in Figs. 1 and 2, we have found the
values of structural parameters being characteristic of the in-
vestigated PhC sample. When fitting theoretical parameters
we fixed the values εa = 2.522 for polystyrene and εb = 1
for background (air). Other parameters were variable. As
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Fig. 2. Wavelengths of the reflectance maxima (black triangles) and
the deep (open circles) between them against the angle of incidence θ
for polystyrene opaline photonic crystal. Solid lines are fitted to the
experimental data using the Bragg diffraction low (curve 1) and the
formula (3) from Ref. [8] (curve 2).

determined from the theoretical fit, the centre to centre dis-
tance, a00, in the lateral crystal plane (111) was found to be
equal to 229.5 nm. This value is in good agreement with the
data of SEM. The filling fraction for spheroids takes the value
f = 0.854 (> π/(3

√
2) ≈ 0.74 given for point-touched

spheroids), suggesting that there exists a strong inter-particle
sintering. As to the anisotropic shrinkage coefficient η, it
equals 0.942, i.e. rather strong anisotropic deformation along
the [111] direction takes also place for the sample under study.
The shapes of the Bragg reflection spectral bands are well re-
produced in the theory at ε′′0 ≈ 0.04.

It is noteworthy that in our calculations we used the Fourier
coefficients εhkl of ε(r) in Fourier series summed over recipro-
cal lattice vectors Ghkl . These coefficients, governing widths
of the Bragg peaks, were directly computed with an allowance
of sintering effects. For the sample investigated, the values
ε000 ≡ ε0 = 2.3, |ε1̄11| ≈ |ε111| = 0.1 and |ε200| ≈ 0.006
have been found. Smallness of the coefficient |ε200| as com-
pared with ε0 and |ε111| allows us to take into account for the
low-frequency modes relevant to us only two distinct sets of
Ghkl with {hkl} = {000} and {hkl} = {111}.

In conclusion, we draw attention to the fact that the multiple
Bragg diffraction phenomenon discussed in this paper is due
to spatial finiteness of a PhC and follows from breakdown of
the Bragg conditions required for the stop-band formation. In
such a situation, Bloch modes associated with both (111) and
(1̄11) crystal planes propagate, and transfer energy, throughout
the PhC at frequencies within the stop-band. The frequencies
depend on the angles of incidence of light and appear as deeps
in Bragg reflection spectra.
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Second-and third-harmonic generation in birefringent
silicon photonic crystals and microcavities
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Abstract. One-dimensional anisotropic photonic crystals and microcavities based on birefringent porous silicon are
fabricated. The spectra of linear reflectance demonstrate the presence of photonic band gap and microcavity modes with
spectral positions tunable upon the sample rotation around its normal and/or incident light polarization plane rotation.
Simultaneous enhancement of second-and third-harmonic generation at the photonic band gap edge due to the phase
matching is observed. The angular positions of the second-and third-harmonic peaks are controllable via the anisotropy of
the refractive indexes of porous silicon layers.

Introduction

One of the issues regarding the possible application of photonic
crystals in optoelectronics and intergrated optics is the fabrica-
tion of silicon-based microstructures possessing photonic band
gap (PBG). Apart of intensive studies of linear optical proper-
ties of silicon photonic crystals, this generates much interest
to their nonlinear properties as well [1]. For example, ultra-
fast tuning of the band edge of silicon photonic crystals due
to the third-order optical susceptibility has been observed re-
cently. The efficient up-conversion, such as second-and third-
harmonic generation, has been also demonstrated as a result
of the enhancement of photonic density of states and giant
dispersion at the PBG edge. The effective fulfillment of the
phase-matching conditions obtained as the fundamental radi-
ation is tuned across the long-wavelength PBG edge leads to
the manyfold increase of the second-harmonic (SH) and third-
harmonic (TH) intensities [2]. Birefringence, which is directly
attributed to the optical anisotropy of the medium, can also ef-
fectively control the gain of the up-conversion effects using the
different dispersion properties of ordinary and extraordinary
waves. The fabrication of silicon photonic crystals possessing
birefringence can open up new prospectives to applications for
integrated optics and on-chip devices of nonlinear photonics
requiring the controllable manipulation of the up-conversion
efficiency. Silicon crystal anisotropy is quite small due to cu-
bic lattice structure, but porous modification of silicon can ex-
hibit a strong in-plane anisotropy of the refractive index. The
form anisotropy is achieved during etching of the (110) silicon
wafers and introduced by the selective crystallographic pore
orientation in equivalent [010] and [100] directions [3].

In this paper one-dimensional silicon photonic crystals
Bragg reflectors, microcavities, are fabricated from the bire-
fringent porous silicon. The presence of a single optical axis
oriented along the [001] direction is shown. The spectral shifts
of the PBG and the microcavity modes are observed for varia-
tion of the mutual orientation of the optical axis and the wave
polarization. The simultaneous SH and TH enhancement is
observed if the fundamental radiation is tuned across the long-
wavelength PBG edge. The angular positions of the SH and
TH peaks and the maximal intensity enhancement are shown
to be controllable via the artificial birefrengence of the porous
silicon layers.

Samples

Samples of anisotropic photonic crystals and microcavities are
fabricated by electrochemical etching of heavily doped p+-type
silicon wafers of 50 m�cm resistance with (110) surface ori-
entation in 22% HF aqueous solution with ethanol [4]. Porous
silicon layers of different porosity and optical thickness are
obtained by the variation of the current density and the etching
time. Refractive indexes of the porous layers are determined
from the linear reflectance spectroscopy of the single porous
silicon layers. Photonic crystals consist of 24 pairs of quarter-
wavelength-thick porous silicon layers with refractive indexes
of n1 = 1.81 and n2 = 2.17, respectively, and optical thick-
ness of n1,2d1,2 = 215 nm. Microcavities are made of two
Braggs reflectors of 12 pairs porous silicon layers separated by
one microcavity spacer of doubled thickness λMC. Refractive
index anisotropy for porous layers used is determined to be

n1 = 0.03 and 
n2 = 0.04, respectively.

Results and discussion

Birefringence of photonic crystals appears in the dependence
of the reflectance on the mutual orientation of the electric-
field vector and the main plane formed by the wavevector
and the optical axis of photonic crystal. Therefore, it can be
probed by rotation of the wave polarization vector with fixed
position of the main plane or the changing of the main plane
orientation keeping fixed the light polarization. Figure 1(a)
shows the reflectance spectra of porous silicon micro-cavity
with λMC = 860 nm, where λMC denotes the spectral position
of the microcavity mode at the normal incidence.

Spectra are measured for two values of the azimuthal an-
gle ψ between the optical axis and the plane of incidence with
ψ = 0◦ corresponding to the coincidence of the incident and
(11̄0) planes. The spectra reach reflectance up to 0.9 in the
range from 770 to 840 nm corresponded to the PBG and dips
near the 840 nm related to microcavity modes. The spectra
show shifts of the PBG and microcavity mode spectral posi-
tions in accordance to sample azimuthal position change. The
maximal shift is about 10 nm. The same shift is obtained re-
flectance spectra the porous silicon photonic crystal presented
in the inset of Fig. 1(a). This indicates that anisotropic pho-
tonic crystals and microcavities can be considered as uniaxial
negative birefringent crystals with optical axis along the [001]
direction in the (110) plane. The refractive indexes of porous
silicon layers are estimated to be no = 2.21, ne = 2.17 and
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Fig. 1. (a) The spectra of the linear reflectance of the s-polarized
light from the anisotropic microcavity measured for ψ = 0◦ (filled
circles) and ψ = 90◦ (open circles). (b) The spectra of the linear
reflectance of the s-(open circles) and p-polarized (filled circles)
light from the anisotropic microcavity measured forψ = 90◦. Angle
of incidence is θ = 20◦. Inset. The spectra of linear reflectance of
s-polarized light from the anisotropic Bragg reflector measured for
ψ = 0◦ (filled circles) and ψ = 90◦ (open circles).

no = 1.84, ne = 1.81 for low and high porosity layers, re-
spectively. Figure 1(b) shows modification of the microcavity
reflectance spectrum upon rotation of the light polarization.
The spectral shifts of the PBG and mode is approximately the
same as obtained for the sample azimuthal rotation.

The output of the YAG:Nd3+ laser with the wavelength of
1064 nm is used as the fundamental wavelength for wave vector
domain SH and TH spectroscopy. The pulse duration is of the
10 ns with energy of 6 mJ per pulse and spot diameter of 1 mm.

Figures 2(a) and 2(b) shows the angular spectra of second-
harmonic and third-harmonic intensity, respectively. The en-
hancement second-harmonic and third-harmonic generation is
achieved at the microcavity PBG long-wavelength edge due
to fulfillment of phase matching condition. The SH and TH
intensity is enhanced by about 102 and 103 times, respectively,
in comparison with that outside of the PBG. The SH angular
spectra have two wide peaks at θ = 32◦ shifted for 3◦ one from
another for various polarizations of the fundamental wave. The
TH spectra have peaks at θ = 38◦ and θ = 44◦. At the linear
spectra the long-wavelength microcavity band gap edge [in-
set of the Fig. 2(a)] lies in the measured angular range. Thus,
the obtained SH and TH enhancement results from the phase-
matching confinement achieved at the band gap edge. But since
the refractive indexes of the layers depends on the polarization
of the fundamental light due to the in-plane anisotropy peaks
are found to be shifted for different wave polarization. Besides,
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Fig. 2. (a) The SH intensity angular spectra of microcavity with
λMC = 1100 nm for the s-(open circles) and p-polarized (filled
circles) fundamental wave. Arrow emphasize the angular shift of the
TH maxima. Inset. The linear spectrum of this microcavity. Band
shows the part of the spectrum corresponding to the angular tuning
range. (b). The TH intensity angular spectra of this microcavity
for the s-(open circles) and p-polarized (filled circles) fundamental
wave. Inset. The contrast of the TH magnitude measured for s-and
p-polarized fundamental wave, θ = 43◦, ψ = 0◦.

the different angular positions of SH and TH peaks are associ-
ated with different phase mismatch value. The largest contrast
in the TH intensity of spectra is shown at the inset of Fig. 2(b).
The contrast between s-in and p-in TH is measured. The 10
times changes of the TH intensity are attained for switch of
fundamental wave from ordinary to extraordinary one due to
anisotropy of the dielectric functions of porous silicon layers.
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Thermo-optical effect in Si-liquid crystal photonic bandgap structures
V. A. Tolmachev1,2, T. S. Perova2, E. V. Astrova1, J. A. Pilyugina1 and R. A. Moore2
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Abstract. Periodically grooved silicon matrices and based on the above composite structures arising from the infiltration
with liquid crystal (LC) E7 were fabricated using wet anisotropic etching of (110) Si. The calculated reflection spectra are in
a good agreement with experimental data obtained with an FTIR spectrometer in conjunction with an IR microscope. A shift
of the photonic bandgap edges by a factor
λ/λ = 2.5− 3% has been obtained as a result of the thermo-optical effect in LC.

Introduction

Silicon-based photonic bandgap (PBG) structures have recei-
ved much attention in the research community as an established
technology for fabricating high-performance optical elements
[1-5]. Fabricating the structures on a silicon substrate provides
the advantage of easier integration with current semiconduc-
tor processing technology. It has been shown recently [6, 7]
that a periodic array of silicon stripes and air spaces (so called
grooved Si) fabricated by wet anisotropic etching on (110) ori-
ented Si wafers can serve as a one-dimensional (1D) photonic
crystal (PC). Depending on the lattice constant, A, grooved Si
structures possess a main photonic bandgap in the region of
∼ 10−30µm and a number of secondary bandgaps extended
to the near infrared range of the spectrum. Composite ma-
terials with optical properties different to the original matrix
can be more easily obtained by infiltrating the grooves with
liquid crystal. The optical properties of such composites can
be tuned by altering the refractive index of the liquid crystal
by any means. The purpose of this work was to design and
fabricate a number of periodic grooved Si structures and to
demonstrate the tuning of their optical properties by means of
the thermo-optical effect.

1. Experimental

To simplify the task we started with simulation of a suitable
matrix for demonstration of the thermo-optical effect. In or-
der to reduce the influence of thickness non-uniformity and
possible defects, in such a structure, on the optical properties,
the minimal number of lattice periods, m = 2, has been cho-
sen. Therefore the constructed 1D PC has a structure with five
layers, Si-LC-Si-LC-Si. The reflection/ transmission spectra
were calculated using 2×2 characteristic matrix method [8].
The following parameters of an empty matrix were used for
calculation: DSi = 1.2 µm; Dspace = 1.6µm; A = 2.8µm,
nSi = 3.42 and nspace = 1. It is well known that the reflec-
tion/transmission spectrum of a composite structure depends
on the refractive index of the compound infiltrated into the
grooves and on the type of incident light polarization. There-
fore, after infiltration of the structure with the liquid crystal the
refractive index of air, nspace, will be consequently changed to
the ordinary, n0 = 1.49, extraordinary, ne = 1.69, or isotropic,
ni = 1.54, refractive indexes of liquid crystal depending on the
type of alignment and the state of the phase [9].

From our previous investigation we have found that the
homogeneous planar alignment, as shown in Fig. 1a, will nor-
mally be obtained during infiltration of the grooves [6,7]. Fig. 2
shows the calculated reflection spectra of a 1D PC composite
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Fig. 1. The (a) homogeneous planar and (b) isotropic alignment of
long molecular axis of liquid crystal molecules with respect to the
Si walls in 1D composite photonic crystal.

structure corresponding to two orthogonally polarized beams
of light, H and E (see Fig. 1a and b), at room temperature (LC
in nematic phase) and at 70 ◦C (LC in isotropic phase). As
can be seen from Fig. 2 the maximal change in the refractive
index, from n0 to ne, results in a shift of the bandgap edge by

λ = 0.5µm, while the thermooptical effect (thermo-tuning)
leads to a shift, 
λ, of 0.4 µm. Fig. 3 shows the experimen-
tal reflection spectra in E-polarisation for the above-mentioned
structure at room temperature and at T = 70 ◦C. The experi-
mental result obtained for
λ in the main bandgap is 0.25µm.
We believe that the deviation of the experimental shift from
the calculated one, 
λ = 0.4µm, is due to deformation of
the edge of the interference band (see Fig. 3). However, we
note that the results of the refractive index fitting are in a good
agreement with the known values for n0, ne and ni [9].
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Photoluminescence of near-Bragg multiple quantum-well structures
M. M. Voronov and E. L. Ivchenko
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We report on a theoretical study of photoluminescence (PL) of the resonant one-dimensional photonic crystals, the
near-Bragg quantum-well (QW) structures. The PL spectral intensity is found by including random sources in the equations
for the exciton dielectric polarization and introducing the discrete Green function. The position and width of peaks in the
calculated PL spectra are in agreement with the real and imaginary parts of the exciton-polariton eigenfrequencies.

Introduction

The physics of photonic crystals, i.e. structures with periodi-
cally modulated dielectric function allowing for Bragg diffrac-
tion of light, is a rapidly developing field. Among one-di-
mensional photonic crystals, of particular interest are the so-
called resonant Bragg structures with the period d satisfying the
Bragg condition d/λ(ω0) = 0.5 at the exciton resonance fre-
quency ω0, see [1]. Experimentally, PL spectra of the resonant
Bragg and near-Bragg quantum well structures were studied
in Refs. [2,3]. In this work we propose a theory of secondary
radiation of exciton-polaritons in multiple QW structures, de-
rive the equations for the PL spectral intensity and present the
preliminary quantitative results.

1. The photoluminescence spectral intensity:
General equation

While considering the free-exciton photoluminescence in qu-
antum well structures we should bear in mind that only exci-
tons with the in-plane wave vector k < k̄ ≡ (ω0/c)nb can
emit photons whereas those with k > k̄ are “dark". Here ω0 is
the exciton resonance frequency and nb is the barrier refractive
index. In multiple-QW structures the bright excitonic states
in different QWs are coupled via the electromagnetic field to
form the exciton polaritons. We assume that the photoexcited
dark excitons are characterized by the quasi-equilibrium dis-
tribution function f (k) which can be calculated by using the
conventional kinetic theory. The secondary photons are emit-
ted following the acoustic-phonon-assisted scattering of dark
excitons into the exciton-polariton states defined inside the cir-
cle k < k̄. The latter have the alternative either to escape from
the sample or be rescattered to one of the dark states. The scat-
tering of exciton polaritons within the circle of bright states can
be neglected. This allows to calculate the PL intensity although
the criterion for validity of the Boltzmann kinetic equation for
the bright states is not satisfied. The calculation procedure is
similar to that used in [4] to describe the contribution to PL due
to the upper branch of exciton-polariton dispersion curve.

Let us consider a structure consisting ofN equidistant iden-
tical QWs, introduce the exciton polarizationPn in the nth QW
(n = 1, 2 . . . N) and limit ourselves to the vertical light emis-
sion connected to the exciton-polariton states with k = 0.
Values of Pn are interconnected by a set of linear equations

(ω0 − ω − i�)Pn +
∑
n′
�nn′Pn′ = Sn ,

�nn′ = −i�0 e
iqd|n−n′| , q = ωnb/c .

Here d is the period,�0 and� are the exciton radiative and non-
radiative damping rates in a single QW structure, see, e.g., [1],
and Sn is the random perturbation in the n-th QW making al-
lowance for the phonon-induced scattering from the dark states
with k > k̄ into the state with k = 0. The perturbation average
square is given by

〈|Sn(ω)|2〉 = εb

2h̄qa2 |M0|2G0(ω; n) ,

G0(ω; n) = 2π

h̄

∑
k

f
(n)

k |Vk|2 (1)

×[(Nk + 1) δ(h̄ω−Ek + h̄�k)+Nk δ(h̄ω−Ek − h̄�k)] .

The notations used are as follows: εb = n2
b, a is the QW width,

Ek is the exciton energy, ω and�k are the photon and phonon
frequencies,M0 is the matrix element of emission of a photon
by an exciton in a single QW, f (n)k is the exciton distribution
function in the n-th QW defined outside the circle k > k̄,Nk is
the phonon occupation number, and Vk is the matrix element
of the exciton-phonon interaction. In Eq. (1), two terms in the
square brackets describe, respectively, the phonon emission
and absorption processes.

2. Discrete Green’s function in a periodic MQW structure

Enumerating the QWs in order from n = 1 to n = N we define
the discrete Green function Gnn′ in the following way

(ω0 − ω − i�)Gnn′ +
∑
n′′
�nn′′Gn′′n′ = δnn′ . (2)

The solution of (2) can be presented in the form

Gnn′ = P (n
′)

+ eiKdn + P (n′)− e−iKdn

+
{
P0 for n = n′ ,
P eiKd|n−n′|) for n �= n′ .

HereK is the wave vector of an exciton polariton in an infinite
QW structure, it satisfies the dispersion equation [1]

cosKd = cos qd + �0

ω − ω0 + i�
sin qd , (3)

P0,P determine the Green function for an infinite QW structure
and are given by

P = i�0 sin qd

(ω0 − ω − i�)2 sinKd
,

P0 = P + 1

ω0 − ω − i�
,
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P
(n′)
± result from the internal reflection of exciton polaritons

from the first and last QWs,

P
(n′)
± = rP ei�± + reiKd(2N∓n′−2)

1− r2e2iKd(N−1)
,

where

r = −1− e−i(q−K)d

1− e−i(q+K)d ,

�+ = Kd(n′ − 2),�− = Kd(2N − n′).
3. Photoluminescence spectrum of near-Bragg

QW structures

The PL spectral intensity is derived to have the form

I (ω) ∝
∑
n′
|E (n′)|2〈|Sn′(ω)|2〉 .

Here E (n′) is the electric field of the secondary radiation aris-
ing due to the emission from n′th QW. For the semiinfinite
outermost barriers, it is given by

E (n′) = (ω0 − ω − i�)G1n′ − δ1n′

ξ�0
,

where ξ = εb/(2πqa). This equation can be reduced to

E (n′) = ie−iKd sin qd

ξ sinKd

1+ r
ω − ω0 + i�

eiKdn′ + reiKd(2N−n′)

1− r2e2iKd(N−1)
.

For the structure containingN QWs, a semiinfinite back barrier
and a front barrier of the thickness b = d − a between the
first QW and vacuum, the expression for E (n′) is multiplied
by the factor τ/(1 − �rN), where � = (nb − 1)/(nb + 1),
τ = 2nb/(nb + 1) and rN is the reflection coefficient from a
set of N equidistant QWs.

The PL spectral peaks are expected to appear at the real
parts of eigenfrequencies of exciton polaritons satisfying the
following transcendental equation [5]:

tan (NKd) = −iF(ω,K) , F(ω,K) = sin qd sinKd

1− cos qd cosKd
.

We remind that K and ω are related by Eq. (3). As soon as
| sin qd| � �0/|ω−ω0+ i�| the complex eigenvaluesKj can
be approximated by

Kjd = 1

N

(
πj + i

2
ln

1− Fj
1+ Fj

)
, (4)

where j is an integer and Fj = F(ω0, πj/N). We have con-
sidered a QW structure with N = 100. For the detuning pa-
rameter d/λ(ω0) = 0.495 and ratio �/�0 = 0.1, the exact
valuesKjd for j = N − 2, . . . , N − 5 and those calculated by
using Eq. (4) are listed below
j = N−2 = 98: 3.0771−i0.0099 and 3.0788−i0.0110,
j = N−3 = 97: 3.0468−i0.0067 and 3.0473−i0.0069,
j = N−4 = 96: 3.0157−i0.0050 and 3.0159−i0.0051,
j = N−5 = 95: 2.9844−i0.0040 and 2.9845−i0.0040.
and demonstrate a satisfactory coincidence. For j = 99 the
exact eigenvalue is 3.1030−i0.0154, for this j the approximate
equation (4) is invalid.
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Fig. 1. Calculated PL spectra for the near-Bragg structures with
the detunings d/λ(ω0) = 0.495 (a) and 0.499 (b). In the hori-
zontal axis the difference ω − ω0 is presented in units of 
, where

 = (2ω0�0/π)

1/2 is a half of the forbidden gap in the dispersion of
exciton polaritons in the resonant Bragg structure. The other param-
eters of the system are as follows: εb = 13, a = 85Å, h̄ω0 = 1.5 eV,
h̄�0 = 27µeV, 
 = 5.1 meV. Inset shows the PL spectrum (a) in
the wider region including negative values of (ω − ω0)/
.

The calculated PL spectra are shown in Fig. 1. There are
several distinct peaks which correspond to polaritonic modes
beginning from j = N − 2, N − 3, . . .. In addition, there is a
supplementary peak below the exciton resonance frequencyω0
shown by an arrow in the inset. The corresponding value ofKd
cannot be found by using Eq. (4) and equals 3.1196− i0.0126
which corresponds to the complex eigenfrequency ω = ω0 −
(0.33+ i0.18)
.

In conclusion, we have developed a theory describing the
PL spectra of multiple QW structures, in particular, near-Bragg
QW structures. The spectral fine structure is quite sensitive to
the geometrical parameters of the structure, the period d, the
number of QWs N and the cap-layer thickness. The quantita-
tive comparison with experiment [2,3] needs a thorough fitting
of these parameters and, obviously, allowance for inhomoge-
neous broadening.
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Magnetic resonance and photoluminescence in PbxNbyOz-ceramics
as a system containing chemical nanoclusters
V. S. Vikhnin1, H. R. Asatryan1, R. I. Zakharchenya1, A. B. Kutsenko1 and S. E. Kapphan2

1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 FB Physik, Universität Osnabrück, 49069 Osnabrück, Germany

Abstract. The simulation of chemical fluctuation regions in the PMN-like relaxors by growth of the PbxNbyOz-ceramics
was performed. Different PbxNbyOz-nanoclusters (chemically and structurally) coexist in such a ceramics. Hole polarons
and “bi-polarons” and “Cr3+-two polaronic holes” paramagnetic complexes were considered for an explanation of EPR
spectra in PbxNbyOz ceramics. Dynamical averaging and light induced effects, and significant effects of reduction treatment
giving a co-existence of Nb5+ and Nb3+ ions as well as of strong internal magnetic field were discovered in such a ceramics.
The latter could be related with antiferromagnetic phase realization in PbxNbyOz-nanoclusters containing high enough
concentration of magnetic Nb3+ host lattice ions. Such a situation leads to antiferromagnetic resonance on Nb3+ ions as
well as to EPR of Cr3+-related paramagnetic complexes in Nb3+-induced internal magnetic field. Charge transfer vibronic
excitons (CTVE) in free and in CTVE-phase states were detected in PbxNbyOz-ceramics by photoluminescence studies.

Introduction

One of a significant source of the polar nanocluster forma-
tion in ferroelectric relaxors important for application could be
chemical fluctuation nanoclusters with ferroordering. For ex-
ample, these are Nb-rich regions with different Pb-Nb-O com-
positions in ferroelectric relaxor PbNb2/3Mg1/3O3 (PMN). For
study such a situation we have investigated the limiting case
of PbxNbyOz-ceramics only consisting of different type of
PbxNbyOz-nanoclusters.

The chemical analysis study achieved that average normal-
ized concentration of O-ion for as grown PbxNbyOz-ceramics
equals approximately to+3.5. That is, the Nb3+ ions have here
relatively low concentration with respect to the main Nb5+ ion
contribution. Nevertheless, a situation becomes principally
different for the samples after reduction treatment. Indeed,
such an average O-ion concentration becomes approximately
+3 after essential sample reduction in the hydrogen atmo-
sphere. It reflects the co-existence of different PbxNbyOz-
nanoclusters with chemical compositions inclusive in average
the Nb5+ as well as Nb3+ ions with approximately the same
concentration. Note that corresponding Nb3+-ion significant
contribution could be responsible for an appearance of mag-
netic behavior for such a PbxNbyOz-ceramics. The latter is
related with paramagnetic properties of Nb3+ ion (S = 1). As
a result, antiferromagnetic ordering of Nb3+ ion spins will be
predicted here due to antiferromagnetic exchange interaction
between these ions. Co-existence of PbxNbyOz-nanoclusters
with different chemical composition inclusive Nb5+ as well as
Nb3+ ions in the reduced ceramic Pb-Nb-O samples will be
the main suggestion of our model.
We assume that PbxNbyOz-ceramics consists of non-magnetic
Pb2+Nb5+

2 O2−
6 , Pb2+

5 Nb5+
4 O2−

15 , and Pb2+
2 Nb5+

2 O2−
7 nanoclus-

ters on the one hand, and of antiferromagnetic Pb2+
2 Nb3+

2 O2−
5 ,

Pb2+Nb3+
2 O2−

4 , and Pb2+Nb3+
1/2Nb5+

1/2O2−
3 nanoclusters on the

other.

Experimental results and interpretation

1. Hole polarons and “bi-polarons” and “Cr3+-two pola-
ronic holes” paramagnetic complexes in PbxNbyOz nan-

oclusters. Light induced effects.
(a). Significant increasing of definite EPR-lines due to illu-
mination (for instance, by mercury lamp during 0.5 h) takes
place for as grown PbxNbyOz ceramic samples. Indeed, char-
acteristic doublet in low magnetic fields for g>2 (see also [1])
is essentially increased by such illumination. In contrast with
it, a central line (with respect to such a doublet) at least is
not increased by the same illumination. We assume that this
behavior could be related with EPR manifestation of pola-
ronic and bi-polaronic states in PbxNbyOz nanoclusters. The
doublet mentioned above could be considered as a result of
|0〉 → |±1〉 transitions for triplet spin state (S = 1). Here
splitting between |0〉 → |+1〉 and |0〉 → |−1〉 lines forma-
tion could be explained as a result of uniaxial in-cluster field
action. Such a photoinduced triplet could be related with pairs
of self-localized carriers. These self-localized pairs of carriers
in ferroelectric oxides become polaronic pairs. So, active here
|0〉, |+1〉 and |−1〉 triplet spin states could be treated as the
states of photoinduced triplet hole bi-polaron. The central line
(with respect to the doublet discussed) could be interpreted as
an effect of free polaronic hole. Its g-factor value (g = 3.015)
could be explained due to direct contribution of orbital Zee-
man effect in the ground double degenerating state of oxygen
related hole (2px and 2py).

(b). In accord with our photoluminescence studies of the
PbxNbyOz ceramics under discussion these samples contain
unwanted Cr3+ impurity. Its existence was confirmed by the
detection of characteristic for 3d3 shall of Cr3+ ion very narrow
R-lines of a luminescence. Note that some specific charge
compensation for Cr3+ impurity on Nb5+ site is topical for the
case of PbxNbyOz-clusters with Nb5+ ion state (for PbNb2O6-,
Pb5Nb4O15-, and Pb2Nb2O7-clusters). Here extra (2-) charge
on the Cr3+ site needs corresponding charge compensation. It
is realized due to two oxygen hole trapping on the Cr3+ ion on
the Nb5+ site. In reality we deal with Cr3+ ion extra-charge
compensation under the conditions of hole-hole correlation as
well as of essential hole — lattice polarization and hole —
lattice deformation interactions. As a result, hole bi-polaron
trapping to the first coordination sphere of Cr3+ impurity ion
takes place here. We suppose that charge compensation of Cr3+
ion located on Nb5+ site is namely realised due to trapping of
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two oxygen-related polaronic holes to the first coordination
sphere of such Cr3+ ion. As a result, neutral “impurity — two
polaronic hole” complex with related three-particle “Negative-
U” effect is appeared. Namely such a “Cr3+ impurity — two
polaronic hole “complex appearance explains the main EPR
spectrum including dynamical averaging effect detected.

2. Antiferromagnetic phase realization in PbxNbyOz-nano-
clusters with magnetic Nb3+ ions. Antiferromagnetic res-
onance on Nb3+ ions.
Strong reduction treatment of the PbxNbyOzceramics under
consideration leads to new situation with respect to contribu-
tions of Nb5+ and Nb3+ charge states of Nb-ion to such a ce-
ramics. Namely, the contribution of Nb3+ ions is significantly
increased and reaches the contribution of Nb5+ ions. Antiferro-
magnetic clusters are appeared here on the basis of above men-
tioned three type micro-regions containing Nb3+ paramagnetic
ions with 3d2 shell and S = 1. The antiferromagnetic ordering
is created there due to Nb3+-O-Nb3+ super-exchange interac-
tion via intermediate oxygen ion. Such clusters were detected
in the present work by antiferromagnetic resonance (AFMR).
Note that magnetic ordering mentioned above is accompanied
by internal local magnetic field appearance with characteristic
temperature dependence. Characteristic antiferromagnetic or-
dering features, namely, strong AFMR line shifts with temper-
ature lowering up to an appearance of near zero field AFMR-
lines on the one hand, and resonance line intensity decrease
and line width increase with the same temperature lowering on
the other support such an interpretation. Moreover we have to
deal with the AFMR induced by two different Nb3+-rich an-
tiferromagnetic clusters (for example, by Pb2+

2 Nb3+
2 O2−

5 and
by Pb2+Nb3+

2 O2−
4 clusters) because two basicAFMR-doublets

take place on the experiment. The EPR of Cr3+-related param-
agnetic complexes in temperature-dependent internal magnetic
field induced by Nb3+-ions was also detected.

3. Free charge transfer vibronic excitons (CTVE) and
CTVE-phase states detected in PbxNbyOz-nanoclusters by
photoluminescence.
CTVEs are characteristic long living dipole excitations in ferro-
electric oxides (see [2]). They are polaronic electron-hole pairs
or triads. In this work we have detected CTVEs in PbxNbyOz-
nanoclusters. Here CTVEs with O→Nb5+ charge transfer
were directly manifested by photoluminescence studies. We
had detected a photoluminescence line related with recombi-
nation of O→Nb5+ free CTVEs at ∼ 500 nm. Special in-
terest is caused by a detection of two red luminescence lines
(at ∼ 740 nm and at ∼ 760 nm ) which can be connected
with recombination of O→Nb5+ CTVEs in the CTVE-phase
state. Such a phase is related with an appearance of a system
of strongly correlated CTVEs when in each cell the CTVE is
appeared [2].
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Study of magnetic clusters in the system ferromagnetic-nonmagnetic
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Abstract. Two different methods for studying magnetic effects in the heterojunction system ferromagnetic layer
(Zn,Mn)GeP2 on nonmagnetic ZnGeP2 single crystal were applied to find manifestations of magnetic atomic-size defects,
nano- and microclusters responsible for para- and ferromagnetic interactions. Giant electron spin echo, large negative
magnetoresistance, low temperature hysteresis in magnetoresistance and anomalous Hall effect have been found and
investigated in detail. Ferromagnetic ordering of nanocluster isles influenced on magnetic resonance phenomena in Mn
doped ZnGeP2 bulk, but not on the crystal structure of diamond-like chalcopyrite matrix. Percolate model approach is
discussing as one of the non-discrepant mechanisms for explanation of features in charge carrier transport in magnetic field
and magnetic resonance in Mn spin system.

Introduction

Nowadays clusters with an exactly determined number of
atoms are considered as a base of new class materials [1].
Magnetic semiconductors can exhibit specific magnetically or-
dered quantum objects as ferromagnetic nanoclusters. Their
size spans from several atoms to 109 atoms bonded by a strong
magnetic coupling. These small particles have totally different
magnetic structures and ‘materials properties’ than their bulk
crystalline counterparts. Even more, these properties some-
times change drastically whenever a single atom is added to or
removed from the cluster [1].

Novel Mn-doped chalcopyrites based on II-IV-V2 ternary
compounds were started to intense investigation [2–4]. They
show high temperature (high TC) ferromagnetism and the dia-
mond-like crystal structure of chalcopyrite. Their electric re-
sistance can be varied from isolator (> 109�cm) and down
to metallic-like material in dependence on a concentration of
magnetic impurity [5]. High-TC ferromagnetism was shown in
experiment to remain in both phases. This work studies mag-
netic clusters in high-TC ferromagnet (Zn,Mn)GeP2 by means
of magnetoresistance (MR), anomalous Hall effect and elec-
tron paramagnetic resonance (EPR) detecting the electron spin
echo (ESE) signals.

1. Experimental

(Zn,Mn)GeP2 layers were grown on insulated ZnGeP2 single
crystals oriented in the isotropic direction [001]. The optically
high-quality p-type crystals were processed for reactive diffu-
sion of manganese at 550 ◦C in vacuum of 10−8 torr. The pre-
pared heterostructures (Zn,Mn)GeP2/ZnGeP2 and ZnGeP2:Mn
single crystals containing 0.2 at.% and 2 at.% of Mn were stud-
ied.

Magnetic resonance techniques employed the pulsed EPR
spectrometer operating at frequency of 275 GHz/J-band and a
continuous wave (cw) spectrometer providing X-band regime
at 9.3 GHz, T = 4 ∼ 300 K. We detected signals of ESE us-
ing the J-band spectrometer with the finest spectral resolution
at T = 1.6 ∼ 5 K. Hall effect and MR measurements were

performed using golden dot contacts in six-probe geometry.
Magnetic field up to 30 kOe and T = 1.8 to 390 K were main-
tained for steady state and H -loop cycling experiments.

2. Result and discussion

Figure 1 demonstrates the chalcopyrite crystal structure I 4̄2d
of the Mn-doped ZnGeP2 crystal, where Zn, Ge and P atoms
situate at the diamond-like lattice sites regularly. Mn atoms are
suggested to situate randomly at two different Zn-sites and at
Ge-site (not shown).

Figure 2 presents EPR spectra at J-band (275 GHz) of the
2% Mn-doped ZnGeP2 homogeneous single crystal measured
at T=270 K (cw-EPR) and 5 K (ESE detected pulse EPR). In-
tensities of these fine-structure components differ strongly at
5 K due to an extreme population of the MS sublevels and a
large Zeeman splitting. The broad overlapped line is due to
exchange coupled Mn clusters existing in ferromagnetic chal-
copyrite along with isolated Mn2+ ions at Zn sites. Earlier
EPR data established the main point defect in ZnGeP2 is zinc
vacancyVZn and according to the Hall effect, the undoped crys-
tals take shape as p-type material owing to VZn acceptors, as
well. Mn dopants compensate zinc vacancies that is confirmed
by our EPR data on a high concentration of Mn2+

Zn centers in
both Mn-doped ZnGeP2 and (Zn,Mn)GeP2.

The local crystal structure in Fig. 1 shows Mn ions in clus-

Mn2+ Mn2+

P

Zn

Ge

Mn

Mn Mn2+ 2+-P- Mn Mn2+ 2+-P-(Ge)-
ZnGeP :Mn2

Fig. 1. Two type Mn-pairs which could be realized in ZnGeP2:Mn.
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Fig. 3. Hall sheet resistance vs. magnetic field of (Zn,Mn)GeP2

layer at T = 300 K and 77 K. The curve at 77 K is multiplied by the
factor of 10.

ters are coupled in atomic-size chains through P atom or three
atoms P-Ge-P. These motives can repeat in the neighborhood
many times finally forming a magnetic nanocluster. EPR ev-
idences the presence of magnetic nanoclusters in Mn-doped
ZnGeP2 at high manganese concentration. Because the com-
pletely Mn substituted compound MnGeP2 has been recently
prepared and [Mn] in (Zn,Mn)GeP2 is expected to change in
the wide range (0 ∼ 100%), one can suggest the size of clusters
changes as [Mn] increases, resulting in absorption of detached
ferromagnetic isles by the ferromagnetic sea. Such dimen-
sional transition is known as a percolation in charge carrier
transport.

Figure 3 gives a dependence of the Hall sheet resistance
ρxy/d on magnetic field of a highly conductive p-(Zn,Mn)GeP2
layer. The curves nonlinear clearly show the contribution of an
anomalous Hall coefficient Ra is strong. The anomalous Hall
effect increases with temperature, so a saturation of the Hall re-
sistance observed at 77 K cannot be recorded at 300 K in these
H -fields. The ρxy(H)/d value achieves the state of saturation
at fieldsH > 5 kOe because of magnetization saturation, since
(ρxy)a = Raµ0M . Unlike magnetization, the anomalous Hall
effect slackens with decreasing temperature, approximately is
50 times as low, see Fig. 3. The MR occurs to obey different
mechanisms at high and low temperatures. It increases grad-
ually from practically zero to the large magnitude of −8.5%
in the range of T = 300 ∼ 2 K. The dependences 
ρ/ρ0(H)

remain linear with an increasing slope ∂(
ρ/ρ0)/∂(H) [5].
However, the next anomaly was observed as a hysteresis of
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Fig. 4. Low temperature hysteresis of MR. Arrows indicate the
detour direction of magnetic field.

MR vs. magnetic field only at low temperatures. The hysteresis
loop at 1.8 K is shown in Fig. 4. Such a behavior is characteris-
tic of cluster systems where freezing out of magnetic moments
of clusters occurs due to either the dipole-dipole interaction
or the presence of magnetic anisotropy. The magnetic cluster
structure is a reasonable model for the highly conductive fer-
romagnetic (Zn,Mn)GeP2 reaching the percolation level at the
degenerate hole concentration in the ferromagnetic layer.

3. Conclusion

Properties of the nanoclusters are different from the host bulk
semiconductor, at that, the crystal structure of samples remains
equal (or similar) to the starting crystal with the diamond-like
crystal structure, chalcopyrite. Above we described the present
state of knowledge of properties of the clusters by atoms Mn-P-
Mn and Mn-P-Ge-P-Mn which in their bulk form conventional
doped semiconductor ZnGeP2:Mn. Technological advances
are expected using clusters in a specific support material in the
areas of magnetic storage media and spin-dependent electronic
materials.
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Abstract. The magneto-optical Kerr effect has been observed in 1–80 nm thick FeNi films deposited onto Si(100), for an
external magnetic field (variable in strength up to 800 G) oriented parallel or orthogonal to the magnetization axis of the
film. Our data indicate the two-dimensional quantum behavior for films with d < 6 nm. The existence of a magnetic
moment, perpendicular to the film surface was detected.

The discovery of the giant magnetoresistance effect has opened
opportunity of creation new nanoscale magnetic film devices.
The realization and optimization of this devices (multilayer
spin valve, spin-tunneling or magnetic superlattice structures)
require a detailed understanding of the electrical, structural,
and optical characteristics of magnetic films having thicknesses
in the range of∼ 0.5–15 nm, an interval in which quantum con-
finement and domain wall structure exert a profound influence
on the magnetic properties of a film. The magnetooptical Kerr
effect (MOKE) of thin (1–80 nm) FeNi-films on Si-substrates
are studied in this report [1].

FeNi films ranging in thickness (d) from 1 to 80 nm were
deposited onto Si(100) substrates by RF sputtering. Laser ellip-
sometry, and optical interference and electron microscopy stud-
ies determined the film deposition rate, ∼ 4.7 nm/min, to be
independent of film thickness. Analysis of the films by Auger
Electron Spectroscopy (AES) verified that, the stoichiometry
of the deposited films matched that of the FeNi target. Experi-
mental measurements of the magneto-optical characteristics of
the FeNi films were made at room temperature with a MOKE
configuration that allowed for magnetic field strengths up to
400 G to be studied. Experiments have been conducted for
optical probe wavelengths in the red (635 nm) and green.

For d ≥ 6 nm the coercivity (� 5 G) varies little with film
thickness and is similar to values in the literature for bulk FeNi
and 10 nm FeNi films. Also, the shift of the hysteresis loops
from zero field is virtually imperceptible, suggesting that the
films are of high quality. The saturated MOKE response is
constant for field strengths beyond 110 G.

For film thicknesses below∼6 nm, the MOKE characteris-
tics change dramatically. The field strength required to reach
saturation, and the coercivity, rise quickly. These data display
a clear difference of the FeNi film MOKE characteristics from
bulk behavior and Fig. 1 provides another perspective of this
transition to a two-dimensional structure. One concludes that
our data indicate the onset of two-dimensional quantum be-
havior for d<6 nm. Approximately just the same quantum be-
haviour of MOKE response are observed for external magnetic
field oriented parallel to the magnetization axis of the film.

Measurements of the MOKE response of the FeNi films
with the magnetic field perpendicular to both the magnetization
axis and the film surface demonstrate that the FeNi films have
a component of the magnetic moment that is directed out of the
plane of the film (polar magnetization). The physical nature of
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Fig. 1.

this polar magnetization can be connection with interface FeNi-
Si or type of domain walls. It is well known that silicides such
as FenNi (n = 1–3) form readily at metal/Si interfaces. Both
magnetic and non-magnetic phases (islands) can be produced,
and the non-magnetic FeSi (or NiFe) phases has been identified
as the origin of antiferromagnetic coupling between islands
and FeNi film and polar magnetic moment. Other possibility
connect with type of domain walls. Our data, in particular, are
consistent with the calculations of Trunk et al [2] which predict
the transition between Bloch and Neel wall domain structure
to occur in FeNi films for d ≈ 30 nm. As discussed in [2],
vortex structure associated with Bloch wall domains gives rise
to a magnetization component directed out of the plane of the
film. In particular, the overshoot angle θ , which characterizes
the orientation of the polar magnetization, was predicted to be
small for d < 30 nm (Neel domain) and to rise abruptly for
film thicknesses above 30 nm.
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Abstract. The problem of three interacting Kondo impurities is solved within a numerically exact continuous time quantum
Monte Carlo scheme. A suppression of the Kondo resonance by interatomic exchange interactions for different cluster
geometries is investigated. It is shown that a drastic difference between the Heisenberg and Ising cases appears for
antiferromagnetically coupled adatoms. The effects of magnetic frustrations in the adatom trimer are investigated, and
possible connections with available experimental data are discussed.

Introduction

The electronic structure of adatoms and clusters on surfaces
constitutes one of the most fascinating subjects in condensed
matter physics and modern nanotechnology [1]. The scanning
tunneling microscopy (STM) allows the study of atomic struc-
ture, the electronic energy spectrum, and magnetic properties
of different surfaces at an atomic scale. In particular, STM
gives the unique opportunity of directly investigating an es-
sentially many-body phenomenon, namely the Kondo effect.
Recently STM studies of small transition metal nanoclusters on
different surfaces have been performed, including Co dimers
and Cr trimers on a Au surface, and Co clusters on carbon nan-
otubes. The electron spectrum of these nanosystems, in partic-
ular the existence of the Kondo resonance, turns out to be very
sensitive to the geometry of the clusters as well as to the type of
magnetic adatoms. The later can be important for nanotechno-
logical fine tuning of surface electronic structure. At the same
time, due to the extreme complexity of the problem, theoretical
investigations of electronic structure for several Kondo centers
usually involve some uncontrollable approximations, such as
a replacement of the Heisenberg interatomic exchange inter-
actions by the Ising ones or a variational approach based on a
simple trial function.

In this communication we present results of a numerically
exact solution of the three Kondo impurity problem within the
recently developed continuous time quantum Monte Carlo (CT-
QMC) method. For the antiferromagnetic (AFM) exchange
interatomic interaction, in contrast to the ferromagnetic (FM)
one, the results for the Heisenberg and Ising systems differ es-
sentially. Based on our analysis, the recent paradoxical experi-
mental results [2] where the Kondo resonance is observable for
an isosceles magnetic triangle but not for the perfect Cr-trimer
or individual Cr adatom will be discussed.

1. Model and methods

We start with the system of three impurity correlated sites with
Hubbard repulsion U in a metallic bath and with an effective
exchange interactionJij between them, a minimal model which
however includes all relevant interactions necessary to describe
magnetic nanoclusters on a metallic surface. The effective
action for such cluster in a metallic medium has the form S =
S0 +W with

S0=−
∫ β

0

∫ β

0
dτdτ ′

∑
i,j ;σ

c
†
iσ (τ )G−1

ij (τ − τ ′)cjσ (τ ′) ,

W=
∫ β

0
dτ

⎛⎝U∑
i

ni↑(τ )ni↓(τ )+
∑
i,j

JijSi (τ )Sj (τ )

⎞⎠ .

The last term in the right-hand-side of Eq. (1) allows us
to consider the most important “Kondo lattice” feature, that
is, the mutual suppression of the Kondo screening and inter-
site exchange interactions. Another factor, the coherence of
the resonant Kondo scattering, is taken into account by the
introduction of inter-impurity hopping terms tij to the bath
Green function which is supposed to be G−1

ij = G−1
i δij − tij .

Here G−1
i (iωn) = µ + i(ωn +

√
ω2
n + 1)/2 corresponds to

the semicircular density of states (DOS) with band-width 2
and tij are inter-impurity hopping integrals. For real adatom
clusters the exchange interactions are mediated by conduction
electrons (RKKY interactions) which are dependent on the spe-
cific electronic structure of both adatoms and host metal. To
simulate this effect we will considerJij as independent parame-
ters which is a common practice in the Kondo lattice problem;
otherwise for the half-filled non-degenerate Hubbard model
used in our calculations the exchange is always antiferromag-
netic. In the model (1) the geometry of the problem is specified
by the values of exchange integrals Jij and hopping parame-
ters tij . We will concentrate on the case of equilateral triangle
when Jij = J and tij = t ; to compare with the experimental
situation in also an isosceles triangle will be considered. To
check an approximation used previous works we will inves-
tigate the case when all spin-flip exchange terms are ignored
and the Heisenberg (SS) form of interaction JijSi (τ )Sj (τ ) is
transformed into the Ising (SzSz) one Jij S

z
i (τ )S

z
j (τ ).

We use the numerically exact CT-QMC method [3] for
our computer simulations. Unlike the Hirsh-Fye discrete-time
scheme it does not involve auxiliary Ising spins, but performs
a random walk in the space of terms of the perturbation ex-
pansion for the Green function. One of the advantages of this
novel approach is the opportunity it provides to study systems
with non-local (in space and in time) interactions, which in the
usual Hirsh-Fye approach would involve a huge increase in the
required number of auxiliary fields and time slices.

2. Results and discussion

Let us discuss correlated adatom trimer in the metallic bath
depending on type of the effective exchange interaction (SzSz
or SS) for AFM and FM cases. First we show that SS type of
interaction suppresses the resonance in AFM case. We study
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Fig. 1. Imaginary part of the Green functions at Matsubara frequen-
cies for the correlated adatom equilateral triangle in the metallic bath
for AFM (upper figure) and FM (lower figure) types of effective ex-
change interaction. Parameters: U = 2, J = ±0.2, t = 0, β = 16,
µ = U/2. There are three dependencies on each picture for SS,
SzSz and J = 0 (which corresponds to single atom in the metallic
bath) types of interaction. The insets show DOS.

the equilateral triangle at half-filling. The Green functions at
the Matsubara frequencies obtained by the CT-QMC technique
and corresponding DOS are presented in Fig. 1. The case of
J = 0 corresponds to the single Kondo impurity in the bath.
One can see that there is no essential difference between SzSz
and SS types of interaction in FM but for the AFM one this
difference is very important. The AFM SS interaction leads
to pronounced suppression of the Kondo resonance at Fermi
level (Fig. 1).

To explain these results we need to calculate the spec-
tral density D(ω) of the on-site spin-flip operators S±i for an
AFM equilateral triangle DSS(ω) = 2

3δ(ω) + 1
3δ(ω − 3J ),

DSzSz(ω) = 1
3δ(ω) + 2

3δ(ω − 2J ). In both cases there is a
part of the spectral density with zero frequency due to degen-
eracy of the ground state and spin-flip transitions between its
components, but for the SS case this part is twice as large. For
the case J � TK (TK is one-site Kondo temperature) only this
“soft” component of the spectral density will lead to Kondo
screening which means that the suppression of the Kondo ef-
fect is twice more efficient for the SS case than for the SzSz
one. Interactions shows that there is no difference between the
SzSz and SS model there and T ∗K � T 3

K/J
2 as in the AFM

SzSz case.
In order to describe the experimental situation we changed

the geometry of the adatom trimer. An observation of the
Kondo resonance reconstruction was reported for one isosceles
geometry of three Cr atoms on a gold surface. Thus we study
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Fig. 2. DOS for equilateral triangle (ET) and isosceles triangle (IT)
geometries with AFM (upper figure) and FM (lower figure) types of
effective exchange interaction. Parameters are the same as in Fig. 1.
Values of the effective exchange integrals for IT are as follows: J23 =
J , J12 = J/3, J13 = J/3. There are two dependencies in case of IT:
one for adatom 1 and another for equivalent adatoms 2 and 3. All
adatoms are equivalent in the case of ET (one dependence).

the isosceles triangles for AFM and FM types of effective ex-
change interaction. We have chosen the following parameters
of Jij to imitate the experimental system: J23 = J , J12 = J/3,
J13 = J/3. The computational results are presented in Fig. 2,
where one can see the reconstruction of resonance in AFM and
FM cases in accordance with experimental data. Note that the
Kondo resonance appears only for the more weakly bonded
adatom in AFM case.

The results are published in Physical Review Letters, 94
026402 (2005).
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Abstract. The paper is devoted to disclosing the origin of magnetism of carbon crystals, formed by polymerized layers of
covalently bound C60 molecules. The problem has been considered computationally. The calculations have been performed
in the unrestricted SCF HF approximation by using AM1 semi empirical technique. As shown, exchange integrals J of both
free molecule and C60 monomer unit of polymers are too big to provide magnetism of ideal crystals. However, those are
shrinked by about 1/k for an oligomer of k C60 molecules so that at big kJ may approach value to be enough for magnetic
behavior observation. The suggested “scaly” character of the observed phenomenon is well consistent with recent
experimental findings concerning the importance of nanoclustering of magnetic samples.

Introduction

Since its discovery [1], the magnetism of carbon crystals, for-
med by polymerized layers of covalently bound C60 molecules,
still has been an intriguing phenomenon of obscure origin. The
list of works devoted to the problem counts tens but the problem
is still far from a complete solution. The current paper presents
one more attempt to throw light on the phenomenon.

The approach suggested in the paper stands from a conve-
nient basic statement that magnetism of any crystalline solid
is caused by peculiar electronic properties of its main building
block. As known, this is necessary, but not always enough, so
that the packing of the building blocks is important as well.
The C60 molecule (monomeric molecule, MM, below) plays
the role for polymerized C60 crystals. Until now it has been
suggested that the molecule has no unpaired electrons. As a
result, a thorough theoretical investigation of the ability to cre-
ate such electrons under the molecule polymerization [2] gave
a negative answer so that the ideal crystal consisting of C60
polymers should not have any magnetic behavior. The state-
ment has contradicted to the experimental findings and a lot
of theoretical suggestions on either radical [3,4] or topological
[5] defects possessing unpaired electrons have appeared, but no
convincing experimental proving of such defect structure has
been obtained. Moreover, to provide the crystal magnetism, the
defects should be orderly distributed through over the crystal
body. And then a question arises, which mechanism is respon-
sible for the regulated distribution of the defects. Simultane-
ously, experiment has revealed a new facet of the phenomenon.
As shown, the magnetism is not a stable intrinsic property of
perfect crystals but its observation is directly connected with
the crystal imperfection [6-8]. These facts led the foundation
of reconsidering the problem. We have tried to answer two
following questions: 1) what might be the origin of unpaired
electrons in such crystals and 2) how the magnetic behavior
of these electrons is connected with the real structure of the
crystalline samples.

1. Effectively non paired electrons of fullerenes

Recent theoretical study has shown [9] that the electronic prop-
erties of the fullerene molecules are determined by a non-trivial
behavior of their odd electrons, equal by number to that of
atoms. These electrons are not fully covalently paired so that
there is a significant fraction of the effectively unpaired elec-
trons, whose total number ND constitutes 9 and 14 for the

C60 and C70 molecules, respectively [10]. These quantities are
distributed over the molecules atoms in a peculiar non-integer
manner, and both molecules are partially radicals. Seemed,
the answer to the first question was found. However, the ex-
change interaction between odd electrons occurs to be rather
strong, so that the exchange integral J for the C60 species is
of −1.86 kcal/mol. The value is too big to provide observable
magnetic behavior of the molecule. Its ground state is singlet
and the molecule is diamagnetic. As should be expected, the
pristine C60 crystal, built of such molecules, is diamagnetic
that is observed indeed.

An obvious question arises what is going with theND and J
values under the molecule polymerization. To clear the point,
quantum chemical calculations have been performed for a set
of oligomers, which simulate three types of molecule packing
in the crystalline C60 polymers. Below, the results will be given
for rhombohedral 9·C60 (Rh), tetragonal 9·C60 (Tg), and linear
5·C60 (L) oligomers.

2. Computational details

The calculations have been performed by using AM1 semi
empirical technique implemented in CLUSTER-Z1 sequential
[11] and NANOPACK parallel [12] codes. Among other stan-
dard characteristics, the main attention was given to theND and
J values. According to [10, 13], the former quantity is deter-
mined as ND =

∑
A NDA, NDA =

∑
i∈A

∑NAT
B=1

∑
j∈B Dij,

where Dij are elements of the density matrix. The exchange
integrals are calculated as [9, 14]

J = E
UHF
S=0 − EUHFSmax

S2
max

, where EUHFS=0 and EUHFSmax

are the oligomer energies in the UHF singlet state and in the
state with the highest multiplicity 2Smax + 1 related to spin
Smax = n/2. Here n defines the total number of odd electrons
[9], which takes values 60, 524, 492, and 284 for C60, and the
studied (Rh), (Tg), and (L) oligomers, respectively.

3. Results and discussion

The oligomer equilibrated structures, which correspond to the
energy minima, are shown in Fig. 1. Central MMs are in the
positions characteristic for macrosamples. Taking them out of
the structures and calculating without changing the molecule
geometry, one can obtain characteristics of the building blocks
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Table 1.

Species ND (a.u.) J (kcal/mol)

Molecules

Free 9.8 −1.80
MM (Rh) 16.0 −2.00
MM (Tg) 14.0 −1.94
MM (Or) 12.0 −1.92

Oligomers

9*C60 (Rh) 10.61 −0.38
9*C60 (Tg) 12.31 −0.26
5*C60 (Or) 11.51 −0.27
1 Obtained per one molecule from the oligomer calculations.

Fig. 1. Equilibrated structures of the 9*C60, 9*C60, 5*C60

oligomers; UHF singlet state.

of the considered polymeric structures. The relevant data are
given in the upper part of Table 1.

As seen from the table, the polymerization causes a sig-
nificant changing in the electronic structure of the individual
molecules. A considerable growth of theND value is observed
that means a weakening of covalent pairing of odd electrons in
the MMs under polymerization. However, the exchange inter-
action between them becomes obviously stronger so that the
polymerization itself does not favor the sample magnetism.

When looking at the characteristics for the whole oligomers,
it should be pointed out that their exchange integrals signifi-
cantly decrease by factor ∼ 1/k, where k is the MM num-
ber. This evidences weakening the odd electrons interaction
within the whole oligomer that is favorable for magnetism.
Thus, oligomers with a few tens of MMs may exhibit magnetic
behavior. Therefore, nanostructured polymeric samples may
be expected to be magnetic. This is really observed experi-
mentally at photogenerated linear oligomerization of the C60
molecules in the pristine crystal body with average k about 20
[15]. Nanostructuring seems to be responsible for magnetism
of the carpet-like structures as well. Thus, Rh-magnetism is
the best observed for samples, which are produced at high tem-
perature and pressure close to the limit parameters of crystal
destruction [7]. It occurred possible to form a whole family of
magnetic carbons with varying degree of ferromagnetic con-
tent (and/or nanostructuring). Rh-magnetic samples have high
mosaicity [8] and non-uniform magnetic structure, which con-
stitutes not more than 30% of the sample [6]. No such features,
as well as no magnetism have been observed for Tg crystals.
Therefore nanostructuring of carbon materials with potentially
non paired electrons can be a reasonable explanation of the

phenomenon.
A scale-like model for the Rh-magnetism can be suggested.

Obviously, graphite-like structure of the crystal favors “scaly”
nanoclustering of the body under severe conditions [6-8]. The
number and size of the scales undoubtedly depend on the tech-
nological treatment. However, consisting of a few tens of MMs,
the scales are characterized by small exchange integrals. When
the latter become small, primary negative due to domination of
the Coulomb term, they may change sign due to interscale in-
teraction, thus providing the growth of the potential exchange
interaction contribution. Consequently, the antiferromagnetic
behavior of the scale changes for the ferromagnetic one fol-
lowing to one of the proposed mechanisms, which describe
inducing magnetic order in the systems with the singlet ground
state [16].
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Abstract. We have theoretically studied the optical plasmonic properties of a planar nanoporous metal surface with periodic
lattice of voids buried in metal just beneath the surface in the framework of a self-consistent electromagnetic
multiple-scattering layer-KKR approach. We have investigated two types of plasmon excitations: surface
plasmon-polaritons propagating at the planar surface of metal and Mie plasmons localized in voids. It is shown that the
coupling between these two types of plasma oscillations leads to a huge enhancement of the surface plasmon-polariton
resonances.

Introduction

The optical properties of planar metallic polaritonic crystals
have been a subject of extensive research activities in recent
years [1,2]. Such polaritonic crystals have a two-dimensional
(2D) periodic structure with complex unit cell, containing na-
nostructured metallic materials with inner material (plasmon)
resonances. Nowadays, many efforts are devoted to investi-
gate the metals with periodically arranged nanopores that is
a prominent example of polaritonic crystal. The interest in
such structures is based on considerable advances made in the
template-assisted assembly of microporous and nanoporous
metal structures [3-5].

Remarkable effects caused by excitation of plasmons in
nanopores have been predicted theoretically for nanoporous
metal films, such as extraordinary transmission [6] and absorp-
tion [7]. In [3] strong resonant dips in the reflectivity spectra
of light have been observed from nanoporous metal surface
formed by periodical arrangements of close-packed spherical
segment voids (nanocups). All these effects are caused by ex-
citation of Mie plasmons in voids (void plasmons). Apart from
Mie plasmons localized in spherical cavities inside metal, the
surface plasmon-polaritons propagating at the planar surface
of porous metal can be also, in principle, excited if the period
of the void lattice is comparable with the surface plasmon-
polariton wavelength. This fact remarkably distinguishes po-
rous metal polaritonic crystals, where a host medium (metal)
is optically active, from polaritonic crystals [1, 2] containing
active (metal) inclusions in (optically inactive) dielectric host
medium. The lattice of voids buried beneath the planar surface
of metal plays a two-fold role: (i) periodic lattice of voids forms
a coupling element, which couples incoming light to surface
plasmon-polaritons (it is well known that the surface plasmon-
polaritons are non-radiative excitations and, therefore, they can
not be excited on a planar surface of metal by incoming light
without special coupling elements, e.g., grating or total reflec-
tion prism), (ii) localized Mie plasmons are exited in spherical
voids. In contrast to the surface plasmon-polaritons, void plas-
mons are radiative excitations [8] and, therefore, they can be
coupled to light effectively without using any special coupling
device. Furthermore, it might be expected that the localized
void plasmons and propagating surface plasmon-polaritons can
be put into interplay by tuning the structure parameters. Sur-

face plasmon-polaritons on metal surfaces are widely used for
the sake of spectroscopy of surface epilayers and absorbates
in optoelectronics and biophysics. Hence, the studying of new
structures, in which surface plasmon-polaritons can be excited
by incoming light in the most effective and practical way, is an
important problem.

In this paper, we study the optical plasmonic properties of a
hexagonal 2D lattice of spherical nanovoids buried inside metal
at a distance less than skin depth from planar metal surface. We
have calculated the reflectivity spectra of such a nanoporous
metal surface in the framework of a self-consistent electro-
magnetic multiple-scattering layer-Korringa–Kohn–Rostoker
(KKR) approach. We have investigated two types of plasmon
excitations: surface plasmon-polaritons excited at the planar
surface of metal and Mie plasmons localized in voids. The
special attention is given to coupling effects between these
two types of plasma oscillations. It is shown that the surface
plasmon-polariton resonance can be considerably enhanced
due to its interaction with Mie plasmons in nanovoids. This
paves the way towards developing various sensors based on sur-
face plasmon-polaritons operating with high sensitivity without
special coupling elements.

Results and discussion

Let us consider the light is incident normally on a planar sur-
face of metal that contains a 2D lattice of voids just beneath the
surface with primitive lattice vectors a and b, where |a| = |b|
and a ·b = |a|2 cos 60◦. To calculate the light reflection spec-
tra from such a porous surface we use a rigorous solution of
Maxwell’s equations based upon a multiple-scattering layer-
Korringa-Kohn-Rostoker (KKR) approach that makes use of
a re-expansion of the plane-wave representation of the elec-
tromagnetic field in terms of spherical harmonics (see [6, 7]
and references therein). We describe the dielectric response of
the metal to an electric field E exp(−iωt) in the local Drude
model as ε(ω) = 1 − ω2

p/ω(ω + iνe), where ωp is the bulk
plasmon frequency and νe is a phenomenological bulk electron
relaxation rate. For our calculations we choose the parameters
ωp = 7.9 eV and νe = 90 meV, which are characteristic for
gold [9].

Fig. 1 shows the calculated reflection spectra of light inci-
dent normally onto a planar gold surface with a single hexag-
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Fig. 1. Reflectivity spectra of light incident normally onto a planar
gold surface with an hexagonal lattice of spherical voids of different
diameters, d. Distance from the planar surface of metal to the tops
of voids, h, is equal to 25 nm and |a| = |b| = 705 nm. The
vertical arrows mark the energy of the second Mie plasmon mode of
a single void in bulk gold. Dashed straight line indicates the energy
of the surface plasmon-polaritons estimated in the “empty lattice
approximation”.

onal 2D lattice of voids buried in metal just beneath the sur-
face for different void diameters, but the same void-lattice pe-
riod, |a| = |b| = 705 nm. One can see two dips in every
reflectivity spectra. One of them is associated with excita-
tion of Mie plasmons in voids [7]. The frequency of Mie-
plasmon resonance is close to the frequency of the second
Mie-plasmon mode, the orbital quantum number l = 2, of
a single void in bulk gold (marked by vertical arrows in Fig. 1),
although they do not completely coincide due to the coupling
of Mie plasmons in adjacent voids and/or disturbance of Mie-
plasmon mode by proximity of the planar surface of metal [7].
The other dip in reflectivity spectra is related to the excita-
tion of surface plasmon-polaritons at the planar surface of
metal. The frequency of surface plasmon-polariton resonance
is close to the frequency of surface plasmon-polaritons esti-
mated in the “empty lattice approximation” (marked by dashed
line in Fig. 1), |k‖ + g|2 = (ω/c)2ε(ω)/(1 + ε(ω)), where
g = pA + qB are the in-plane reciprocal lattice vectors,
A = 2π(b × n)/|a × b| and B = 2π(n × a)/|a × b| are
the primitive vectors of the reciprocal 2D lattice, p and q are
integers, and k‖ is the in-plane reduced wavevector, which is
equal to zero in the case of normal incidence.

Mie-plasmon resonance and surface plasmon-polariton res-
onance exhibit clear anticrossing when Mie-plasmon resonance

passes by surface plasmon-polariton resonance with variation
of the void diameter (see Fig. 1). This proves that these two
types of plasmon resonances effectively interact with each
other.

One can see in Fig. 1 that, in general, Mie plasmons excited
in voids produce a stronger resonance dip in comparison with
the surface plasmon-polariton resonance. The reason for this
is that Mie plasmons in voids are radiative excitations [8] and,
hence, they can couple to light effectively, while the surface
plasmons are non-radiative excitations and can be coupled to
light only via a coupling element, which is the lattice of voids
itself in our case. Notice, however, that in the anticrossing
regime (void radius is equal to 682 nm) Mie-plasmon reso-
nance and surface plasmon-polariton resonance become com-
parable in amplitude. This is because in the interaction region
these two types of plasmon resonances effectively exchange
their oscillator strength, so that a stronger Mie-plasmon reso-
nance supplies a weaker surface plasmon-polariton resonance
with extra oscillator strength. As a result, the strength of the
surface plasmon-polariton resonance increases considerably in
the interaction region. The frequencies of Mie-plasmon reso-
nance and plasmon-polariton resonance can be easily tuned by
varying the diameter of the voids or by filling them with dielec-
tric materials [7] and by varying the period of the void lattice,
respectively. All this makes this type of nanoporous metals a
very attractive choice for a variety of applications ranging from
nanophotonics to biophysics.
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Abstract. We have studied possible realization of a single-electron trap on the basis of thin chromium granular films. These
films function as chains of tunnel junctions in traditional trap structures. The films were formed by the evaporation of Cr in
an atmosphere of pure oxygen. At 25 mK the value of Coulomb blockade threshold of our Cr trap structures varied in the
range 10−30 mV. The parameters of the trap obtained from the measurements were used for a numerical simulation of the
main device characteristics. In particular, the numerical simulations showed that the height of potential barrier of the trap is
about 10 mV that is nearly one order of magnitude higher than corresponding value in traditional SET trap structures based
on Al/AlOx /Al tunnel junctions.

Introduction

Single-electron trap is probably the most interesting single-electron
tunneling (SET) device functioning as a memory cell prototype. In
this device information can be encoded by a presence or an absence
of single electrons on the memory node. A single-electron memory
cell consists of a SET trap capacitively coupled with SET transistor-
readout electrometer. During the last two decades a number of
experiments with single electron-traps of different kind had been
carrier out (see [1,2] and references therein). Lithographic meth-
ods allow to fabricate nanostructures with excellent reproducibility,
but the size of these structure elements can not be decreased below
approximately 30 nm. For example, the element sizes of single-
electron traps fabricated using this traditional shadow evaporation
technique [1,2] were about 100 nm and their operation temperature
was limited by the level below approximately 100 mK. On the other
hand, cluster-based and molecular-based single-electron structures
enabling, in principle, operation at temperature up to 300 K are insuf-
ficiently reproducible and molecular single-electron traps have not
been realized yet. Therefore, the application of granular thin film
structures for implementation of SET devices seems very promis-
ing. The sizes of grains in these structures can be substantially
smaller than the sizes of elements in lithographically patterned SET
structures and, as a result, the working temperature can be much
higher. At the same time granular structures can have reasonable
reproducibility. In this paper we present a modified single-electron
trap structure where the chromium granular films patterned by a
lithographic method substitute the chains of tunnel junctions of tra-
ditional trap structures. These elements (one-dimensional chain or
granular film stripe) form the controllable potential barrier for single
charges entering or leaving the storage metallic island (node). Our
design of a memory cell was based on numerical simulations and
the experimental study of Cr granular films.

1. Fabrication of the samples

Our experimental structures consisted of a SET trap only (Fig. 1a),
while a readout electrometer is planned to be fabricated in separate
technological cycle with precision alignment of the storage island of
the trap and a transducer (central island) of SET electrometer (see
Fig. 1b). The trap structures were fabricated by double-shadow de-
position technique [3] on Si substrate buffered byAlOx layer 200 nm
thick. The chromium films, aluminum counter electrodes and cen-
tral (storage) island were formed in situ through a suspended mask

granular massives

memory
node

gate

electrometer

granular
massive

memory node
gateC0 CJ C1 Cg

Vtr

Vg

Vst

Iel

Ctr

Cint

(a) (b)

Fig. 1. (a) SEM Photo of the experimental trap structure with gate,
storage island connected to two Cr films. (b) The electrical circuit
diagram of SET trap based on Cr granular film with readout elec-
trometer.

using e-gun evaporation system. The first (chromium) layer with a
thickness of 7–8 nm was deposited in an atmosphere of pure oxygen
at a pressure of 10−5 mbar. Secondly, the 30 nm thick aluminum
electrodes and the storage island of the trap were formed. The elec-
trodes had relatively large overlapping area (100 nm by 200 nm)
to the chromium film (see Fig. 1a) that ensured the good electrical
contact between granular structure and Al counter electrodes. The
investigated groups of the samples had the different size of the stor-
age central island (100 nm and 200 nm) and the identical width and
length of chromium films (100 nm and 500 nm correspondingly).

2. Characterization of the samples

I–V characteristics of the samples were measured in a wide temper-
ature range from 25 mK to 77 K. At temperature of 25 mK the exper-
imental structures of SET trap exhibited a wide Coulomb blockade
region (Fig. 2a). The threshold voltage for these samples varied in
the range from 10−30 mV and slightly drifted in time by 2−3 mV.

It was shown in Ref. [4] that chromium granular films evapo-
rated in the oxygen atmosphere have a granular structure, i.e. the film
presents an array of conducting islands separated by thin chromium
oxide layers ensuring tunnel conductivity. For this film we apply a
model of two-dimensio-nal array of islands with stray capacitance
to ground C0. The islands are separated by tunnel junctions of ca-
pacitance C. In order to determine the value of C we have used the
standard activation measurement technique. The Ahrenius plot for
one of the investigated samples is given in Fig. 2b. Activation energy
Ea of the samples varied in the range from 20 to 40 K. Assuming
uniform array of tunnel junctions their mutual capacitance C can be
calculated in following manner C = e2/8Ea [5]. Stray capacitance
of a conducting island can be obtained from the value of threshold
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Fig. 2. Experimental characteristics of sample A1. (a) I–V curve of
the trap (Fig. 1a) measured at 25 mK. Coulomb blockade threshold
voltage is equal to 27 mV. (b) Ahrenius plot of the trap structure.
Activation energy Ea = 40.5 K

Table 1. Experimental parameters of the fabricated chromium films.Sample Ea (K) Vt (V) C (aF) C0 (aF)
A1 40.5 27 5.72 0.20
A2 40.7 22 5.70 0.30
A3 22.8 10 11.26 0.75
A4 20.6 12 10.17 0.57

voltage Vt (see Ref. [6]), i.e. C0 = (1− 2
π
)2e2/(4Vt 2C). Values of

Ea , C and C0 for different samples are given in Table 1.

3. Numerical simulations

We have made some preliminary estimations towards fabrication of
the fully functional device. Using the main electrical characteristics
(C, C0 and intergranular tunnel resistance R) of the granular array
obtained from the experiment we have found the important parame-
ters of the memory cell. These parameters are the required memory
node stray capacitance Cs determined by the size of the storage is-
land, the number of stable elementary charge states M in the trap,
total capacitance CM of the memory node. Values of the gate ca-
pacitanceCg and interaction capacitanceCint between the trap node
and a readout SET electrometer were taken from consideration of
technological convenience.

In the single-electron memory cell the information can be coded
by the presence ("1") and the absence ("0") of one or several addi-
tional electrons on the storage island. The number of stable charge
statesM (maximum number of additional electrons for logical cod-
ing) on the memory node is determined by the height of the potential
barrier and the charging energy of the electron on the node atVg = 0.
The more electrons encode logic state, the higher potential barrier
has to be formed. The value of M = 3−10 provides a compromise
between the desirable small number of electrons ensuring coding of
the logic states and sufficiently large height of the barrier resulting in
long storage time. According to preliminary numerical simulation
using a Monte Carlo method, the trap structure with the memory
node stray capacitance Cs ∼ 7 aF (see Fig. 3a) demonstrated a rea-
sonable number of stable states. Thus, the corresponding linear size
of the storage island of the real structure should be about∼ 100 nm.

To compensate the exceeded charge of one electron on the mem-
ory node by the gate voltageVg ∼ 2.5 mV we took the corresponding
capacitanceCg = e/Vg = 50 aF. To observe the charge dynamics in
the trap a traditional Al SET transistor will be used as a readout elec-
trometer. We took a coupling coefficient K = 1/20 which means
that every entering/leaving electron on the memory node polarizes
the transistor central island with a magnitude of 1/20e. This value
of a readout signal is more than one order higher then typical level of
the background charge noise for Al SET transistor at low frequency.
For the given value of K we estimated the interaction capacitance
Cint to be about 3 aF. This value of Cint corresponds to the distance
between the memory node and transistor central island to be about
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Fig. 3. Numerical simulation of single-electron trap characteristics
forCs = 7 aF,C = 5.7 aF andC0 = 0.7 aF. (a) Charge hysteresis in
the trap. The number of stable states isM = 14. (b) The shape of po-
tential barrier formed by uniform array of metallic islands modeling
the Cr granular film.

200−400 nm if the linear size of the island is equal to 100−200 nm.
The available alignment technique can ensure such accuracy.

We had also found the shape of the barrier formed by the array
of islands in the film. The plot has a saddle shape (see Fig. 3b). The
important parameter of the trap is the barrier’s height in the central
part of the array, which corresponds to the main current channels
in our case. For the studied sample the barrier’s height obtained in
simulations was about 11 mV. This value is more than 5 times higher
than that of a typical SET trap in which the potential barrier is formed
by the chain of Al/AlOx /Al tunnel junctions [2] fabricated using
traditional e-beam lithography technique. Therefore, we expect that
the SET trap based on granular Cr film can have larger storage time
allow further increase of operating temperature of this promising
device.

4. Conclusion

The obtained results demonstrate the possibility to construct a single-
electron trap based on granular Cr structures. The stand-alone trap
structures were fabricated and studied at low temperatures. The
parameters of the trap obtained from this experiment were used for
a numerical simulation of the main device characteristics. These
characteristics seem to be superior to those of traditional devices
fabricated by e-beam lithography technique. Further investigation
of Cr granular structures and SET devices on their basis is in progress.
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Impurity-induced metal-insulator transition
in quasi-one-dimensional metals TaSe3 and NbSe3
A. V. Zavalko and S. V. Zaitsev-Zotov
Institute of Radioengineering and Electronics of the RAS, Moscow 125009, Mokhovaya St. 11/7, Russia

Abstract. Metal-insulator transition induced by impurity incorporation was observed in TaSe3 and NbSe3 samples. It was
found out that conduction of nanometer-scale thickness TaSe3 samples exhibits behavior expected for one-dimensional
electron systems. Thick micrometer-scale NbSe3 samples with impurities introduced by thermal diffusion show behavior
similar to one observed earlier in nanoscale samples.

Introduction

Physical properties of one-dimensional (1D) electron systems
differ dramatically from those of three-dimensional (3D) ones.
Elementary excitations in one-dimensional electron systems
are collective charge and spin boson modes, rather than fermion
quasiparticles as in 3D metals. One of the widely-used models
describing 1D electron systems is so-called Luttinger-liquid
(LL) model [1]. The ground state of a LL is characterized
by a power-law suppression of the tunneling density of states.
Impurities in a LL act as tunneling barriers. Therefore, the con-
duction G of a LL with a single impurity is a power-law function
of temperature, G ∝ T α , and voltage, G ∝ V α [1]. In the
Luttinger liquid the variable range hopping (VRH) conduction
G ∝ exp(C/T 0.5) is expected in the presence of disorder [2].

The transition-metal trichalcogenides NbSe3 and TaSe3 are
quasi-1D metals with chain-like structures [3]. X-ray study
shows monoclinic crystal structures for both NbSe3 and
TaSe3 [3]. Both materials grow as long thin fibrous ribbons or
whiskers composed of trigonal prisms stacked along the fiber
axis, which is parallel to b axis. Although the crystal struc-
tures are similar the transport properties show significant dif-
ferences reflecting thereby the differences in the band struc-
ture and Fermi surfaces. NbSe3 shows two Peierls transitions,
which occur at 145 K and 59 K. Such anomalies are not ob-
served in TaSe3 which exhibits metallic behavior in the entire
temperature range.

It was demonstrated that crystals of NbSe3 with nanometer-
scale-transverse sizes exhibit behavior expected for 1D electron
systems [4]. It was also shown theoretically that introduction of
impurities into quasi-1D conductors may stabilize there LL [5].
Here we demonstrate that introduction of impurities into both
NbSe3 and TaSe3 crystals leads to a metal-insulator transition
and produce a state very similar to one expected for 1D elec-
tron systems and observed earlier in nanoscale-sized NbSe3
crystals [4].

1. Experimental

All studied crystals of TaSe3 were picked up from a single
growth batch, all studied NbSe3 crystals were from one batch
accordingly. Cross-sectional areas s were estimated from the
resistance R at ambient temperature, taking the resistivity as
8 �µm for TaSe3 and 2 �µm for NbSe3. Crystals of NbSe3
were quite pure with RRR ≡ R(300 K)/R(10 K) ≈ 200,
RRR≈ 30 for bulk TaSe3 crystals.

NbSe3 samples were prepared using mechanical cleavage
technique [6]. Current and voltage terminals were made by In
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Fig. 1. Heating-induced evolution of temperature dependence of
the unit length resistance R/L of TaSe3 sample with nanoscale
transverse dimensions. Initial sample resistance corresponds to
s = 4× 103 nm2.

wires gently pressed to the surface of ribbon-like crystals. In-
troduction of indium impurities in NbSe3 samples were made
by thermal diffusion in the way described by J.C. Gill [7].
Namely, indium was incorporated in samples by heating to
400–420 K in vacuum (pressure = 0.03 torr) for hours. In-
dium atoms diffuse from terminals and presumably intercalate
NbSe3 chains. Effect of indium diffusion was detectable even
in regions up to 2 mm apart the terminals. Expected atomic
concentration of In exceeds 1% [7].

For preparation of samples of TaSe3, crystals were cleaved
by electric field in vacuum [4,6]. Current terminals were pre-
pared by vacuum deposition on In through a mask. Typical
distance between the terminals was 10–30 µm. It was found,
that resistance of a thin samples of TaSe3 with s < 10−2 µm2

is growing during heating in vacuum or storage at room condi-
tions. Growth of resistance during storage was observed earlier
in thin NbSe3 crystals [4, 6]. Two-probe measurements were
used for TaSe3 samples, since influence of contact resistance
in our thin crystals turned out to be negligible.
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2. Results

Fig. 1 shows evolution of temperature dependence of the unit
length resistance R/L of TaSe3 sample with nanoscale trans-
verse dimensions. The evolution is induced by heating in vac-
uum. Initially the sample shows metallic behavior of resistance
R/L vs temperature, T , (dR/dT < 0). The heating changes
the shape of R(T ) dependence and result in appearance of a
minimum of R(T) and then nonmetallic low-temperature be-
havior (dR/dT > 0).

Samples of TaSe3 with much higherR/L exhibit nonmetal-
lic behavior. R(T ) dependencies for thinnest samples of TaSe3
can be fitted by VRH dependence as shown on inset in Fig. 2.
In addition, the resistance of such thin samples is found to de-
pend on the voltage, V , changing R by orders of magnitude
(see Fig. 2). R(V ) can be approximated by the power law
R ∝ V −β (β = 1.25). Nonlinear resistance is observed only
in thinnest TaSe3 samples at T < 30 K.
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Fig. 2. Voltage dependence of resistance of TaSe3 sample with s =
140 nm2. T = 13 K. Inset shows temperature dependence of R/L.
Straight line corresponds to 1D variable range hopping.

Fig. 3 shows a sequence of R(T ) dependencies of a bulk
NbSe3 sample after heating at T = 400−420 K. Total treat-
ment time is 50 hours. As one can see from Fig. 3, the temper-
ature dependence of resistance R of thick NbSe3 sample also
exhibits evolution similar to one shown in Fig. 1. Transition
from metal-like to nonmetal-like behavior is observed.

3. Discussion

Transition from metallic to nonmetallic conduction behavior
induced by increase of impurity concentration cannot be ex-
plained in conventional terms of 3D metal with impurities.
Similar behavior ofR(T ) curves for TaSe3 samples with differ-
ent thickness and similar R/L also cannot be explained just in
terms of finite-size effects. As it was shown by Artemenko [5],
the Luttinger liquid in linear-chain compounds can be stabi-
lized by impurities and LL-like behavior reported earlier for
thin NbSe3 and TaS3 samples [4] could be attributed to this
mechanism. The results of the present study prove that diffu-
sion of impurities in bulk samples have the same effect on the
transport properties of q-1D metals as reduction of transverse
sample sizes [4]. Observed VRH-like behavior of thinnest
nanometer-scale TaSe3 samples is consistent with properties
of Luttinger liquid in the presence of disorder [2]. Thus, in
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Fig. 3. Evolution of temperature dependence of the resistance of
bulk NbSe3 sample induced by heating. Initial sample resistance
corresponds to s = 20 µm2.

general, our observations are in qualitative agreement with 1D
models [1,2].
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Current driven instability in ferromagnetic junctions
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Abstract. We consider theoretically a current flowing perpendicular to interfaces of a spin-valve type ferromagnetic metallic
junction. For the first time a simultaneous action of the two current effects is investigated, namely, the nonequilibrium
longitudinal spin injection and the transversal spin surface torque. Dispersion relations for fluctuations are derived and
solved under the proper boundary conditions. Joint action of the two effects mentioned lowers the instability threshold, its
typical value being 1× 106 − 3× 107 A/cm2. Spin wave excitations may soften near the threshold.

1. Motivation

Great attention is attracted now to features of current flowing
through ferromagnetic junctions, i.e. structures with contact-
ing ferromagnetic thin layers. As experiments showed, current
effects substantially the layer magnetic state of such junctions
that leads to resistance jumps [1], as well as microwave emis-
sion [2]. Two possible mechanisms of current effect are known:
the spin injection [3, 4] and the surface torque [5, 6]. The mech-
anisms have been considered separately up to now. But in real
experiments these two mechanisms coexist and influence each
other. Therefore, both effects are to be taken into account si-
multaneously, in scope of a unified theory, to understand better
the experimental situation. Such a theory is developed in the
present work for the first time. We show the following prin-
cipal results are valid: 1) the instability thresholds lower due
to the joint action of the both current effects mentioned; the
lowering may reach even more than one order of magnitude
and 2) eigenfrequencies of the layer spin waves may become
strongly current dependent and tend to zero as current rises to
the threshold value.

2. Model and calculations

We consider a spin-valve type magnetic junction with current
flowing perpendicular to the layer interfaces. Ferromagnetic
metal layer 1 has pinned orientations of the lattice and mobile
electron spins. Another ferromagnetic metal layer 2 with the
lattice magnetization M and mobile electron magnetization
m is assumed to contain free spins, so that the magnetization
direction can be changed by an external magnetic field H or
spin-polarized electric current density j. There is a very thin
nonmagnetic spacer between the layers 1 and 2. To close the
electric circuit, a nonmagnetic metal layer 3 is necessary.

Coupled system of equations is used to describe processes
in the junction: Landau–Lifshitz–Gilbert equations for vector
M and continuity equation for vector m. The vectors men-
tioned interact due to sd exchange. Boundary conditions at
the layer interfaces include longitudinal and transversal (with
respect to M) spin flux continuity. Dispersion equation for
linear spin-wave fluctuations in the layer 2 may be presented
in the form

q(ω)L tan(q(ω)L) = −�, (1)

where � ∼ j and at j = 0 the equation transforms into stan-
dard dispersion relation for spin-wave resonance modes of the
layer having thickness L and non-pinned surface spins, value

q(ω) being the well-known wave number taken as a function
of eigenfrequency ω [7]. The right-hand side� describes how
the current influences the fluctuations. It contains real and
imaginary contributions:

Re�=αµBQLτ
AM

(
j

e

)[
1− ν

sinh
(
L/l

)+ ν cosh
(
L/l

)],
Im�=±µBQL

γAM2

(
j

e

)
, (2)

where µB is Bohr magneton, e is electron charge, γ is gyro-
magnetic ratio, α ∼ 2 × 104 is dimensionless sd exchange
constant, τ ∼ 3 × 10−13 s is spin relaxation time in met-
als at room temperature,

√
A ∼ 10−6 cm is intralattice direct

exchange length, 0 < Q < 1 is polarization degree of mo-
bile electrons, l ∼ 3 × 10−6 cm is spin diffusion length and
0 < ν < 1 is matching parameter between the layers 2 and
3. The calculations show that the Re� contribution arises due
to longitudinal spin injection effect whereas Im� is due to
transversal spin surface torque.

3. Instability and spectrum of fluctuations

The condition of instability Imω ≥ 0 may be found from the
equation (1) in the form

κ2(�1 − Re�)(�2 − Re�)− (Im�)2 < 0, (3)

where κ ∼ 10−3 − 3 × 10−2 is Gilbert damping constant,
dimensionless characteristic frequencies are: �1 = L2(H +
Ha + 4πM)/AM , �2 = L2(H + Ha)/AM , Ha being an
anisotropy field (typically: H ∼ Ha ∼ 10 − 100 Oe, M ∼
103 G and �1 � �2).

Two sources of instability are seen clearly from the condi-
tion (3): the spin injection, which is presented by Re�, and
the surface torque, which is presented by Im�. The dissipa-
tion loss influences the sources in principally different ways.
Dissipation is not substantial for injection type instability, be-
cause Re� > �2 condition is sufficient. On the other hand,
if only the torque retains, Re�→ 0, then some threshold due
to dissipation is to be overcome. At the same time, joint action
of both mechanisms always decreases the left-hand part of (3)
and, consequently, facilitates the instability appearance. Let
us equate to zero the right-hand side of (3). We obtain then a
quadratic equation for instability threshold current density jth.
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Fig. 1 shows the ratio jth/j⊥ as a function of parameter
η = Im�/κRe�, current j⊥ being the threshold for surface
torque action only. The curves differ in the values of parameter
f = √�2/�1: 1—f = 0.1; 2—f = 0.2; 3—f = 0.5.
We see the injection always lowers threshold because the ratio
becomes less than unity. The strongest lowering occurs at small
values of η, when spin injection dominates. The lowering may
be more than order of magnitude.

There is a very significant difference of the two instabil-
ity mechanisms. Whereas surface spin torque inserts only an
energy generation into the system, which should overcome dis-
sipation loss, the spin injection effective field leads to reorienta-
tion phase transition. That is why the surface torque threshold
depends strongly on the dissipation contrary to the spin injec-
tion threshold, which does not depend on it at all. Moreover, it
is interesting to note that the spin injection influences not only
the decrement but the spectrum of spin waves also. That is
analogous to the well known common behavior near the point
of phase transition. Eigenmodes become more and more soft,
their frequencies tend to zero at the threshold. According to
Fig. 1, the threshold ratio is equal to the ratio of frequencies
(ω0 = (γAM/L2)

√
�1�2) and tends to zero when the spin

injection dominates (η→ 0).
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Abstract. We implement a quantum approach to investigate current voltage characteristics and shot noise in double barrier
resonant diodes. Theory applies to the region of low applied voltages up to the region of the current peak and considers the
wide temperature range from zero to room temperature. It is shown that shot noise can be suppressed with a Fano factor
well below the value of 0.5. This feature is a signature of coherent tunnelling since the standard sequential tunnelling
predicts in general a Fano factor equal to or greater than the value of 0.5. This giant suppression is a consequence of Pauli
principle as well as long range Coulomb interaction.

Introduction

The microscopic interpretation of electron transport in double
barrier resonant diodes (DBRDs) is found to admit a coherent or
a sequential tunneling approach [1]. The coherent approach [2]
consists in considering the whole device as a single quantum
system characterized by a transmission coefficient describing
carrier transport from one contact to the other. This approxima-
tion is valid when the probability of electron scattering inside
the quantum well is negligible in comparison with the proba-
bility of electron tunneling to the contacts. In the opposite case
the sequential approach is used. The sequential approach [3]
consists in considering tunneling through the diode as a two
step process where carriers first transit from one contact into
the well, then from the well to the other contact. The intrigu-
ing feature of these two approaches is that from the existing
literature it emerges that both of them are capable to explain
the I–V experimental data [4] as well as most of the shot noise
characteristics. Therefore, to our knowledge there is no way to
distinguish between these two transport regimes and the nat-
ural question whether the tunneling transport is coherent or
sequential remains an unsolved one.

The coherent approach to shot noise in DBRD has received
wide attention since the first experimental evidence by Li et
al [5] of shot noise suppression with a minimum value of the
Fano factor γ = SI /(2qI) = 0.5, here SI is the low frequency
spectral density of current fluctuations and q the absolute value
of the unit charge responsible of current. Remarkably, most of
the coherent approaches developed so far (see bibliography in
[1]) predict a maximum suppression γ = 0.5 even if there is
clear experimental evidence of suppression below this value
[6, 7, 8] down to values of γ = 0.25. To this purpose, some
authors obtained theoretical values of the Fano factor just below
the value of 0.5, [9,10]. However, the physical interpretation
of these results remains mostly qualitative. We remark that the
theory of shot noise in DBRDs under the sequential approach
[11] provides a Fano factor of 0.5 as the minimum value of
shot noise suppression.

The aim of this work is to report a coherent theoretical
approach for current voltage and electronic noise in DBRDs
accounting for Pauli principle and long range Coulomb inter-
action going beyond existing models. We anticipate that the
main result of the present approach concerns with the predic-

tion that suppression of shot noise with a Fano factor below 0.5
is a signature of coherent tunneling against sequential tunnel-
ing.

1. Model

The typical diode investigated here is the standard double well
structure depicted in Fig. 1. We denote by � = (�L + �R)
the resonant states width, by εr the energy of the resonant
level as measured from the center of the potential well and
by �L,R the partial widths due to the tunnelling through the
left and the right barrier, respectively. We consider the case of
coherent tunnelling in the presence of only one resonant state
and we assume that the diode has contacts with unit square
surfaces. For convenience, calculations are carried out using
the cgs system.

The kinetic model is developed by assuming that the elec-
tron distribution functions in the emitter and in the collector,
fα , are equilibrium-like, but with different electro-chemical
potentials Fα:

fα(ε, Fα) = 1

1+ exp
(
ε−Fα
kBT

) , (1)

here α = L stands for the left contact (the emitter), α = R for
the right contact (the collector), kB is the Boltzmann constant,
T the bath temperature and ε the carrier energy.

dL

dQW

dR

quL

qu quR

qV

gL

εr

Fig. 1. Sketch of the band profile of the double barrier structure.
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The full Hamiltonian of the structure is

H = HL +HR +Hres +Htun (2)

here

Hα =
∑
p⊥

∑
pα

(E(pα)+ p2
⊥/2m)c

+
α (pα, p⊥) cα(pα, p⊥)

are the Hamiltonians of the right and left contacts, c+α and cα the
creation and annihilation operators of electrons in contactα,p⊥
and pα the momentum components perpendicular and parallel
to the direction of the current, respectively, m is the effective
electron mass in the conduction band, E(pα) + p2

⊥/2m the
electron energy in the α contact,

Hres =
∑
p⊥

(
Er + p2

⊥/2m
)
a+ (p⊥) a (p⊥)

is the Hamiltonian of the resonant states, Er = εr − qu with
u the voltage drop between the emitter and the center of the
quantum well, −q the electron charge, a+ and a the creation
and annihilation operators of electrons in the resonant level,
and

Htun =
∑
p⊥,α

(
Tαa

+(p⊥)
∑
pα

cα(pα, p⊥)+ hc
)

the part of the Hamiltonian describing the electron tunneling,
with Tα the amplitude of tunneling between the resonant state
and the αth contact.

The current operators for the left and right contacts IL,R
and for the total current I are:

Iα(t) = − iq
h̄

∑
pα,p⊥

(
Tαa

+(t, p⊥)cα(t, pα, p⊥)− hc
)

(3)

I = ηIL − (1− η)IR (4)

where η = u/V , V being the total applied voltage (see Fig. 1),
a+(t, p⊥), cα(t, pα, p⊥) are operators in the Heisenberg rep-
resentation. From Eqs. (3) and (4) we find the usual expression
for the average current

〈I 〉 = 〈IL〉 = −〈IR〉 = qm

2π2h̄3

∫ ∞
−gL

dεzD(εz)

×
∫ ∞

0
dε⊥ [fL (ε, FL)− fR (ε, FR)] (5)

where ε⊥ = p2
⊥/2m is the kinetic energy of the transverse mo-

tion, ε = (εz+ε⊥), gL (uL) the energy gap between the bottom
of the conduction band and the first quantized level in the well
before the left barrier (see Fig. 1), D(εz) the transparency of
the double barrier given by:

D(εz) = �L�R

(εz − εr + qu)2 + �2

4

To calculate the spectral density of current fluctuations at
zero frequency under fixed voltage we use the expression:

SI (0) =
∫ ∞
−∞

dt〈δI (0)δI (t)+ δI (t)δI (0)〉. (6)

We anticipate that the total current fluctuation consists of two
sources. The first comes from the fluctuation of population
states in the contacts and the second from the fluctuation of the
electron charge in the quantum well δQQW [12] which changes
structure transparency. Accordingly, SI (0) is found to be given
by the sum of three terms as:

SI (0) = S1 + S2 + S3 (7)

Expressions for S1, S2, S3 are presented in [13]. It is pos-
sible to prove [13] that Eq. (7) satisfies the Nyquist theorem
and SI (0) → ∞ on the border of instability region where
d〈I 〉/dV →∞.

2. Results and discussion

We investigate the condition of high applied voltages, when
qV > FR , because more close to experiments. (We recall that
typical magnitudes for the relevant parameters of DBRDs are:
for � less than a few meV, for FL less than 100 meV, and for
the voltage at the peak current around 0.5 V.) Then, at zero
temperature the expressions for the current and Fano factor
become:

〈I 〉 = qm�L�R
4π2h̄2 B(f, ξ) (8)

γ = 1− 4�L�R
�2

{
1− λ(�L − �R)

�
− λ2�L�R

�2

}
A(f, ξ)

B(f, ξ)
(9)

where

A=(f+ξ)
[

f + ξ
1+(f+ξ)2+arctan(f+ξ)− ξ

1+ξ2

− arctan(ξ)]+ 1

1+ (f + ξ)2 −
1

1+ ξ2 ,

B(f, ξ)=2(f + ξ) [arctan(f + ξ)− arctan(ξ)]

− ln

(
1+ (f + ξ)2

1+ ξ2

)
,

and for convenience we define dimensionless chemical poten-
tial f and voltage drop ξ as

f = 2(FL + gL)
�

, ξ = 2(qu− εr − gL)
�

The Coulomb interaction is described by the dimensionless
parameter λ

λ = h̄�

�L�R

1

(CL + CR + CQW)

∂〈I 〉
∂u

.

where CL, CR , CQW are the capacitances of the emitter, the
collector and the quantum well, respectively. If f � 1 and the
resonant level is located below the the Fermi level of the emitter
far from its bordersFL and−gL, i.e. ξ � −1, f +ξ � 1, then
A(f, ξ)/B(f, ξ) ≈ 1/2 and Eq. (9) recovers the expression
given in [12]

γ = �
2
L + �2

R + 2�(�R − �L)+ 2�2

�2 , (10)

with � = −λ�L�R/�. As it will be shown below, when
f � 1 the values taken by γ in Eq. (10) are practically con-
stant and correspond to the plateau exhibited by γ (f, ξ). On
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Fig. 2. Dependence of the Fano factor and of the dimensionless
current on the dimensionless electrical potential ξ = 2(qu − εr −
gL)/� at T = 0 K. Curves 1, 2, and 3 correspond, respectively,
to dimensionless chemical potentials f = 1, 15,∞. Here f =
2(FL + gL)/� and I0 = qm�L�R/(2π2h̄3).

this plateau, 1 ≥ γ ≥ 1/2 and shot noise is suppressed. Now
we demonstrate that at voltage values for which the resonant
level is close to the band edge of the emitter the Fano fac-
tor can drop below the value 1/2. To this purpose, we first
consider the simplified model by taking κ = 12.9 (GaAs),
CL = CR = κ/4πd, d = 5 nm. Figure 2 reports the de-
pendencies of current and Fano factor on ξ for the two values
f = 100 (Fig. 2(a)), f = 10 (Fig. 2(b)) when �L = �R and
in the presence (continuous curves) or absence (dotted curves)
of Coulomb interaction. The figure shows that for large val-
ues of the ratio between the Fermi energy and the resonant
width (f = 100), γ (ξ) exhibits a wide plateau region where
γ ≈ 0.55 followed by a minimum with γmin ≈ 0.46 . By
further increasing the value of f (f = 1000) the plateau re-
gion is found to widen and γmin ≈ 0.49. Note that, as it
follows from Eq. (10), Coulomb interaction always increases
the noise if �L = �R . With the decrease of f (see Fig. 2(b)
where f = 10), the plateau region narrows and the value of
γmin decreases. Such a decrease of γmin is due to two comple-
mentary reasons. The first is associated with the decreasing of
the strength of Coulomb interaction. The second is associated
with the increase of the effective barrier transparency near to
the current peak and in turn with the further suppression of
partition noise. For the ideal case f � 1, at the peak current
the transparency D→ 1 and in turn γmin → 0.

To confirm the possibility of evidencing the giant suppres-
sion γmin < 0.5 in a real structure, Fig. 3 presents the cal-
culations performed with a set of parameters related to the
experiments in [6] at T = 4.2 K and where both a symmet-
ric (continuous curve) and an asymmetric (dashed curve) are
considered. The structure parameters are n = 2× 1016 cm−3,
dL = dR = dQW = 5 nm, squared area of contacts 50µm2 and
L = 50 nm,m = 0.067m0, withm0 the free electron mass and
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Fig. 3. Dependence of the current and Fano factor on applied voltage
for the structure of [6] atT = 4.2 K.Values of�L,R and εr are chosen
from the fitting current voltage characteristic at 77 K.

κ = 12.9. In the symmetric structure, the only two fitting pa-
rameters are�L = 0.5� = 0.48 meV and εr = 104 meV. Their
values control the location and the amplitude of the current
peak, respectively, and are chosen by optimizing the agreement
between the experimental and calculated I–V characteristics at
77 K. For the asymmetric structure there are three parameters
and we take �L = 0.25�, � = 1.22 meV, εr = 112 meV.
Calculations give γmin = 0.43 in reasonable agreement with
the value of 0.35 found in experiments [6]. From Fig. 3 we see
that both the I–V and the noise characteristics are sensitive to
the asymmetry of the structure, as expected. In any case, the
main features of both characteristics are preserved.
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Resonant tunneling in strain compensated Si/SiGe quantum wells
and superlattices
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Extending the possible device applications based on Si has
lately drawn large attention in semiconductor electronics and
opto-electronics. Popular approaches like quantum cascade
lasers and even some ideas on spintronics employ vertical trans-
port via tunnelling. Here, resonant tunnelling devices (RTDs)
may be used in conjunction with the injection and detection
of spin currents [1,2]. Strain compensated Si/SiGe structures
with their large band offsets and pronounced strain splitting of
light and heavy hole levels provide unique design freedom to
perform experiments giving detailed insights into the physics
of these systems. Moreover, the large band discontinuities
(∼600 meV) in Si0.2Ge0.8/Si quantum well structures grown
on Si0.5Ge0.5 virtual substrates is advantageous for designing
p-SiGe quantum cascade devices [3].

In our present study resonant tunnelling diodes and su-
perlattices have been deposited by low temperature (300˚C)
molecular beam epitaxy (MBE) using e-beam evaporation for
Si and Ge. The required p-type doping was achieved by Boron
evaporation from a solid high temperature source. Three differ-
ent diode structures have been deposited. The basic structure
contains a Si0.2Ge0.8 quantum well sandwiched between Si
barriers, and in the emitter and collector regions the Ge con-
centration is ramped from 50 to 80% towards the Si barriers
(sample A). In the second type of samples an additional very
thin Si barrier was placed in the centre of the Si0.2Ge0.8 well
(sample B), while in the third structure the Ge concentration in
the emitter and collector was only ramped to 65% (sample C).
The superlattice structures contain 30 periods of closely spaced
Si0.2Ge0.8 quantum wells and Si barriers. The dimensions of
SiGe well and Si barrier width were chosen to achieve strain
compensation and formation of minibands for the hole states
at zero bias.

Figure 1 shows the schematic valence band diagram (top)
and the IV characteristics (bottom) of samples A and B. Both
curves show 3 clearly resolved resonances. The introduction of
the 0.5 nm thick silicon spike into the 3.5 nm thick Si0.2Ge0.8
well in sample B results in a strong shift of the first peak,
whereas the second and third peak are hardly affected. This
indicates that the first resonance can be assigned to the heavy
hole ground state (HH1) and the second one to the first excited
heavy hole state (HH2), whose energy is less affected by the
centre Si spike in the well due to the asymmetry of the wave-
function. This assignment agrees with the dependence of the
confinement shift of these peaks with well width. The shifts
due to a central potential spike in a well in combination with
magnetotunnelling spectroscopy demonstrate that the first two
resonances are due to tunnelling through heavy hole levels,
whereas there is no trace of tunnelling through the first light
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Fig. 1. a,b: Schematic band diagram and IV curves of Si/Si0.2Ge0.8

resonant tunneling structures grown on relaxed Si0.5Ge0.5 buffer lay-
ers.

80% emitter 65% emitter

Fig. 2. Schematic view of the valence band structure of resonant
tunneling diodes having 80% and 65% Ge in the emitter. Black
and grey solid lines represent HH and LH band edge as well as the
confined wavefunctions, respectively. The dashed line illustrates the
confined emitter wavefunction.

hole state (LH1), demonstrating for the first time the conserva-
tion of the total angular momentum in valence band resonant
tunnelling.

The reduction of the Ge concentration in the emitter and
collector state for sample C shifts the HH1 state below the band
edge in the emitter and reduces the splitting between heavy hole
and light hole states in the emitter from∼86 to∼50 meV. Here

167



168 Tunnelling Phenomena

−1 −0.5 0 0.5 1 1.5 2 2.5 3
Voltage (V)

10−2

10−3

10−4

10−5

D
if

fe
re

nt
ia

l c
on

du
ct

an
ce

 d
/d

(S
)

I
V ∅60 µm

∅20 µm

∅10 µm

∅6 µm

Fig. 3. Differential conductance of Si/Si0.2Ge0.8 superlattice reso-
nant tunneling diodes with diameters ranging from 60 down to 6µm.

the differential IV curve indicates that conduction through light
hole states is possible and is assigned to tunnelling of carriers
from bulk emitter states. This explanation is reasonable due
to the change of the barrier for the light holes initiated by the
reduced heavy to light hole splitting in the emitter. A schematic
comparison of the valence band edge for the samplesA and C is
depicted in Fig. 2. Once again magneto-tunnelling experiments
confirm this assignment.

Figure 3 shows the differential conductance vs. voltage
for a strain compensated Si/Si0.2Ge0.8 superlattice with 1.2 nm
wide barriers and 2 nm wide wells. Diodes with diameters
from 60 to 6 µm have been fabricated. The resonance at zero
bias is attributed to miniband transport via HH1 states. The
resonances found at higher voltages are assigned to tunnelling
from localized HH1 Wannier Stark states to spatially extended
LH1 Wannier Stark states. Thus tunnelling between HH states
and LH states located in the second, third and fourth nearest
neighbour QW could be obtained. Finally, it should also be
noted that these results may have an additional relevance for
the development of a Si/SiGe based quantum cascade laser, in
they give insights into possible non-radiative conduction paths
for the HH carriers in these structures.
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Abstract. The studies of resonant tunnelling between identical parallel two-dimensional hole accumulation layers in GaAs
at low temperatures down to 2 K are presented. To identify features in tunnelling spectra we take measurements in magnetic
field normal to the layers. We reveal resonant tunnelling between “heavy hole 1” ground occupied subband and empty states
of “light hole 1” and “heavy hole 2” subbands. The resonant tunnelling between “heave hole 1” subband states is
suppressed. Resonant tunnelling into “light hole 1” is weak at lowest temperatures but becomes pronounced with
temperature increase up to 7 K. We discuss our findings in terms of different tunnel coupling between hole states of different
subbands and of intralayer Coulomb interaction.

The tunnelling spectroscopy provides a tool for direct mea-
surements of a tunnelling density of states (TDOS), which is
strongly sensitive to many-electron phenomena in low-dimen-
sional electron systems. As a result of the intra- and inter-
layer electron-electron Coulomb interaction in double two-
dimensional electron systems many phenomena were found
recently by tunnelling spectroscopy. The most impressive ones
were the following: induction of the hard gap in TDOS at the
Fermi level of high quality 2DES by magnetic field [1]; devel-
opment of the soft gap with magnetic field in the case of disor-
dered 2DES’s [2, 3]; resonantly enhanced tunnelling in a dou-
ble layer quantum Hall ferromagnet [4]; Fermi edge singularity
at zero bias in tunnelling between strongly couple disordered
2DES’s [5]. In all above works correlation effects were studied
in electron systems. One should expect more pronounced many
body phenomena in systems with higher effective mass, since
the interaction parameter rS is equal to the ratio of Coulomb
to Fermi energy in the two-dimensional system. For GaAs the
direct way would be the studies of tunnelling between parallel
two-dimensional hole systems (2DHS).

In this work we present our studies of tunnelling between
parallel near identical accumulation 2DHS at low temperatures
(1.8–29 K) and in magnetic fields up to 15 T normal to the lay-
ers. In equilibrium only low energy heavy holes (HH1) sub-
bands are occupied in the accumulation layers. Next light holes
subband (LH1) are empty. We have not found any features re-
lated with resonant tunnelling between HH1 subbands. Reso-
nant tunnelling from HH1 subband to LH1 subband is partially
suppressed and associated features becomes more pronounced
with temperature increase. We discuss our findings in terms of
different tunnel coupling between different subbands in the lay-
ers and suppression of the tunnel current by intralayer Coulomb
interaction.

The MBE-grown sample was a single barrier GaAs/
Al0.4Ga0.6As/GaAs heterostructure with a 5.1 nm thick bar-
rier. The barrier was separated from the highly-doped bulk
contact regions by 24.3 nm thick undoped GaAs spacer layers.
Si donor δ-layer sheets with concentration of 5 × 1011 cm−2

were located 3.9 nm from each side of the barrier. In our ex-

periments we used two types of samples.
In our experiments, hole transport along the layers does not

contribute to the measured current, which flows perpendicular
to the plane of the barrier. The tunnelling transparency of the
main barrier is much lower than that of the spacer regions, so
that most of the applied voltage is dropped across the barrier.
Samples were fabricated into mesas of diameter 50 or 100µm.

To identify features in tunnelling spectra we take measure-
ments in magnetic field normal to the layers. Figure 1 shows
the differential tunnel conductanceG versus external bias volt-
age Vb in various magnetic fields from 0 T to 15 T measured
using standard lock-in techniques at T = 7 K for “type 1”
sample. Both types of samples shows the same features on
tunnelling spectra with magnetic field. The curves are near
symmetrical for both polarities, so we present data for nega-
tive bias, which are slightly more pronounced. Figure 2 shows
fan diagram of the peaks position versus magnetic field. Fan
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Fig. 1. The differential tunnel conductance G versus external bias
voltage Vb in various magnetic fields from 0T (lowest) to 15T (top).
Magnetic field step between curves 
B = 0.5T. The curves are
shifted for clarity in vertical direction. T = 7 K.
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diagram is symmetrical about zero bias.
The data in Figure 2 have been compared with calculation of

the energy levels in magnetic fields [6]. It should be noted that
two-dimensional valence band in plane subbands dispersions
are strongly non parabolic. All subbands are spin degenerated
only at k = 0. At k �= 0 all subbands (HH1, LH1 and others)
are split to so called “spin subbands”. In magnetic field line 1
corresponds to the tunnelling from unresolved occupied Lan-
dau levels states of HH1 subband into unresolved Landau level
states with index n = 0, 1, −1 of LH1 subband. Line 2 cor-
responds to the tunnelling into unresolved Landau level states
with index n = 2, 3 of LH1 subband. In fact this compari-
son is quite accurate. The slope of the line 2 in the Figure 2
equals to 1.5, when the theoretical value is 0.95. Identification
of the lines 3 and 4 in magnetic field meet problems since we
are not aware of theoretical calculations of energy levels of
other subbands in a magnetic field. Simple comparison with
calculations without magnetic field suggests that line 3 in low
magnetic fields corresponds to tunnelling into HH2 states.

First of all we should emphasize that we have not detected
any peak around zero bias that is the feature of resonant tun-
nelling between ground occupied subbands (HH1-HH1 res-
onance in our case) of near identical two dimensional sys-
tems [3]. Weak tunnel coupling of heavy mass states and
Coulomb interaction in the layers could be the reasons. The
latter is due to stronger localization of the hole states in 2D sys-
tems formed by δ-doping in comparison with similar electron
systems. It is well known that strong localization leads to for-
mation of the Coulomb gap in the density of states at the Fermi
level [7]. Studies of tunnelling spectra variation with temper-
ature strongly indicate the existence of the Coulomb gap.

Figure 3 shows tunnelling conductance versus external bias
at different temperatures in zero magnetic field. The temper-
ature range is from 2 K to 7 K for Figure 3(a) and from 7 to
30 K for Figure 3(b). The data are presented for “type 2”
sample because they are more pronounced. Qualitatively the
“type 1” sample demonstrates the similar transformation with
temperature. It is evident that peaks around±15 mV associated
with tunnelling between HH1 and LH1 subbands are recovered
at 7 K (Figure 3(a)). With further temperature increase these
peaks are smeared out.

In conclusion we have measured the tunnelling between near
identical two-dimensional hole accumulation layers in GaAs.
The features in tunnelling spectra in zero magnetic field are
associated with tunnelling from occupied HH1 subband into
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Fig. 3. The differential tunnel conductance G versus external bias
voltage Vb in zero magnetic field at two temperature ranges: 2–7 K
(Fig 3(a)) and 7–30 K (Fig 3(b)).

LH1 and HH2 empty states. The resonant tunnelling between
HH1 subbands is suppressed. The resonant tunnelling into
LH1 states demonstrates unusual temperature dependence. We
argue that our findings could be explained in terms of different
tunnel coupling between hole states of different subbands and
of intralayer Coulomb interaction.
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Abstract. The Al/δ-GaAs tunnel junctions with different 2D subbands spectra in the 2D electron system (2DES) of
delta-layer were studied. In each of the samples the intersubband energies and the subband spectrum in the 2DES can be
changed by the diamagnetic shift or by the persistent tunnelling photoconductivity effect. For tunnelling into the 2DES the
tunnelling conductance decreased at the LO-phonon emission threshold if the intersubband electron–LO-phonon coupling
was possible. The increase of the conductance usually observed in tunnelling spectra was found for intrasubband inelastic
processes only.

Introduction

Investigations of last years showed that electrons and LO-pho-
nons interaction in two dimensional electron systems (2DES) in
GaAs structures results in noticeable intersubband polaron ef-
fects. In the optical experiments on AlGaAs/GaAs heterostuc-
tures with two quantum wells separated by tunnelling-transpa-
rent barrier [1, 2] the intersubband coupling electron–LO-pho-
non modes have been observed. It is justified in terms of the
anticrossing effect [2]. The pinning and anticrossing of 2D
levels which is specific for the intersubband polaron have been
observed in tunnelling spectra (TS) ofAl/δ-GaAs junctions [3].
The resonant conditions for interactions with LO-phonon was
obtained by the diamagnetic shift. These conditions were com-
plied when 2D levels, both empty and occupied, became±εLO
off Fermi surface, where εLO = 36.5 meV is LO-phonon en-
ergy in GaAs. Further experiments showed that LO-phonon
lines (PhLs) observed in TS atU = ±εLO/e demonstrated sig-
nificant lineshape variations near the polaron resonance too [4].
In Al/δ-GaAs tunnel junctions a new type of the PhL was
found [5]. This line, corresponding to decreasing of the tun-
nel conductance at the threshold, appeared with subbands fill-
ing in 2DES. Though the intersubband LO-phonons coupling
seemed most probably reason of the new line appearance [5],
it was not clear what kind of parameters of 2DES spectrum
namely caused its occurrence. This report presents attempt to
clarify a mechanism of the electron–LO-phonon interactions,
leading to conductance decreasing beyond LO-phonon ejection
threshold at tunnelling into 2DES.

Experiment, results and discussions

We investigated Al/δ-GaAs structures, prepared in IRE RAS
by MBE method [3]. The distance between Al/GaAs interface
and δ-doped layer was about 20 nm. The TS of the Al/δ-GaAs
junctions were measured at temperature 4.2 K. The logarithmic
derivative S = d ln σ/dU of the conductance σ = dI/dU was
used as the tunnelling spectrum. Such choice allows to unified
scale for tunnelling characteristic curves of the junctions with
different σ . Three types of the samples have been used in
our experiments: under the tunnelling into 2DES (U < 0),
when the Fermi energy in metal was above Fermi energy EFδ
in δ-layer on εLO = 36.5 meV (see Fig. 1), the electron can
tunnel into one, two or three subbands. The energies of three
low levels EiF = Ei − EFδ of these samples, found from the
TS [3], are cited in Table 1.
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Fig. 1. Scheme of tunnelling from 3D metal to 2DES near LO-
phonon emission threshold. (a) one subband tunnelling with inelas-
tic LO-phonon assisted tunnelling channel (b) two subbands tun-
nelling with addition of intersubband LO-phonon emission in 2DES
electrode.

Table 1.

Sample E0F (meV) E1F (meV) E2F (meV)
z6b1(dark) −19 36 76
z6b1(PTPC) −25 22 52
df2b1(dark) −21 18 44
df2b1(PTPC) −24 11.5 24.5
a7c1(dark) −61 −7.5 28
a7c1(B‖ = 7.4 T) −57 6.0 44

The polynomial approximation of tunnelling spectrum Sph
near PhL, after cutting the region of singularity from TS, was
used to get background curve Sbkg as on Fig. 2. A part of
Sph(U), included the singularity itself (±6 mV from line cen-
ter), was excluded from approximation region. Whereupon
Sbkg was determined by least-squares method (Fig. 2). The
comparison this procedure with extracting technique of Sbkg
by cubic splines-assisted yielded close results [6].

The phonon singularity 
Sph was determined as 
Sph =
Sph − Sbkg = d(ln σph − ln σbkg)/dU . If |
σph| = |σph −
σbkg| � σbkg then
Sph � d(
σph/σbkg)/dU . Hence, the in-
tegral
Sph by dU gives the relative change of the tunnel con-
ductance
σph/σbkg in PhL region (Fig. 2). PhL on Fig. 2 cor-
responds to ordinary inelastic process with LO-phonon emis-
sion: the conductance increase at the threshold and its step

σ ∗ > 0 on the 
σph(U)/σbkg(U) appears. Further we will
consider the dependence of the 
σ ∗ upon the position of the
nearest to the energy EFδ + εLO subband.

The energies of 2D-subbands in δ-layer can be changed by
persistent photoconductivity (PTPC) effect [7]: unoccupied
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Fig. 2. Procedure of background subtraction to get phonon line and
relative conductivity change near eU = εLO.

subbands (EiF > 0) “thickening” to the ground state after
sample illumination by LED for time t . In accordance with Ta-
ble 1, the bottom of the subbandE1F in the sample z6b1 (dark)
equals εLO, i.e. at phonon emission threshold.

The dependence of 
σ ∗ on E1F (t) for z6b1 is shown on
Fig. 3. 
σ ∗ becomes negative when E1F (t) go down to LO-
phonon emission threshold (εLO). The same but weaker ef-
fect observed for sample df2b1 (similar curve
σ ∗(E2F (t)) on
Fig. 3). Moreover, the sign reversal of 
σ ∗ for both samples
occurs at the same value EiF � 33 meV� εLO. The subband
E2F in the sample a7c1 is situated below the threshold (see Ta-
ble 1 “a7c1 (dark)” row), so
σ ∗ < 0 . The in-plane magnetic
field B‖ gives rise to pushing subbandE2F from quantum well
and at E2F (B‖ � εLO) the value of 
σ ∗ becomes zero (see
Fig. 3).

The results obtained demonstrate that new PhL appeared
in TS of Al/δ-GaAs relates with joining of the next subband to
the tunnelling process. These subbands are E1F for the sam-
ple z6b1 and E2F for df2b1. It seems rather obviously that
tunnelling into this level leads to electrons transition from this
subband onto empty states above Fermi energy of underlying
subband (with LO-phonon emission). For both samples under-
lying subband is E0F , since for df2b1 intersubband distance
E21 < εLO.

Observed behaviour of 
σ ∗ may be explained by using
model from [8]. In the paper electron–phonon interaction is
described by an electron self-energy  . Its imaginary part,
Im , describes the phonon emission life-time. The contribu-
tion to the tunnel conductance from Im is a step. Moreover,
if the interaction is localized in an electrode (in our case in
2DES region), the contribution from Im is a step decrease in
conductance (
σ ∗ < 0). This result can be understood that
the reflection coefficient at the electrode–barrier interface in-
creases, when electrons are tunnelling into dissipative medium
(2DES region in our case), see Fig. 1b. On the other hand,
if the interaction is in the tunnel barrier (in our case, between
the metal and δ-layer), this contribution is a step increase in
conductance due to to opening up to inelastic channels for tun-
nelling (Fig. 1a).
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Fig. 3. Dependencies of the conductance steps 
σ ∗ on subband
energy EiF for tunnelling to 2DES. Squares and triangles — PTPC
regime for samples z6b1 (
σ ∗(E1F (t))) and df2b1 (
σ ∗(E2F (t))),
respectively. Circles — diamagnetic shift in B‖ for sample a7c1
(
σ ∗(E2F (B‖))).

Conclusion

Thus, we observed in the first time the sign reversal of the step in
conductance
σ ∗ by the change subbands spectrum in 2DES.
In the frame of a model [8] the data obtained demonstrate that

σ ∗ < 0 may be explained by intersubband electron transi-
tions with LO-phonon emission in the 2DES. But 
σ ∗ > 0
is determined by intrasubband inelastic LO-phonon process
under the condition of the interaction in the tunnel barrier.
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Many-body induced enhancement of tunneling through InAs quantum
dot in magnetic field
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2 School of Physics and Astronomy, University of Nottingham, NG7 2RD, UK

Abstract. The current voltage characteristics of a single barrier tunneling device which contains self-organized InAs
quantum dots within the barrier are studied in zero and strong magnetic fields at low temperatures. We observe the
anomalous enhancement of the tunneling through quantum dot in a magnetic field both the parallel and the perpendicular to
the current attributed to a many-body contribution which arises due to the strong interaction of a tunnelling electron with the
Fermi sea in the emitter.

Artificially fabricated nanostructures, which contain only a few
electrons, have proven to be excellent laboratories to study
quantum size effects. The electron wave nature gives rise to
the formation of zero-dimensional (0D) states when electrons
are confined in all three spatial directions in a quantum dot.
Resonant tunneling through a 0D state has been studied in
detail by measuring the current through a quantum dot, but
noninteracting electron picture cannot explain the behavior of
this system at low temperatures. This is not very surprising,
because the interaction phenomena of the Coulomb blockade,
the Kondo effect and Fermi-edge singularities (FES) [1–5] are
known to strongly influence the tunnel current through a quan-
tum dot. However, what is surprising is that interaction ef-
fect can enhances in magnetic field rapidly. Recently, it has
been observed that interaction-induced singularities (FES) in
the tunneling current via InAs quantum dots show a consider-
able magnetic-field dependence in high magnetic fields parallel
to the current [6].

In this paper we observe the anomalous enhancement of the
tunneling through quantum dot in a magnetic field both the par-
allel and the perpendicular to the current and propose a descrip-
tion of the observed effect within the framework of adapted
Matveev-Larkin theory, which predicted magnetic field — in-
duced FES in the tunneling current via InAs quantum dots.
The analyze of the temperature dependence of the current con-
firmed that the anomalous enhancement of the tunneling cur-
rent has been attributed to FES independently. Moreover we
experimentally demonstrated, that many-body character of the
electron tunneling through zero dimensional states not only
has strong influence on the shape of the tunnel resonance,
but also limits the applicability of the magnetotunneling spec-
troscopy (MTS) rapidly.

The sample studied was a single-barrier 8 nm GaAs-
Al0.4Ga0.6As-GaAs heterodiode, grown by molecular-beam
epitaxy on (100)-oriented Si doped n-GaAs substrate. InAs
quantum dots were grown on the center plane of the barrier
using the Stranski-Krastanow growth mode, producing a dot
density of 2× 1011 cm−2 with a typical size 10 nm.

We now consider the magnetic field dependence of the
transport characteristic of the experimental heterostructure as a
function of magnetic field B. Figure 1 shows I -V characteris-
tics of our sample at the perpendicular to the current magnetic
field of 8T at two different temperatures. Decreasing of the
temperature to T = 0.5 K leads to sharp increasing of the front
of the resonant feature at V = 8 mV (peak A) near the thresh-
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Fig. 1. I -V characteristics of the experimental sample at the perpen-
dicular to the current magnetic field of 8T at two different temper-
atures of 3 K (dash-dot) and 0.5 K (full curve). Inset: the magnetic
field dependence of the amplitude of the peak A at temperatures of
4 K and 0.5 K.

old of tunneling when lowest QD state is resonant with Fermi
energy of emitter and slow increasing of other resonances. Full
width half maximum (FWHM) values of the singularity near
the first current peak as small as 0.3 mV has been measured
that corresponded to 130µeV in energy scale. We related
the unexpected rapid enhancement of the low voltage reso-
nance in magnetic field at low temperature with manifestation
of the interaction-induced Fermi-edge singularity in the tun-
neling current via a localized state. A similar singularity in the
tunneling current was observed in the transport characteristic
in the parallel to the current magnetic field (not shown here).
Let’s note, that a singularity was not observed in absence of
the magnetic field even at the lowest temperature of 0.4 K .

The inset in Fig. 1 shows the magnetic field dependence of
the amplitude of the first peak at temperatures 4 K and 0.5 K.
We attribute the general fall in amplitude of the peak with in-
creasingB at 4 K to a well-established effect that can be under-
stood in term of a single-particle model for electron tunneling
in the presence of the perpendicular to the current magnetic
field. This effect is basis of the method of the magnetotun-
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Fig. 2. (a) Detailed I -V characteristic of the experimental sample at
the perpendicular to the current magnetic field of 6.5T at low biases.
(b) The amplitude of FES peak as a function of temperature.

neling spectroscopy (MTS) of the spatial form of the wave
function and discussed in detail elsewhere [7, 8]. The strong
extra interaction-induced tunneling channel at 0.5 K changes
dependence of the amplitude of the resonant peaks on a mag-
netic field and distort the MTS results rapidly (as shown in the
inset in Fig. 1.) and as a result does not allow to produce im-
ages of the probability density of the electron wave function as
at temperature 4 K.

In order to analyze this many-body current we investigated
the slope of the experimental peak. Figure 2(a) shows in detail
the shape of the first current peak at the magnetic fields applied
perpendicular to the current of B = 6.5T at 0.5 K. We assume
that the total current in Fig. 2(a) is provided mainly interaction-
induced contribution because the relatively strong magnetic
field suppresses the tunneling of the non-interacting electrons
as it is clearly visible from the inset in Fig. 1. Its alloys as
to analyze the slope of the experimental resonant peak and
compare the result with theoretical predictions from Ref. [1, 2].
The decrease of the current for V > V0 is described with
the characteristic behavior for a Fermi-edge singularity, I ∼
(V − V0)

−γ , with the edge exponent γ = 0.77 where V0
here is the voltage at the maximum peak current. The value γ
received by us essentially exceeds theoretical value for similar
experimental structure [1] without a magnetic field and is little
bit more then magnetic field value from Ref. [6].

A different way to determination of the origin of the anoma-
lous enhancement of the tunneling through quantum dot is a
temperature-dependent experiment. As predicted in Ref. [4],
the fact that the area under I -V curve around the resonance
increases with decreasing temperature strongly indicates that
the temperature dependence in this case has a many-body na-
ture. A similar temperature behavior is demonstrated by our
experimental curves clearly (Fig. 2). Moreover temperature
dependent measurements offer an additional way to determine
the edge exponent [3, 6]. As shown in Fig. 2(b) the amplitude
of the first current peak decreases according to a power law
I ∼ T −γ with γ ∼ 0.8. This value coincided with the ob-

served decrease of the current for V > V0 within experimental
accuracy. Thus the analyze of the temperature dependences
shown that the anomalous enhancement of the tunneling cur-
rent has been attributed to a many-body contribution which
arises due to the strong interaction of a tunnelling electron
with the Fermi sea in the emitter.

The extreme values of the edge exponent of γ ∼ 0.8 can’t
been explain by theory of the FES valid for γ � 1 [1] without
additional modifications. A similar on observed by us strong
enhancement of the FES has been reported in Ref. [6] in very
high magnetic fields (up to 28T) parallel to the current. In
this paper was proposed the adapted model of FES and have
shown that the interaction between a localized charge on the
QD and the electrons in the Landau quantized emitter leads
to FES due to dramatic Fermi phase shifts if only the lowest
Landau level in the 3D emitter is occupied. This results in
edge exponents γ ∼ 0.5 in high magnetic fields when the
electrons in the lowest Landau level of the emitter is mainly spin
polarized. In our experiment the values of the Fermi energy in
the 3D emitter at the bias near the first current peak is 2.4 meV
and it is approximately in 6 times less when in Ref. [6]. As
a consequence electrons in the emitter at 8T is totally spin
polarized and we can observed FES at relatively slow magnetic
field.
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Increase of current via quantum well by in-plane magnetic field
A.Yu. Serov and G. G. Zegrya
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We have investigated I–V characteristics of resonant-tunneling diode and double quantum well system under
in-plane magnetic field. It is shown for the first time that nonmonotonic dependence of peak current on magnetic field is
caused by redistribution of electrons on its magnetic centres.

1. Introduction

Tunneling via quantum well has been the subject of much in-
terest because of various physical effects and technical appli-
cations [1,2,3]. Tunneling into QW from 3D states was inves-
tigated in resonant tunneling diode (RTD) [1,2]. It was shown
that in-plane magnetic field causes broadening of I–V charac-
teristics [4]. This broadening usually causes decrease of peak
current what was observed in [4]. However in the paper [4]
nonmonotonic dependence of peak current on magnetic field
was observed when second heterobarrier was wider than first.
The explanation of this effect was not provided in literature.
The increase of current was theoretically investigated in pa-
per [5] in part. Tunneling into QW from 2D states at double
quantum well system (DQW) was investigated in [7]. Tun-
neling in DQW under in-plane magnetic field was analyzed
in paper [8]. But the influence of in-plane magnetic field on
I–V characteristic and peak current was not analyzed there. In
present paper we investigate tunneling into QW in RTD and
DQW structures under in-plane magnetic field. We show that
the number of unoccupied states can increase with increas-
ing of in-plane magnetic field. So magnetic field can cause
increase and decrease of peak current depending on electron
concentration in QW.

2. Model

Let us consider a RTD with in-plane magnetic field and y-
axis directed along the magnetic field vector. The tunneling
current flows in the z-axis directions. The calibration of vector
potential of magnetic field is assumed to be A = (Hz, 0, 0),
where H is magnetic field. This calibration allows us to solve
one-dimensional problem.

The potential for electrons has the form (Fig. 1)

U(z) = Ub + mw
2
c (z− z0)

2

2
(1)

z0 = cpx

eH
, wc = eH

mc

wherewc is the cyclotron frequency of an electron in a magnetic
field, and z0 is the centre of the magnetic potential.

Magnetic field affects two aspects of tunneling via QW.
At first it changes resonance conditions, because of mixing
magnetic potential with potential of heterobarriers. We should
note that magnetic potential depends on coordinate of magnetic
centre z0 and hence resonance conditions also depend on it.
This effect causes broadening of resonance conditions.

At second magnetic field cause redistribution of electrons
by its magnetic centre for profit in energy. And we will see that
it causes the increase of peak current via QW.

E2
E1

z0 zd1 Iw

Ew

U

∆U

0

Fig. 1. Potential of RTD in magnetic field. z0 is the centre of
the magnetic potential; 
U , the shift of the QW bottom relative to
emitter bottom

After tunneling under in-plane magnetic field electron gets
addition in magnetic energy (Fig. 1). It is due to conservation of
magnetic centre in act of tunneling, and electron after tunneling
“rolls” far from its magnetic centre. So final states in QW for
tunneling electrons are not advantageous in energy. Because of
scattering these states lose electrons by scattering time, which
is less than tunneling time, and become unoccupied.

For calculation of current via quantum well we have to
summarize contribution of electrons by all quantum numbers,
i.e. centre of magnetic potential z0, quasi-momentum parallel
to magnetic field py , number of levels in emitter and quantum
well N1, N2 respectively. To calculate the number of vacant
final states, we have to count the number of electrons in QW
which has the same centre of magnetic potential as tunneling
electrons in emitter. So tunneling electrons have energy Ey in
range

Ey,em = EF,QW − mw
2
c

2

(
z0 + d + lw

2

)2

÷EF,em −
mw2

c z
2
0

2
(2)

where d — barrier width, lw — width of QW,EF,QW,EF,em —
Fermi levels in QW and emitter respectively. We can see that
with the increase of magnetic field the energy range and hence
number of tunneling electrons increase.

3. Peak current in RTD

Let us consider influence of in-plane magnetic field on current
in case of RTD. We used the following structure parameters:
GaAs quantum well is 56 Å wide, the asymmetric AlxGa1−xAs
barriers are 85 Å wide and have Al mole fractions of x = 0.4
and x = 0.5. For our calculations we assume that electron
concentration in QW is constant and independent of current.
The self-consistent calculation with determination of electron
concentration in QW is presented in [5, 6]. The dependence
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Fig. 2. Current from emitter to QW in RTD

of current on voltage with various values of in-plane magnetic
field is presented on Fig. 2. We can see that I–V characteristics
are broadened with nonmonotonic dependence of peak current
on magnetic field.

Decrease of peak current in RTD by in-plane magnetic field
was studied in several papers [4, 9]. This effect results from
broadening of resonance conditions by in-plane magnetic field,
because of electrons with various magnetic centre tunnel under
various bias. So the number of initial states of electrons which
are resonant decreases. This effect is strong and takes place
independently of structural parameters.

However, as we could see, in-plane magnetic field can in-
crease peak current. The reason of this effect is modifying
number of vacant final states for tunneling electrons. This
mechanism is usually weaker, but sometimes it can be stronger
than decreasing mechanism. When all final states for tunneling
electrons are vacant, the mechanism of current increasing does
not work. This increasing mechanism is powerful in case of
big electron concentration in QW, because big electron con-
centration respond to big number of occupied final states for
tunneling electrons and suppression of current. In case of low
electron concentration in QW the broadening mechanism sup-
presses increasing, that was also observed in [4].

We should note that electron concentration in QW does
not strongly depend on bias, but is caused by the width of
heterobarriers.

So we have two concurrent mechanisms of influence of in-
plane magnetic field on current. The mechanism of current
increasing works better in case of big concentration in QW.
In this case the number of vacant states changes strongly by
magnetic field. In case of low electron concentration in QW
the main mechanism is current decreasing.

4. Peak current in DQW

Let us consider DQW structure with QW of 70 Å width and
barrier of 60 Å width. Electron concentrations in both QW are
equal 2×1011 cm−2. I–V characteristics of this case is pre-
sented on Fig. 3. As we can see small increase of magnetic
field cause big current increasing. It is due to strong depen-
dence of number of unoccupied final states on magnetic field
in such a structure. Mechanism of current increasing in DQW
is the same as in RTD and our results are forecasts.

5. Conclusion

We have showed the mechanism of the increase of peak current
via QW by in-plane magnetic field. We have studied current-
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Fig. 3. Current in DQW.

voltage characteristics in RTD and DQW systems. Current
increasing is caused by redistribution of electrons in QW by
its magnetic centres. This mechanism works better in case of
big electron concentration in QW, otherwise it is suppressed
by broadening the resonance conditions.
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Electronic properties of few-layer thin films of graphite
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Abstract. We describe monocrystalline graphitic films, which are a few atoms thick but are nonetheless stable under
ambient conditions, metallic, and of remarkably high quality. The films are found to be a two-dimensional semimetal with a
tiny overlap between valence and conductance bands, and they exhibit a strong ambipolar electric field effect such that
electrons and holes in concentrations up to 1013 cm−2 and with room-temperature mobilities of 10,000 cm2/V·s can be
induced by applying gate voltage.

Introduction

The ability to control electronic properties of a material by
externally applied voltage is at the heart of modern electron-
ics. In many cases, it is the electric field effect that allows
one to vary the carrier concentration in a semiconductor de-
vice and, consequently, change an electric current through it.
As the semiconductor industry is nearing the limits of perfor-
mance improvements for the current technologies dominated
by silicon, there is a constant search for new, nontraditional
materials whose properties can be controlled by the electric
field. The most notable recent examples of such materials are
organic conductors [1] and carbon nanotubes [2]. It has long
been tempting to extend the use of the field effect to metals
(e.g., to develop allmetallic transistors that could be scaled
down to much smaller sizes and would consume less energy
and operate at higher frequencies than traditional semiconduct-
ing devices [3]). However, this would require atomically thin
metal films, because the electric field is screened at extremely
short distances (< 1 nm) and bulk carrier concentrations in
metals are large compared to the surface charge that can be
induced by the field effect. Films so thin tend to be thermody-
namically unstable, becoming discontinuous at thicknesses of
several nanometers; so far, this has proved to be an insurmount-
able obstacle to metallic electronics, and no metal or semimetal
has been shown to exhibit any notable (> 1%) field effect [4].

We report the observation of the electric field effect in a nat-
urally occurring two-dimensional (2D) material referred to as
few-layer graphene (FLG). Graphene is the name given to a sin-
gle layer of carbon atoms densely packed into a benzene-ring
structure, and is widely used to describe properties of many
carbon-based materials, including graphite, large fullerenes,
nanotubes, etc. (e.g., carbon nanotubes are usually thought
of as graphene sheets rolled up into nanometer-sized cylin-
ders) [5–7]. Planar graphene itself has been presumed not
to exist in the free state, being unstable with respect to the
formation of curved structures such as soot, fullerenes, and
nanotubes [5–13].

We have been able to prepare graphitic sheets of thicknesses
down to a few atomic layers (including single-layer graphene),
to fabricate devices from them, and to study their electronic
properties. Despite being atomically thin, the films remain of
high quality, so that 2D electronic transport is ballistic at sub-
micrometer distances. No other film of similar thickness is
known to be even poorly metallic or continuous under ambient
conditions. Using FLG, we demonstrate a metallic field-effect

transistor in which the conducting channel can be switched be-
tween 2D electron and hole gases by changing the gate voltage.

1. Sample preparation

Our graphene films were prepared by mechanical exfoliation
(repeated peeling) of small mesas of highly oriented pyrolytic
graphite [14]. This approach was found to be highly reliable
and allowed us to prepare FLG films up to 10µm in size.
Thicker films (d ≥ 3 nm) were up to 100µm across and vis-
ible by the naked eye. Figure 1 shows examples of the pre-
pared films, including single-layer graphene (see also [14]).
To study their electronic properties, we processed the films
into multiterminal Hall bar devices placed on top of an oxi-
dized Si substrate so that a gate voltage Vg could be applied.
We have studied more than 60 devices with d < 10 nm. We fo-
cus on the electronic properties of our thinnest (FLG) devices,
which contained just one, two, or three atomic layers [14]. All
FLG devices exhibited essentially identical electronic proper-
ties characteristic for a 2D semimetal, which differed from a
more complex (2D plus 3D) behavior observed for thicker,
multilayer graphene [14] as well as from the properties of
3D graphite.

(d)

(a) (c)

(b)

SiO2 n Si+

20 µm 1 µm

1 µm

Fig. 1. Graphene films. (a) Photograph (in normal white light) of
a relatively large multilayer graphene flake with thickness ∼ 3 nm
on top of an oxidized Si wafer. (b) AFM image of single-layer
graphene. Notice the folded part of the film near the bottom, which
exhibits a differential height of∼ 0.4 nm. For details of AFM imag-
ing of single-layer graphene, see [14]. (c) Scanning electron micro-
scope image of one of our experimental devices prepared from FLG.
(d) Schematic view of the device in (c).
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Fig. 2. Field effect in FLG. (a) Typical dependences of FLG’s re-
sistivity ρ on gate voltage for different temperatures (T = 5, 70,
and 300 K for top to bottom curves, respectively). (b) Example of
changes in the film’s conductivity σ = 1/ρ(Vg) obtained by invert-
ing the 70 K curve (circles). (c) Hall coefficient RH versus Vg for
the same film; T = 5 K. (d) Temperature dependence of carrier con-
centration n0 in the mixed state for the film in (a) (circles), a thicker
FLG film (squares), and multilayer graphene (d ≈ 5 nm; triangles).
Solid curves in (b) to (d) are the dependences calculated from our
model of a 2D semimetal illustrated by insets in (c).

2. Experimental results

In FLG, the typical dependence of its sheet resistivity ρ on
gate voltage Vg (Fig. 2a) exhibits a sharp peak to a value of
several k� and decays to∼ 100� at high Vg . Its conductivity
σ = 1/ρ increases linearly with Vg on both sides of the re-
sistivity peak (Fig. 2b). At the same Vg where ρ has its peak,
the Hall coefficient RH exhibits a sharp reversal of its sign
(Fig. 2c).

Our measurements can be explained quantitatively by a
model of a 2D metal with a small overlap δε between con-
ductance and valence bands [14]. The gate voltage induces a
surface charge density n = ε0εVg/te and, accordingly, shifts
the position of the Fermi energy εF . Here, ε0 and ε are the per-
mittivities of free space and SiO2, respectively; e is the electron
charge; and t is the thickness of our SiO2 layer (300 nm). For
typical Vg = 100V, the formula yields n ≈ 7.2 × 1012 cm−2.
The electric field doping transforms the shallow-overlap semi-
metal into either completely electron or completely hole con-
ductor through a mixed state where both electrons and holes are
present (Fig. 2). The three regions of electric field doping are
clearly seen on both experimental and theoretical curves. For
the regions with only electrons or holes left,RH decreases with
increasing carrier concentration in the usual way, as 1/ne. The
resistivity also follows the standard dependence ρ = 1/neµ

(where µ is carrier mobility). In the mixed state, σ changes
little with Vg , indicating the substitution of one type of carrier
with another, while the Hall coefficient reverses its sign, reflect-
ing the fact that RH is proportional to the difference between
electron and hole concentrations.

Carrier mobilities in FLG were determined from field-effect
and magnetoresistance measurements as µ = σ/en and µ =
RH/ρ, respectively. In both cases, we obtained the same values
of µ, which varied from sample to sample between 3000 and
10,000 cm2/V·s. The mobilities were practically independent
of temperature T , indicating that they were still limited by
scattering on defects. Forµ ≈ 10, 000 cm2/V·s and our typical
n ≈ 5× 1012 cm−2, the mean free path is ∼ 0.4µm, which is
surprising given that the 2D gas is at most a few Å away from
the interfaces. However, our findings are in agreement with
equally high µ observed for intercalated graphite [5], where
charged dopants are located next to graphene sheets. Note
that for multilayer graphene, we observed mobilities up to ∼
15, 000cm2/V·s at 300 K and ∼ 60, 000cm2/V·s at 4 K.

3. Conclusions

Graphene may be the best possible metal for metallic transistor
applications. In addition to the scalability to true nanometer
sizes envisaged for metallic transistors, graphene also offers
ballistic transport, linear current-voltage characteristics, and
huge sustainable currents (> 108A/cm2) [14].
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Single electron transport in split gate structures
containing InAs self-assembled quantum dots
E. E. Vdovin1, Yu. N. Khanin1, S. V. Dubonos1, Yu. V. Dubrovskii 1, L. Eaves2 and M. Henini2
1 Institute of Microelectronics Technology RAS, 142432 Chernogolovka, Russia
2 School of Physics and Astronomy, University of Nottingham, NG7 2RD, UK

Abstract. We report studies of single electron transport through InAs self-assembled quantum dots in a modulation-doped
structure with split gates. By application of a source-drain voltage we observed the sharp current peaks at voltage
correspondent of the energies of a InAs dot that is trapped within the 1D channel defined by the split gate.

Semiconductor quantum dots (QD) have attracted the attention
of many researchers because of their both in physics and device
applications. One of most promising materials are InAs self-
assembled quantum dots embedded in a GaAs matrix [1, 2].
Although QD lasers based on this material system have been
already commercialized, the electronic structure as well as the
transport properties of this QD system is not exactly known.

The transport properties are extremely important for de-
vice application, such as a single-electron transistor. Electron
transport in the growth direction was mainly investigated with
capacitance [3, 4] and resonant tunneling spectroscopy [5-8].
So far, only a few resonant tunneling experiments via dot states
were done in the lateral direction [9-11]. In lateral tunneling
experiments a point contact was defined in the gate region of
a high electron mobility transistor in order to observe electron
transport through only a few InAs islands within the constric-
tion. In this paper we investigate the electron transport prop-
erties through InAs self-assembled QDs in modulation-doped
structures with split gates. By application of a source-drain
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Fig. 1. Schematic illustration of (a) epitaxial structure, (b) corre-
sponding band diagram with no gate bias, and (c) band diagram
with gate bias lower than critical gate voltage. For no gate bias (b),
electron exist both at the n-AlGaAs/GaAs interface and in InAs dots.
For the gate bias (c), electrons exist only in the InAs dots.

voltage we observed the sharp current peaks at voltage corre-
spondent of the energies of a InAs dot that is trapped within
the 1D channel defined by the split gate. In addition, by in-
creasing source-drain bias we were able to recover the resonant
tunneling through QD located closer to the source contact.

The samples were grown by MBE on (100) GaAs semiinsu-
lating substrate. The sequence of the layers for our sample and
its schematic band diagram are shown in Figure 1. A 2-µm-
thick GaAs layer was grown at 640 ◦C. After that the InAs
self-assembled dots were grown at 500 ◦C with nominal thick-
ness of 1.8 ML and subsequently embedded in 30 nm of GaAs.
The average in-plane diameter and height of the InAs dot are
20 and 3 nm, respectively. The density of dots is∼ 1011 cm−2.
For modulation doping, a 27 nm undoped Al0.33Ga0.67As and a
40 nm n-Al0.33Ga0.67As with doping density of 1.3×1018 cm−3

were grown at 600 ◦C. An undoped 17 nm GaAs cap layer
was grown at 600 ◦C. After brief illumination with a red light
emitting diode the carrier density of n = 1.2×1011 cm−2 and
electron mobility of 4×104 cm2/Vs of this structure was deter-
mined by Hall measurements at 4.2 K [12].

The sample arrangement is shown in Figure 2. To con-
strict electron transport path laterally we adopted a split gate
structure. The AuNi split gate was fabricated by electron beam
lithography and liftoff. The gate length was 0.3 µm. We fab-
ricated two different samples with spacing between the split
gates of 0.3 and 1 µm.

With no gate bias electrons exist both at the AlGaAs/GaAs
interface and in the InAs dots (Fig. 1(b)). By applying a nega-
tive gate bias, we can create a condition where the electrons at
the AlGaAs/GaAs interface are fully depleted and the only ex-
iting electrons are in the InAs dots (Fig. 1(c)). This can be con-
firmed by the calculation of electron density at the interface and
in the dots. In this calculation we solved numerically the Pois-
son equation and the Schrodinger equation self-consistently.

The two-terminal DC drain current ISD vs. Vg split gate
voltage at different DC source-drain voltage VSD was mea-
sured at 4.2 K. By varying the split gate bias, the Fermi level µ
can be moved through quantum levels in the InAs dots between
the split gates. When the Fermi level is aligned with the quan-
tum level of the InAs dots at a certain gate voltage, electrons
will flow through that quantum level of the InAs dots. As a
result, the current peak can be observed at the corresponding
gate voltage in the ISD vs. Vg characteristics. Thus conditions
of opening and closing of the channel of tunneling (width of
resonant peak on ISD vs. Vg characteristics) will be defined by
a difference of Fermi energies in the drain and the source. Fig-
ure 3 shows the typical ISD vs. Vg characteristics in a sample
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Fig. 2. The TEM micrograph of the split gate structure forming
1D constriction. The cross section of the our structure with 2D source
and drain (shaded area) and the barrier between them.

with the split gates spacing of 0.3µm. There are five distinctive
peaks (numberedA, B, C, D and E in Fig. 3) in the voltage range
from −1.2 to −0.8 V. Significant increasing of amplitudes of
resonant features with increase of the source-drain voltage VSD
is caused by increasing of a transparency of a tunnel barrier.
The insignificant increase in width of observed peaks with the
source-drain voltage related to small change of Fermi energy
in this interval of the VSD.

The most interesting is the appearance of additional peaks
A and B only at high source-drain bias. It is known that max-
imum resonant current flows through a zero-dimensional state
located exactly in the center of the barrier. In our sample an
increase of the source-drain voltage leads to the decreasing of
the barrier thickness in the point-contact. But the barrier thick-
ness decreases mainly from the drain side. It means that QD’s
located closer to the source contact at zero bias become “cen-
tral” with application of the definite source-drain bias and the
resonant tunneling through these dots could to be detected.

Note, that the part of observed peaks can be connected not
only to tunneling through states of individual InAs QDs, but
also with sequential tunneling through a pair of dots in com-
paratively long (0.3 µm) 1D channel. It can be the origin of
distinction of shapes of observed resonant features.

In conclusion, we present two-terminal measurements
through a 1D constriction created by a split gate. We observe
resonant tunneling current peak through a quantum dot that is
in, or close to, the 1D constriction. These conductance mea-
surements provide information about the individual quantum
dots formed by the self-assembled InAs dots.
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Fig. 3. Drain current vs. gate voltage characteristics at different
source-drain voltages VSD for sample with spacing between the split
gates of 0.3 µm.
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Experimental study of vertical transport
in semiconductor superlattices with narrow barriers
A. A. Andronov1, D. I. Zinchenko1, E. P. Dodin1, M. N. Drozdov1, Yu. N. Nozdrin1, V. I. Shashkin1,
A. A Marmalyuk2 and A. A. Padalitsa2

1 Institute for Physics of Microstructures, Russian Academy of Sciences, Nizhny Novgorod GSP-105 603600,
Russia
2 SIGM plus, Vvedenskogo Str, 3, 117342, Moscow, Russia

Abstract. Transport and current oscillations in GaAs–GaAlAs superlattices of 173 Å and 195 Å periods and with weak
barriers and lowest miniband laying below optical phonon energy is studied at 4–300 K. The SLs demonstrate transition
from single miniband transport to multiminiband transport and disappearance of NDC at T > 200 K. These studies is a first
step to fabrication of Terahertz Bloch oscillator on such SLs, proposed earlier.

Introduction

Study of vertical transport in semiconductor superlattices (SL)
with narrow minibands and narrow minigaps is of great interest
from the point of view of studying transition from single mini-
band transport to multiminiband transport and also as a way of
realization of negative differential conductivity (NDC) caused
by Bloch oscillations of electrons at Terahertz frequency and
construction of Terahertz oscillator on this basis [1]. In high
quality superlattices (SLs) with narrow barriers and relatively
wide wells, when the primary mechanism of scattering is the
polar optical phonon scattering, coherent quasiballistic elec-
tron transport in conduction miniband needed for appearance
of NDC can be realized at low temperatures, if the lowest mini-
band is below optical phonon energy. In this work transport
properties just of such SL are investigated.

1. Transport properties

We have studied electron transport phenomena in undoped
GaAs/AlxGa1−xAs (x = 0.1 is aluminium portion in AlGaAs
barrier) superlattices grown by MOCVD on n+ GaAs substrate
with impurities concentration Ni = (1−4)×1018 cm−3 (Si)
with parameters given in the Table 1. The SL is capped with
similar n+GaAs layer with doping aboutNi = 1.5×1018 cm−3

(Si).

Table 1. Sample parameters.

Sample Period (Å) b (Å) Number of layers
d = b + w

D426 196 10 100
V502 173 10 150

Studied samples are made in the form of circular diodes 500
and less micrometers in diameters. The ohmic contacts are pro-
vided by standard Au-Ni-Si deposition and thermal treatment.

Energy spectrum of first and second conduction minibands
for V502 structure can be seen in Fig. 1. Here the optical
phonon energy h̄ω0 = 36 meV is higher then the first minigap.
Acoustic scattering in the lowest miniband with width
E1 ≈
15 meV is small compared to polar optical phonon energy also
shown in the figure. In this case electrons are easily heated up in
the first miniband, so NDC appears caused by Bragg reflection
on Brillouin zone boundary. In high electric fields electrons
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Fig. 1. First 2 minibands of V502 sample.

can perform cyclic ballistic motion (Bloch oscillations) inside
the first miniband even out of NDC region. It is this oscillation
in such field which could provide dynamic NDC [1] in THz
range.

To our knowledge transport experiment on such SLs have
not been performed so far. Static current-voltage curves for SL
D426 and V502 at 4 K and 78 K are given in Fig. 2. For D426
there are two NDC regions (hatched). Similar current-voltage
curves with less pronounced NDC regions are found for re-
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verse bias. Outside the NDC regions at higher fields current
is a rising function of electric field. In this region multimini-
band transport takes place produced by interminiband Zener
tunneling (cf. [1].) The static NDC regions in all of the SL
studied disappears at T above about 200 K. On the other hand
at the temperatures where NDC exists in all of the SL stud-
ied both periodic and aperiodic current oscillation in the MHz
band were observed. Depending on applied voltage, biasing
and circuit the principal frequency of the oscillations (Fig. 3)
can be from one to several MHz. The spectrum of the oscilla-
tions (Fig. 4) shows that harmonics up to 10th with frequency
up to 300 MHZ are observed.

2. Conclusion

We have studied transport in GaAs-GaAlAs weak barrier SL
and at low temperatures (below 200 K) observe transition from
single miniband to muliminiband transport. At T > 200 K
disappearance of nonlinearaty in current voltage curves and
NDC there observed. This studies are the first step to find low
temperature dynamic NDC in the THz range in such SLs. And
in the report further results on transport, current oscillation
and THz emission from these and other similar weak barrier
GaAs-GaAlAs SL will be reported.
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Abstract. Below a certain temperature Tc (typically cryogenic) some materials lose their electric resistance R entering a
superconducting state. With the natural tendency of integration of greater number of electronic components it is desirable to
use superconducting elements to minimize heat dissipation. It is expected that this basic property of a superconductor
(dissipationless electric current) will be preserved at reduced scales required by modern nanoelectronics. Unfortunately,
there are indications that there is a certain limit 10 nm below which a “superconducting” wire is not any more a
superconductor in a sense that it acquires a finite resistance. Here we report an experimental evidence of such behaviour in
ultranarrow aluminium nanowires.

Introduction

A superconducting wire can be considered as quasi-one dimen-
sional (1D) if its characteristic transverse dimension

√
σ (σ be-

ing the cross section) is smaller than the coherence length ξ(T ).
The shape of the bottom part of the resistive transitionR(T ) of
a 1D superconducting strip is described by the model of phase
slips activation [1]. If the wire is infinitely long, then there
is always a finite probability that a “small” part of the sample
is instantly driven normal: locally the modulus of the order
parameter 
 goes to zero and its phase f “slips” by 2π . One
can make a formal analogy with a “classical” jump of a particle
(e.g. a gas molecule) over an energy barrier
F provoked by a
thermal energy kBT . However, keeping in mind that system is
quantum, there should be an alternative mechanism attributed
to tunnelling through the barrier.

1. Experimental

We have developed a method of progressive reduction of trans-
verse dimensions of e-beam lift-off fabricated nanostructures
by ion-beam sputtering [2]. The method enables galvanomag-
netic measurements of the same sample in between the sessions
of etching. Sputtering can be considered as an erosion of the
surface due to bombardment of primary ions. The method is
very promising, for it lets us directly follow changes in super-
conductive transition in a 1D superconductor along with suc-
cessive reduction of its cross section. AFM control revealed
that sputtering makes the sample surface smoother and more
homogenous, eliminating inevitable imperfections while origi-
nal lift-off process. Evolution of an aluminium wire shape and
crossection is presented in Fig. 1.

2. Results and discussion. . .

Fig. 2 shows an evolution of theR(T ) dependencies of the same
10µm long nanowire while a sequence of sputtering. It can be
easily seen that for larger diameters (from

√
σ ≥ 17 nm) the

R(T ) dependencies follow the same qualitative behavior: rel-
atively narrow transition with quasi-linear slope in logarithmic
scale. These experimental data can be fitted with a reasonable
accuracy by theoretical calculations explained in terms of the
model of thermally activated phase slips [1]. The systematic
shift of the mean critical temperature Tc to higher values with
reduction of the wire cross section is not directly related to the
effect under investigation.

When the wire effective diameter reaches 11 nm and the
corresponding normal state resistance RN ∼ 9k�, the shape
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difference ofR(T ) dependencies for the two thinnest wires from the
thicker ones.
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of the R(T ) dependence dramatically changes: it suddenly
becomes much “wider” (Fig. 2). Contrary to thicker wires,
the shape of the transition cannot be fitted by the model of
thermally activated phase slips [1] at any reasonable set of
parameters. Much broader R(T ) transition for thinner wires
we associate with the quantum phase tunnelling effect. There
have been several approaches for theoretical description of this
phenomenon. Here we present a comparison of our data with
the renormalization theory [3]. If the wire is short enough
that only one phase slip event can happen at a time, one can
derive a simple phenomenological model utilizing results of
the renormalization theory [3] for the rate of QPS activation .
Taking into consideration the simplified “short wire” approach
the correspondence between the model [3] and the experiment
can be considered as satisfactory (Fig. 2).

In conclusion we have observed an evolution of the shape of
R(T ) dependencies of ultrathin and homogeneous aluminum
wires as a function of the effective diameter. With a high level
of confidence the artifacts related to the structure inhomogene-
ity can be ruled out. We believe that our observations are
related purely to a size phenomenon. Qualitatively similar re-
sults have been obtained on several sets of samples. It has
been found that for effective diameters

√
σ ≥ 15 nm the R(T )

dependencies can be described by the model of thermally ac-
tivated phase slips [1]. For thinner wires the width of R(T )
transition is dramatically wider, and the resistance may not
tend to zero at T → 0. We associate this phenomenon with
manifestation of quantum phase fluctuations (quantum phase
slips). The effect should have a universal validity for all super-
conducting materials. Apart from Al other materials (Sn, In,
Pb) are in the list of our current research. The study of quantum
fluctuations phenomenon suppressing superconductivity in ul-
tranarrow wires is of a vital importance for future development
of nanoelectronics. It puts a fundamental limitation to utiliza-
tion of superconducting nanoelements designed to transport a
dissipationless electric current.
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Abstract. Quasi-ballistic regime of electron motion was realized along heterointerface of undoped GaAs and short-period
superlattice (SL) under high electric field. For the gallium arsenide, record high value of electric current per single carrier
participating in charge transfer was obtained in nanostructures with planar length of ∼100 nm. We have found that in
developed structures a mean value of electron velocity exceeds of 5×107 cm/s, while the time of electron pass through the
structure equals to ∼ 2×10−13 s. This regime was achieved due to injection of high energy electrons into the ballistic
motion zone with an energy much higher than the thermal one, realization of sharp gradient of electric field and compression
of trajectories of electron motion after sliding reflection from blocking superlattice.

Introduction

Fabrication of semiconductor nanostructures with high trans-
port properties is one of the basic problems of nanotechnology.
The maximum of specific current is achieved under high elec-
tric field due to overshoot effect when carrier motion in short-
period structures becomes ballistic. To realize the ballistic
motion it is necessary to accelerate an electron from �-valley
up to extreme velocity as fast as possible without scattering in
the higher valleys. That requires creation of sharp gradients of
high electric field inside the structure.

In case of lateral transport it is difficult to create high electric
field with large gradients (that needs high carrier concentration)
and to prevent scattering of carriers. In the present paper a
quasiballistic lateral transport of electrons is realized near the
heterointerface of undoped GaAs and short-period superlattice
(GaAs)n/(AlAs)m in short-length nanostructures.

1. Experimental

Nanostructures with the lateral length of 0,1 µm and width of
50µm were formed underV-like groove breaking heavy-doped
contact layers of heterostructure (Fig. 1). The gate electrode
was formed on the wall nearest to the source.

The base of the structure is short-period reflecting (GaAs)n/
(AlAs)m superlattice (SL) made of GaAs and AlAs layers with
the thicknesses of 12 and 6 monolayers respectively. At the top
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+
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150 nm

Fig. 1. Layout of (GaAs)n/(AlAs)m short-period superlattice and
SEM image of its split off.
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Fig. 2. The dependence of drain current on source-drain voltage at
T = 300 K and various gate potentials. The value of transconduc-
tance achieves more than 1 Sm/mm.

heterointerface of SL the 35 nm thick i-GaAs layer was grown
containing in the upper part δ-Si supply layer with sheet con-
centration of ∼ 2.0×1012 cm−2, which serves as conducting
channel under weak electric field.

Under the high electric field the whole i-GaAs layer acts as
a conducting channel because of the energy diagram distortion
and small De Broglie wavelength of electron. Carrier mobility
in the GaAs layer was ∼ 8000 and ∼ 65000 cm2/V s at 300
and 77 K, respectively. Conducting channel was covered by
1.5 nm thick barrier AlAs layer which is used as an injector
of hot electrons. The presence of AlAs layer do not prevent
electrons from penetrating to extractor zone located at the end
of nanostructure close to the drain electrode. Effective scatter-
ing of hot electrons in the extractor leads to static negatively
charged domain formation, that additionally increases electric
field magnitude in the ballistic zone. The structure was finally
covered by n+-GaAs〈Si〉 contact layer.

Period of SL was optimized to reach a value of hot electrons
reflection coefficient as high as 90%. That was achieved by
means of small subband width of SL.

The proposed scheme of lateral transport allows to realize
quasiballistic regime of electron motion with velocities close
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to the overshoot at the length of more than 100 nm due to
following reasons.

1. The region of high electric field is formed between heav-
ily doped injector and extractor where depletion length is as
low as 20 nm. It allows to realize a large gradient of the elec-
tric field. As a result the electrons acquire the energy close
to X-valley edge at the time comparable with the momentum
relaxation time (∼ 10−13 s).

2. From the substrate side the motion of electrons is con-
fined by reflector SL which forms effective potential barrier of
∼ 1 eV height both for cold and hot carriers of �-valley and
minimizes the length of the trajectories of their motion.

3. Electrons are injected into the high electric field region
after tunneling through 1.5 nm thickAlAs barrier, so their mean
energy is much higher than the thermal one. The presence of
barrier brings additional confinement of the electrons in the
injection and extraction zones.

In Fig. 2 the current-voltage characteristics of nanostructure
are shown forT = 300 K at various potentials of gate electrode.
The drain current saturation for the most of samples starts at the
gate voltage of 0.7 V due to intervalley scattering of electrons
mainly into X-valley of GaAs.

The transconductance (the derivative of drain current by
voltage on the gate electrode Ug , which controls transversal
electric field) achieves the value as high as 1 S/mm which is ab-
solute record for GaAs and can be compared to the best values
for p-HEMT structures with InGaAs channel. The measured
capacity of the gate electrode was ∼ 30 fF.

2. Modeling of electron transport

The nanostructure transconductance value S allows one to de-
termine main transport properties of electron gas inside the
channel. For a short-channel structure with length and width
being equal toL∗ andW respectively the transconductance can
be written as follows:

S = 
Jd


Ug
= 
(e · ns · v ·W)


Ug
= 
Q


Ug
· v
L∗
= C0

τ
(1)

where 
Q = (e · ns · L∗ ·W ) is the net charge of carriers in
the nanostructure, τ = L∗/v is time of electron pass through
nanostructure, e— charge of electron, ns — sheet carrier con-
centration and v— their mean velocity, C0 — active part of in-
put electric capacity which controls the dependence of electron
concentration in nanostructure on transversal potential. The
formula allows one to estimate time of flight τ ∼ 2× 10−13 s
which occurs to be purely comparable to momentum relaxation
time τð, and mean velocity of electron motion v ∼ 5×107 cm/s
which exceeds almost five times the value for long samples.

Monte-Carlo simulation of electron motion inside the na-
nostructure showed that due to high starting velocity the most
of carriers move quasiballistically participating only in 5–6
small angle scattering acts. As a result the trajectories shape is
close to collisionless one and mean electron velocity exceeds
the saturation one at least in 3–4 times. Relative contribution
of non-sliding reflections from SL is negligible due to high
quality of the interface and low incidence angles of electrons
on heterointerface.

Figure 3 shows simulated trajectories of electron motion
in the structure. The splitting of trajectories occurs due to
scattering of carriers on donor impurities during crossing over

Gate

δ-Si

SL

∆ 2⋅10t = s−14

20 nm

Fig. 3. Trajectories of electron motion in the vicinity ofV-ditch. Dots
denote the electron positions in time intervals of 
t = 2×10−14 s:
• — electrons localized in �-valley, ◦ — electrons in L- and X-
valleys. Dashed line shows the boundary of depletion space around
V-ditch surface.

GaAs〈δ-Si〉 layer and phonon scattering which at high elec-
tron energy also occurs at small angles only. The most of
electrons pass the structure being located in �-valley, that pro-
vides their high mean velocity. Sharp increase of scattering
probability into X-valley accompanied by intervalley high en-
ergy (0.55 eV) phonon emission limits the possible starting
electron energy in the injector because further starting energy
increase leads to reduction of free path length. As a result
for the given effective nanostructure length L∗ the optimum of
starting energy exists. According to our estimations it is about
50 meV.

Time of flight value and mean velocity value averaged
through the trajectories equal to ∼ 2 × 10−13 s and ∼ 5 ×
107 cm/s, being in an excellent agreement with the estimations
made earlier. The proposed scheme of nanostructure could
be used for semiconductor devices fabrication, particularly for
gigahertz and terahertz frequency range devices.
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The Monte-Carlo simulation of transport in quantum well
GaAs/AlGaAs heterostructure doped with shallow donors
under impurity breakdown
L. V. Gavrilenko, V.Ya. Aleshkin and A. A. Dubinov
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Abstract. The impurity breakdown was simulated in numerical calculations. The distribution function for an electron in the
electric field was calculated using the Monte-Carlo method. The electron concentration in the impurity ground state and in
the first subband was determined by solving the rate equations. It was found out that the population inversion between the
1s-level and the bottom of the first subband is likely arise. The requirements for population inversion to occur were
determined.

Introduction

The states of shallow impurities in semiconductors is a very
promising object from the point of view of laser generation
in the far infrared region. Stimulated light emission has been
observed for hole transitions between the resonant and local-
ized states of shallow acceptors in axially stressed bulk Ge [1].
A likely mechanism behind appearance of the population inver-
sion in this experiment is depopulation of the impurity state due
to the impact ionization in the electric field. It is well known
that the properties of a shallow impurity state in a quantum
well (QW) are more flexible compared with those in a bulk
semiconductor.

In this paper the modelling of the impurity breakdown in
QWs GaAs/Al0.3Ga0.7As under applied electric field was car-
ried out. The distribution function for the electron momen-
tum vector and energy was calculated using the Monte-Carlo
method. The distribution function was formed due to scattering
on the optical and acoustical phonons and impurity scattering.
We sought the electron concentration in the impurity ground
state and in the first subband by solving the rate equations. The
modelling revealed a possibility for a population inversion to
occur between the 1s-level and the bottom of first subband. We
also found the population inversion requirements.

The donor ground state is depopulated due to the impact
ionization, but is filled up by Auger-recombination processes
and PO phonon scattering processes. The excess of the bot-
tom subband population over the population of the 1s state
is achieved under an electric field and PO phonon scattering
forming a non-equilibrium electron distribution function.

The simulation was carried out for GaAs/Al0.3Ga0.7As QW
heterostructure, quantum well width was 200A, the delta-do-
ped layer was localized in the quarter of the QW width from
heterointerface. The electric field was directed along the quan-
tum well layer.

1. Modelling of impurity breakdown

The distribution function f (k) was calculated for the case of a
single quantum well in an electric field at liquid Helium tem-
perature by the Monte-Carlo method. We regarded for the car-
riers transitions between three lower subbands only, because
in an electric field up to 1000V/cm the higher subbands are
empty. As to the scattering processes, we took into account the
carriers transitions due to the optical and acoustical phonon

scattering. We also considered impurity scattering. It is as-
sumed that the rates for both intra-subband and inter-subband
transitions strongly exceed the rate of transitions involving the
impurity states. The Monte-Carlo simulation determines the
distribution function shape only. The variation of a steady-state
carrier density and the absolute value of f (k)with electric field
can be described by the rate equations.

(Nd −N)(aνopt + a2νAuger)−Naνimp = 0 ,

N + a 1

(2π)2

∫
f (k)d2k = Nd , (1)

where a is the normalization factor for f (k), N is the electron
concentration in the 1s donor level, Nd is the donor concen-
tration in the δ-doped layer. νopt, νimp, νAuger are the frequen-
cies of PO phonon scattering, impact ionization and Auger-
recombination involving the 1s state, respectively. By solving
these equations we find the values of N and a. a f (k) is the
probability of electron occupation state with energy ε. Popu-
lation inversion exists, if max(af (ε))>N/Nd.

2. Scattering mechanisms

An electron in the first subband may pass to the donor level with
emission by a polar optical (PO) phonon, a deformation acous-
tical (DA) phonon, a piezoelectric acoustical (PA) phonon and
due to Auger process. The frequencies of scattering on PA and
DA phonons are negligible in comparison with the PO phonon
scattering frequency [2]. We calculated the PO phonon scat-
tering frequency using the method described in [3].

At low temperature in an electric field the impact ioniza-
tion becomes a primary ionization mechanism. We calculated
the probability of impact ionization and Auger process for the
1s donor level and the first subband, using the Born approx-
imation. The process of Auger-recombination is exactly the
opposite to impact ionization. The matrix elements for the
electron-electron interaction are:

B
l,m
i,j =

∫
d3r

∫
d3r ′�i(r)�j (r ′)

e2

κ
√
r2 − r ′2�

∗
l (r)�

∗
m(r
′), (2)

here �i(r) and �j(r ′) are the wave functions of the initial
states of system, �l(r) and �m(r ′) are the wave functions of
the final states. It is obvious that in our case equation (2) is a
double Fourier-transformation for the Colomb potential. Both
of the triple integrals are solved analytically.
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Fig. 1. The comparison of the calculated distribution function (solid
line) and Maxwell distribution function for the same average elec-
tron energy (8,7 meV) (dashed line) for Nd = 6 · 1010 cm−2 and
electrostatic intensity = 10V/cm.

In this paper we do not consider the cascade Auger cap-
ture, i.e., an electron being captured in exited donor state and
scattering on the acoustical phonons. But the acoustic phonon
scattering is a very rare process in contrast to the Auger capture
and impact ionization, so almost all captured electrons are be-
ing knocked back to the first subband. Moreover, if the donor
excited level is occupied, transitions to the 1s-state are forbid-
den. Hence, consideration of the cascade Auger capture will
only make the conditions for population inversion less strin-
gent.

3. Distribution function and population inversion

A strongly non-equilibrium shape of the electron distribution
function is the necessary condition for the population inversion
to appear between the 1s donor level and the bottom of the first
subband. A highly non-equilibrium electron distribution in an
electric field is formed as a result of a PO phonons scattering.
The impurity scattering and the acoustical phonons scattering
are quasielastic processes, so they do not affect the distribution
function shape very much. In Fig. 1 the calculated distribution
function is shown versus the Maxwell distribution function for
the same average electron energy. It is seen from the picture
that the probability for an electron to be found at the bottom
of the first subband is high for the non-equilibrium distribution
function.

4. Results and discussion

The area of inversion depending on the electric field magni-
tude and donor concentration is shown in Fig. 2. It is obvious
that in a small electric field the distribution function is almost
equilibrium and there is no inversion. On the other hand in
a strong electric field the distribution function becomes wide
and the inversion disappears.

The PO phonon scattering is a fast process of filling up the
1s state, so one needs a rather high donor concentration (about
1010 cm−2) to increase the impact ionization frequency. But
the Auger-capture frequency depends on N2

d . This fact sets a
limit on the donor concentration maximum.
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Abstract. Effect of the magnetic field on the rate of phase breaking is studied. It is shown that that magnetic field resulting
in decrease of phase relaxation rate τ−1

φ makes the negative magnetoresistance due to suppression of the electron

interference to be smoother in the shape and lower in the magnitude than that found with constant τ−1
φ -value. Nevertheless

our analysis shows that experimental magnetoconductance curves can be well fitted by the Hikami-Larkin-Nagaoka
expression [1]. The fitting procedure gives the value of τ/τφ , where τ is the quasimomentum relaxation time, which is close
to the value of τ/τφ(B = 0) with an accuracy of 25% or better when the temperature varies within the range from 0.4 to
10 K. The value of the prefactor α found from this procedure lies within the interval 0.9 . . . 1.2.

Introduction

The interference correction to the conductivity originates in the
constructive interference of time-reversed electron trajectories.
How can the dephasing time, τφ , be obtained experimentally?
As a rule, the value of τφ (or the ratio τ/τφ referred further as γ )
is extracted from an analysis of the negative magnetoresistance
arising due to the suppression of the weak localization by a
magnetic field. The experimental
σ(b)-vs-b curves are often
fitted to the well-known expression [1]:


σ(b) = αG0

[
ψ

(
0.5+ γ b−1

)
− ln

(
γ b−1

)]
, (1)

where 
σ(b) = 1/ρxx(b) − 1/ρxx(0), ψ(x) is a digamma
function, b stands for the magnetic field measured in units of
transport magnetic field, Btr = h̄/(2el2) with l as the mean
free path,G0 = e2/(2π2h̄). Although the prefactor α must be
equal to unity within the framework of the conventional weak-
localization theory, it is always used by experimentalist as the
second fitting parameter together with τφ . Other expression
obtained within different approximations are used as well. The
comparative analysis of all known formulas can be found in [2].

Generally, the value of τφ found from the magnetoresis-
tance should not coincide with that for b = 0. It is due to
the fact that all the expressions referred above do not take
into account the magnetic field dependence of the phase re-
laxation rate. Physically, it can be understood as follows. It is
clear that only the effects which result in phase shift between
a pair of closed paths traversed in opposite directions of about
π destroy the phase coherence. Therefore for the closed paths
with length L only the inelastic processes with energy transfer
higher than ∼ h̄vF /L contribute to the dephasing rate (vF is
the Fermi velocity). For the long trajectories,L>

√
Dτφ , where

D is the diffusion coefficient, all the inelastic processes deter-
mining the phase breaking time τφ contributes to the dephasing
rate and, hence, it is determined by the value of τφ . For the
short paths, L<

√
Dτφ , the dephasing rate is determined by the

length of the paths rather than τφ . Since a magnetic field puts
the long trajectories with L > lB , where lB =

√
h̄/eB is the

magnetic length, out of the interference, the inelastic processes
with energy transfer less than ∼ h̄vF / lB becomes to be ineffi-
cient. Thus, the increase of the magnetic field should decrease
of the dephasing rate.
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Fig. 1. The dependence
σ(b) calculated from Eqs. (2) and (4) with
� = max[�b, τ

−1
φ ] (solid curve),� = �b+ τ−1

φ (doted curve), and
with constant phase breaking time τφ(b) = τφ(0) (dashed curve).
Inset shows the corresponding dependences τφ(b). The parameters
used are kF l = 17.8, n = 4.5 × 1015 m−2, τ = 3.3 × 10−13 s,
Fσ0 = −0.334, and T = 1.5 K.

In present paper this problem is considered more compre-
hensively. In particular, we solved the problem of the influence
of the magnetic field on the dephasing numerically.

As mentioned above, Eq. (1) has been derived in the as-
sumption that the dephasing rate is independent of magnetic
field. Let us firstly demonstrate analytically how delicate the
problem of the low-B magnetoresistance is. Our consideration
is based on the results published in [3]. In the diffusion regime,
for which T τ � 1, the magnetoconductivity
σ(B, T ) is pre-
sented in the following form


σ(b, T )

G0
=ψ

(1

2
+ 1

b

τ

τφ(T , b)

)
−ln

(1

b

τ

τφ(T , 0)

)
, (2)

where

τ−1
φ (T , b)=I2(T ,max

[
�b, τ

−1
φ (T , b)

]
, �b = bτ−1, (3)

and
I2(T ,�) =

(
1+ 3(F σ0 )

2

(1+ Fσ0 )(2+ Fσ0 )
)T
g

ln
(T
�

)
. (4)

Here, g = σ/(πG0) and Fσ0 is the Fermi-liquid constant.
Eq. (2) is very similar to Eq. (1). The only difference is that
now the dephasing time in the digamma function appears to be
magnetic field dependent through the b-dependence of I2. The
magnetic field dependence of τφ(T , b) comes from the lower
self-consistent cut-off in the frequency integral determining the
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Fig. 2. (a) The dependence 
σ(b) found from self-consistent solu-
tion of Eqs. (2) and (5) (solid curve). Dashed curve is Eq. (1) with
constant phase breaking time τφ = τφ(0). Inset shows the corre-
sponding dependence τφ(b). The parameters used in calculation are
the same as in Fig. 1. (b) The magnetoconductance obtained from
the simulation with a constant rate of the dephasing (circles) and
taking into account its magnetic field dependence (triangles). Curve
is the best fit to (1) carried out at b ≤ 0.4, the fitting parameters are
α = 0.89, γ = 0.018.

value of I2. In [3] this cut-off was set to � = max[�b, τ
−1
φ ].

Fig. 1 shows the result for magnetoconductivity obtained us-
ing Eqs. (2)–(4). As seen these expressions yield very strange
behavior of 
σ(b) in low magnetic fields which follows from
the rough cut-off in I2. It can be made smoother by choos-
ing � = �b + 1/τφ . Usually, this approach works perfectly,
however this is not the case for the present problem of a low-B
magnetoresistance. The substitution � = �b + 1/τφ does not
improve the situation radically. As seen from Fig. 1, it results
in a positive linear magnetoresistance in low magnetic field.

In principle, the situation can be improved if one does
not use the artificial cut-off and calculate the dephasing rate
more carefully. We propose the self-consistent equation for
1/τφ(T , b)which matches Eq. (3) in the limiting cases�b = 0
and �bτφ � 1 and does not lead to the spurious linear contri-
bution,

1

τφ(T , b)
= AT

g

[
ln
( T
�b

)
−ψ

(1

2
+ 1

�bτφ(T , b)

)]
, (5)

where A is multiplier in brackets in Eq. (4). As Fig. 2a illus-
trates the simultaneous solution of the equations (2) and (5)
gives the significantly more realistic behavior of the magneto-
conductance and, from our point of view, it reflects the physics
of the b increase of the phase breaking time more adequately.
It is seen that the magnetoconductance is positive in all mag-
netic fields and its magnitude is practically the same that that
corresponding to B-independent dephasing rate. For the first
sight it seems to be surprising since the phase breaking time
appreciably increases with magnetic field increase (see inset
in Fig. 2a). However, this fact is justified by the results of the
computer simulation.

As shown in [4] the weak localization correction in two
dimensions can be found as follows

δσ = −2πl2G0
∫
W(0, t)dt , (6)

whereW(r, t) obeys the equation

[∂/∂t −D∇2 + U(r)]W(r, t) = δ(t)δ(r) . (7)

Here, U(r) is given by [5]

U(r) = τ−1
0 ln

(
1+ |r|

√
T/D

)
(8)

with τ0 = h̄g/(2kBT ). Instead of finding the analytical solu-
tion of the problem we have analyzed the influence of the mag-
netic field on the dephasing using the simulation approach.
Since this approach is thoroughly described in [6], we give
here only the modifications. Earlier, the phase breaking in
the simulation was taken into account by introducing the phe-
nomenological parameter lφ , which reduced the contribution
of each closed path to the interference correction by a factor
exp(−lk/ lφ), where lk was the length of k-th closed path. So,
such an approach corresponds to (7) with U(r) = 1/τφ =
vF /lφ . In order to simulate the situation corresponding to (7)
with U(r) from (8), the following replacement has been made

exp

(
− lk
lφ

)
→

Ik∏
i=1

1

1+ τU(rki − rk1 )
, (9)

where production runs over the collisions, Ik stands for the
number of collisions for k-th closed path, and |rki −rk1 | is the dis-
tance between starting point and i-th collision. Fig. 2b shows
a plot of the magnetoconductance calculated with parameters
corresponding to the 2D system with n = 4.5 × 1015 m−2,
τ = 3.3 × 10−13 s and σ = 55G0 at T = 3.3 K. For com-
parison, results for constant dephasing rate are also presented.
For both cases the the interference corrections at zero mag-
netic field have been of the same value, δσ = −3.75G0, that
corresponds to τ/τφ(b = 0) = 0.0235. As seen taking into ac-
count the magnetic field dependence of the phase breaking rate
leads to the smoother magnetoconductance curve that accords
with the analytical consideration. Fig. 2b shows also that this
curve can be fitted rather well by expression (1) with constant
dephasing rate. The value of the fitting parameter γ = 0.018
differs from τ/τφ(b = 0) by approximately 25%. Analogous
results have been obtained in wide range of σ , τ and T .

Thus, the use of the Hikami-Larkin-Nagaoka formula (1)
with constant dephasing rate for analyzing the experimental
results gives an error in determination of τφ no more than a
neglect of other factors, for instance, limitations of the diffusion
approximation, the spin-orbit interaction.
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Weak-localization-induced anomaly in Hanle effect
I. S. Lyubinskiy and V.Yu. Kachorovskii
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The influence of weak localization on the Hanle effect in a two-dimensional system with spin-split spectrum is
considered. We show that weak localization drastically changes the dependence of stationary spin polarization S on external
magnetic field B. In particular, the non-analytic dependence of S on B is predicted for III-V-based quantum wells grown in
[110] direction and for [100]-grown quantum wells having equal strengths of Dresselhaus and Bychkov-Rashba spin-orbit
coupling. It is shown that in weakly localized regime the components of S are discontinuous at B = 0. At low B, the
magnetic field-induced rotation of the stationary polarization is determined by quantum interference effects.

The ultimate goal of spintronics is to develop novel electronic
devices that exploit the spin degree of freedom [1]. The ef-
fective manipulation of the spin requires that the character-
istic spin lifetime be long compared to the device operation
time. This is a challenging problem, especially for III-V-based
semiconductor nanostructures where spin polarization relaxes
rapidly due to Dyakonov-Perel spin relaxation mechanism [2].
This mechanism is based on the classical picture of the angular
spin diffusion in random magnetic field induced by spin-orbit
coupling. In two-dimensional (2D) systems, the corresponding
spin-relaxation time τS is inversely proportional to the momen-
tum relaxation time τ [3]. As a consequence, in high-mobility
structures which are most promising for device applications,
τS is especially short. However, in some special cases, the
relaxation of one of the spin components can be rather slow
even in a system with high mobility. In particular, a number of
recent researches [4] are devoted to GaAs symmetric quantum
wells (QW) grown in [110] direction. In such wells, the ran-
dom field is perpendicular to the QW plane and the normal to
the plane component of the spin does not relax [3]. Also, the
random field might be parallel to a fixed axis in an asymmetric
[100]-grown QW [5] due to the interplay between structural [6]
and bulk [7] spin-orbit coupling.

We discuss the dependence of the spin polarization in such
structures on external magnetic field B. We assume that the
spin is injected into the system with a constant rate, for exam-
ple, by optical excitation [8]. The stationary spin polarization
S is proportional to the product of injection intensity and the
spin relaxation time. The Hanle effect is that the external field
modifies the stationary polarization. In particular, S(B) devi-
ates from S(0) by an angle θ which depends on the relation
between spin precession frequency Ω = gµBB/h̄, and the
spin relaxation rate (here µB = eh̄/2m0c is the Bohr magne-
ton, m0 is the free electron mass and g is Landé g factor). We
show that at low temperatures θ is very sensitive to weak lo-
calization (WL) effects. Usually such effects are discussed in
context of quantum corrections to the conductivity [9]. Though
the WL correction is small compared to the classical conductiv-
ity it has attracted much attention due to its fundamental nature
and anomalous behavior with external parameters such as mag-
netic field. Remarkably, the influence of WL on Hanle effect
can not be considered as a small correction to the classical re-
sult. We demonstrate that WL might give rise to a discontinuity
in the dependence of θ on B. As a result, at low B the Hanle
effect is totally driven by WL.

Physically, the non-analytic dependence of θ on B is re-
lated to memory effects specific for WL. It is known that the

1

2

N

|χ0〉

e− σ ϕi z /2|χ0〉

e− σ ϕi z /2′ 〉|χ0

Fig. 1. A coherent scattering involving N impurities. At point 1 the
electron wave splits into two parts propagating around the closed
loop clockwise and counterclockwise. The initial electron spinor
|χ0〉 is transformed to |χ〉 = e−iσ̂zϕ/2|χ0〉 and |χ ′〉 = e−iσ̂zϕ′/2|χ〉
for clockwise and counterclockwise paths, respectively.

WL is caused by interference of electron waves propagating
along a closed loop in the opposite directions. Such inter-
ference process can be considered as a coherent scattering
(additional to the Born scattering) involving a large number
of impurities (see Fig. 1). The probability of the coherent
scattering is proportional to the probability of the diffusive re-
turn 1/Dt , where t is the time of the electron passage along
the loop and D is the diffusion coefficient. In the absence
of external magnetic field, such scattering does not change
the direction of the spin [11]. Thus, electrons keep mem-
ory about initial spin polarization during the time much larger
than τS and the long-living tail 1/t in the spin polarization ap-
pears [10, 11]. When the external magnetic field is applied,
the electron spin rotates with a frequency ωp +Ω, where ωp
is the momentum-dependent frequency of the spin precession
in the spin-orbit-induced magnetic field. In the special case
under discussion, ωp is parallel to a fixed axis (say z-axis) for
any p. Let us consider the simplest case, when Ω also lies
along z axis. In this case, spin rotation matrices, describing ro-
tation of electron spin on the different segments of the closed
loop, commute with each other and the spin rotation angles for
clockwise and counterclockwise propagating waves are simply
given by ϕ = �t + ∫ t

0 ωpdt
′, ϕ′ = �t + ∫ t

0 ωp′dt
′. The ini-

tial electron spinor |χ0〉 is transformed to |χ〉 = e−iσ̂zϕ/2|χ0〉
and |χ ′〉 = e−iσ̂zϕ′/2|χ0〉 for clockwise and counterclockwise
paths, respectively. Here σ̂z is the Pauli matrix. In 2D systems,
ωp is linear in p. Since for any closed path

∫ t
0 p(t ′)dt ′ = 0, we

find ϕ = ϕ′ = �t . The interference contribution to the elec-
tron spin-density matrix after a coherent scattering is given
by |χ〉〈χ ′| = e−iσ̂z�t/2|χ0〉〈χ0|eiσ̂z�t/2. Hence, the electron
spin after the coherent scattering is rotated by an angle �t
with respect to the spin before scattering. The deviation of the
spin from the initial direction is proportional to sin(�t). The
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integration over t weighted with the probability of the coher-
ent scattering yields θ ∼ ∫

dt sin(�t)/t ∼ �/|�|. In other
words, the rotation frequency � should be multiplied by the
effective rotation time 1/|�|, which is very long for small �.
Rigorous calculations (see below) give an additional factor λ/l
in this result, which reflects the quantum nature of the phenom-
ena: θ ∼ λ�/l|�| (here λ is the electron wave length and l is
the mean free path). In contrast to coherent scattering, the clas-
sical rotation of spin is limited by the spin relaxation time τS ,
so that the classical contribution is θ ∼ �τS . For�τS � λ/l,
this contribution can be neglected and the Hanle effect is totally
driven by WL.

The Hamiltonian of a 2D system with a spin-split spectrum
is given by

H = p2

2m
+ h̄

2

[
ωp +Ω

]
σ̂ + U (r) . (1)

Here p is the in-plane electron momentum, m is the elec-
tron effective mass, σ̂ is a vector consisting of Pauli matrices,
and U(r) is the impurity potential. The spin-orbit interaction
is described by the term h̄ωpσ̂/2. In 2D case the resulting
spectrum splitting is linear in the electron momentum [6, 3].
We assume that

ωp = (pα)ẑ . (2)

Here ẑ is the unit vector along the direction of the random
field and α is a constant in-plain vector. Equation 2 implies
that the spectrum splitting depends only on one component of
momentumpα . This happens in symmetric [110]-grown QWs.
In this case, ẑ is normal to the QW plane [3]. For asymmetric
[100] wells Eq. 2 can also take place if Bychkov-Rashba and
Dresselhaus couplings have equal strengths [5]. For such wells
vector ẑ lies in the QW plane.

To describe spin dynamics in the weakly localized regime
we use the kinetic equation [11]. If the spin polarization is
uniform in space, this equation looks as follows

∂s
∂t
= [

ωp +Ω
]× s− s− 〈s〉

τ
+ δĴ s+ I , (3)

where s = s(p) is the spin density in the momentum space,
related to the averaged spin by S = ∫

sd2p/(2π)2, 〈. . .〉 stand
for averaging over directions of the electron momentum, I is
the constant source, and δĴ is the WL-induced correction to
the Boltzmann collision integral [11]

δĴ s = − λl

πτ 2

∫ t

−∞
dt ′Ŵ (t − t ′)[s(p, t ′)− 〈s(p, t ′)〉] . (4)

Here Ŵ (t) is the time-nonlocal scattering kernel. In the
absence of the external fieldWik = δik/4πDt [11].

We calculate Ŵ in the presence of external magnetic field.
For simplicity, we discuss only the QW grown in [100] di-
rection and assume that B is parallel to z-axis. Since in this
case ẑ lies in the QW plane, the external field does not af-
fect the orbital motion of the electrons and the Zeeman term
h̄�σ̂z/2 commutes with the Hamiltonian. As a consequence,
the solution of Eq. 3 with I = 0 and B �= 0 can be obtained
from solution at zero field: sB(t) = T̂ (�t)sB=0(t), where T̂ is
3×3 matrix, describing rotation around z-axis by the angle�t .

In order that sB(t) obeys Eq. 3, the scattering kernel has to be
as follows:

Ŵ (t) = T̂ (�t)
4πDt

. (5)

Equations 3, 4 and 5 allow us to find the relation between
isotropic spin polarization S and S0 =

∫
Id2p/(2π)2�. For

�τS � 1, the angle between S and S0 is

θ(�) ≈ �τS + λ

4πl

�

|�| . (6)

In this equation, �τS stands for the classical contribution,
while the second term is due to WL effect (here τS is the spin
relaxation time for the spin components perpendicular to the
random field). At small fields the classical contribution can be
neglected. We see that WL contribution to θ is a non-analytic
function of the magnetic field. At zero field the function θ(�)
has a discontinuity

θ(+0)− θ(−0) = λ/2πl . (7)

The discontinuity at � = 0 is smeared by inelastic scatter-
ing, which destroys phase coherence between clockwise and
counterclockwise propagating paths, thus limiting a time of the
coherent spin rotation: t < τϕ , where τϕ is the phase breaking
time.

To conclude, the theory of Hanle effect in a 2D system is
developed for the weakly localized regime. At low external
magnetic fields the Hanle effect is totally driven by quantum
interference effects. In the absence of inelastic scattering, the
components of the spin polarizations are discontinuous as func-
tions of the external field.
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Transport and anomalous Hall effect in p-type GaAs〈Mn,Mg〉 layers
fabricated by ion implantation
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Abstract. Mn-doped GaAs structures have been fabricated by ion implantation. The implanted samples were annealed at
temperatures in the range of Ta = 700–800 ◦C. At this temperatures MnAs clusters are formed in GaAs due to decay of
supersaturated solid solution of Mn in GaAs. Additional Mg implantation was used to provide the enhancement of p-type
doping in Mn layer. Temperature dependences of resistance and magnetoresistance were investigated in ion-implanted by
Mn and Mg GaAs structures. Anomalous Hall effect and enhanced positive magnetoresistance were observed at T > 30 K.

Introduction

Diluted magnetic semiconductors (DMS) are alloys of semi-
conductors and magnetic ions (transition metals or rare-earths)
that exhibit a variety of cooperative effects via spin-exchange
interactions not present in nonmagnetic semiconductors [1].
The exchange interaction between the charge carriers and the
localized moments of the magnetic ions can alter the trans-
port, optical and magnetic properties of the host semiconduc-
tor. In the extreme case, the interaction may induce a ferromag-
netic phase transition. The efforts to grow III–V-based DMS
by low-temperature MBE were rewarded with successful epi-
taxial growth of uniform (In,Mn)As films on GaAs substrate,
where partial ferromagnetic order was found, and ferromag-
netic (Ga,Mn)As (for a thorough recent review see Ref. [2]).

Carrier induced ferromagnetism in DMS has generated in-
tense interest, because it opens the prospect of developing de-
vices, which combine charge and magnetic degrees of freedom.
Hole induced ferromagnetism in transition metal doped III–V
compounds offers integration of ferromagnetism with the ex-
isting nonmagnetic III–V heterostructures. These structures
allow us to explore spin-dependent phenomena in semicon-
ductor heterostructures, which may lead us to a new form of
electronics, spin-electronics (spintronics), where both the spin
and charge degrees of freedom play critical roles [3].

Ion implantation of Mn is one of methods to fabricate sam-
ples with carrier-mediated ferromagnetism. This method was
used to produce ferromagnetic hole-doped GaP [4]. In the
present study we investigated the influence of Mn ion implan-
tation on transport and the galvanomagnetic properties of p-
GaAs.

1. Samples and experimental

Investigated structures were fabricated on semi-insulating
GaAs (100) surface by ion implantation by Mn+ with the en-
ergy of 100 keV and dose of 1016 cm−2. Profile of the Mn atom
distribution in GaAs, simulated by TRIM code [5], is shown in
Fig. 1.

We can see that maximum of Mn concentration is located
at ≈ 60 nm from the surface of the sample. To stimulate an
enhancement of hole concentration in implanted layers, ad-
ditional acceptor doping by Mg+ ion implantation was per-
formed. The energy of Mg+ ions (45 keV) was selected for
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Fig. 1. Atom profiles, simulated by TRIM code for implantation of
Mn (100 keV, 1×1016 cm−2) and Mg (45 keV) into GaAs. Numbers
on profiles of Mg correspond to the samples 13 and 14.

coincidence of peaks for Mg+ and Mn+ ions. Dose of Mg+
ion implantation was varied from 1×1014 to 1×1015 cm−2.
Thus p-type conductivity layer in GaAs was formed by double
implantation. All implantations were performed in conditions
to avoid a canalization of incident ions. The implanted sam-
ples were submitted to rapid (10 s) thermal annealing (RTA).
Temperature Ta of RTA was varied in the range from 700 to
800 ◦C. Some parameters of samples are listed in Table 1.

Table 1.

N Mg iondose, Ta (ρ) (k�)
(1014/cm2) (◦C) T = 300 K T = 77 K T = 4.2 K

13 3 800 1.270 9.05 —
14 10 700 5.070 29.5 —
15 10 725 2.900 8.66 —
16 10 750 2.380 20.5 29500
17 2300 800 0.910 0.648 0.547

Surface morphology of implanted and annealed samples
was investigated by atom force microscope “Topometrix” in
contact mode. Temperature dependences of resistance have
been measured in the temperature range 4.2 ≤ T ≤ 300 K.
Magnetoresistance and Hall effect has been measured by a
conventional four probe technique in the temperature range
4.2 K–200 K in magnetic field B up to 6T.
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Fig. 2. AFM — image of the GaAs surface implanted by Mn+ and
Mg+ ions and annealed at Ta = 750 ◦C (sample 16).

2. Results and discussion

Fig. 2 shows AFM image of Mn+Mg doped sample 16. We see
formation of surface MnAs clusters with height up to 35 nm
and diameter of about 200 nm.

All samples had p-type conductivity. When temperature
decreased resistance of Mn implanted samples increased very
rapidly and for some samples became not measurable at T <
20 K except sample 17 with metallic temperature dependence
of the resisistivity. Typical temperature dependencies of the
resistivity for some samples with different densities of holes
are shown in Fig. 3.
RHall can be expressed as

RHall = R0

d
B + Ra

d
µM0 , (1)

where R0 is the ordinary (normal) Hall coefficient, Ra is the
anomalous Hall coefficient due to magnetizationM of the sam-
ple, B is magnetic field. The magnetic field dependence of
RHall at different temperatures reflects that of M , confirming
the dominating contribution of the anomalous Hall effect. In
Fig. 4 we plot magnetic field dependence of RHall at different
temperatures for sample 14. The anomalous part is the devi-
ation of the Hall resistance in low magnetic fields from linear
behavior (dashed line). The anomalous Hall effect is measur-
able up to 195 K and shows the hole-mediated ferromagnetism
of Ga1−xMnxAs solid solution after Mn implantation and rapid
annealing.
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Fig. 3. Temperature dependencies of resistivity ρ for p-type struc-
tures with ion implanted Mn and Mg. Sample numbers correspond
to Table 1.
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Fig. 4. Anomalous Hall effect in the sample 14 at 5 different tem-
peratures.
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Fig. 5. Magnetoresistance of sample 13 at T = 49 K.

Positive magnetoresistance has been observed at tempera-
tures 30–100 K in all structures. As an example magnetore-
sistance of sample 13 is shown in Fig. 5 for T = 49 K. The
high value of positive magnetoresistance might be explained
by the enhanced geometric magnetoresistance effect in inho-
mogeneous semiconductors [6].

Thus the ferromagnetic clusters were embedded into GaAs
by Mn ion implantation and rapid thermal annealing. Ferro-
magnetism manifests itself in the anomalous Hall effect.
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Photoconduction relaxation in the Peierls conductor TaS3
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Abstract. Kinetics of photoconduction in a quasi-one-dimensional conductor TaS3 is studied. The photoconduction
relaxation is slow with relaxation time distribution depending on the light intensity. The amplitude of photoconduction in
the time scale t ∼ 1 s is found to be proportional to the root squared of the light intensity, that implies the quadratic
recombination mechanism. Deviation from the quadratic recombination is found on the time scale t � 1 s.

Introduction
The energy gap developing in quasi-one-dimensional (q-1d)
conductors below the Peierls transition temperature makes
them similar to narrow-band semiconductors [1]. As a result,
many physical properties of q-1d conductors can be accounted
in the framework of a semiconductor model, the doping level
being dependent on the charge-density wave (CDW) deforma-
tion. On this analogy, one could expect that photoconduction
is also intrinsic to CDW conductors and could be easily seen,
like it happens in many semiconductors. On the other hand,
there are predictions that energy relaxation time of nonequilib-
rium carriers in CDW conductors is very short, of the order of
10−12 s [2]. Indeed, experimental measurements of kinetics of
reflection relaxation in the blue bronze, K0.3MoO3 by optical
methods [3] demonstrate picosecond relaxation scale for pho-
toexcited carriers. On this basis, detection of photoconduction
in transport measurements would not be a simple task.

The first clear observation of photoinduced changes in trans-
port properties of CDW conductors was reported by Ogawa et
al [4] in K0.3MoO3. They found photoinduced suppression
of CDW sliding, i.e. photoinduced changes of the nonlinear
conduction. The origin of the effect was attributed to a local
destruction of the CDW which leads to the photoinduced phase
slip and the redistribution of the CDW phase. Similar behavior
was observed in TaS3 [5, 6]. Moreover, illumination-induced
growth of the linear conduction (photoconduction) was found
as well [5,6]. It was also shown that photoinduced changes in
CDW kinetics can be explained quantitatively if photoinduced
changes of the CDW deformation screening length are taken
into account.

Despite the success in explanation of photoinduced changes
in the nonlinear conduction [5], the origin of photoconduction
itself is still not clear. The value of photoconduction in TaS3
corresponds to the relaxation time 10−10 s [5], but the measure-
ments of relaxation kinetics clearly demonstrate relaxation with
relaxation times up to 104 s [6]. Moreover, similar relaxation
was also observed without illumination after application of the
voltage pulse to a sample [6]. It was concluded that the CDW
metastable states caused by illumination-induced changes of
the total current carrier concentration are responsible for the
long-time photoconduction relaxation [6].

Here we present the results of detailed study of photocon-
duction kinetics in TaS3 crystals of submicrometer transverse
sizes. Our results demonstrate quadratic recombination of the
photoconduction on the time scale t � 1 s and deviation from
this mechanism on t � 1 s.

1. Experimental and results
The conduction measurements were done in the voltage-cont-
rolled regime. The current was measured by a home-made

current-to-voltage converter with a transient time 0.04 ms to
a 50% level and 0.3 ms for an accuracy below 1%. Photoex-
citation was provided by an IR LED placed near a sample.
The results presented here were obtained for a representative
sample with R300 = 7 k� and s = 0.16µm2.

Figure 1 shows temperature dependences of the linear con-
duction of TaS3 crystal under illumination and in the dark. The
noticeable photoconduction develops at T � 60 K.

Figure 3 shows a typical photoresponse to light pulses (1s
duration) of different W for T ≥ 40 K. Both front and rear
parts of the response are characterized by a wide distribution
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Fig. 1. Low-temperature part of the temperature variation of conduc-
tion of TaS3 without (crosses) and with different level of illumination
(other marks). The straight line corresponds to the activation energy
430 K.
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of relaxation times at all W . The shape of the photoresponse
depends on W and is more sharp for more intensive light (see
inset).

Figure 2 shows a typical shape of the low-temperature pho-
toresponse. In contrast to the hight-temperature data no no-
ticeable relaxation is seen at least on the presented time scale,
and the response appears immediately after illumination. Inset
in Fig. 2 shows a temperature set of the photoconduction vs.W
dependences. The photoconduction value was measured as a
difference δG = G(1s) − G(0) in the response to the mean-
der ligh pulse sequence (t = 0 corresponds to the onset of the
pulse, see Fig. 3). The dependences is nonlinear and can be
approximated by the power law δG ∝ Wα , as it was reported
earlier [5]. The value of α is close to 1/2 at T ≤ 40 K, and
starts to grow at higher temperatures. The pulse amplitude is
found to follow the activation law with the activation energy
360 K comparable to one for the linear conduction (430 K, see
Fig. 1).

Figure 4 shows a temperature set of photoresponse relax-
ation curves. Two different temperature ranges can be clearly
distinguished. The response at T > 40 K starts at t0 = 0.2–
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Fig. 4. Decay of photocurrent in TaS3 sample after switching off
the light pulse with W = 10 mW/cm2 intensity and 1 s duration at
different temperatures. The conduction is normalized to G(t = 0),
where t = 0 corresponds to switching the light off.

0.3 ms (at W = 10 mW/cm2) and relaxes smoothly toward
zero. Similar behavior is observed at the front of the light
pulse. When the temperature is lower, or when the light inten-
sity is higher, the initial part of both onset of the response and
its relaxation is sharp and cannot be observed with our setup.

2. Discussion

The resutls presented above demonstrate that photoconduction
at T ≤ 40 K and t � 1 s corresponds to the quadratic recombi-
nation, δG ∝ √W [7]. Very sharp low-temperature response
(Fig. 2) can also be explained, at least qualitatively, in terms
of the quadratic recombination model, as the limiting case of
very high light intensity. The long-time relaxation of photocon-
duction (Fig. 3) does not corresponds, however, 1/t relaxation
expected for the quadratic recombination [7]. Instead, much
slower relaxation is observed. Thus, two-component relaxation
takes place.

The origin of the long-living component with a very wide
distribution of the relaxation time is still an open question. It
was suggested [6] that this long-time relaxation is a manifes-
tation of metastability of the CDW that is caused by photoex-
ited quasiparticles changing the equilibrium value of the CDW
wave vector. The results of the present study does not contra-
dict this point of view.

No expected fast component with the relaxation time τ ∼
10−12–10−10 s [3,5] is seen at least atT > 40 K. Instead, in this
temperature region the relaxation proceeds entirely on the time
scale t > 1 ms. Therefore there is a contradiction between the
relatively small value of the photoconduction and its very long
relaxation time. Further study is necessary to clarify details of
the photoconduction mechanism.
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Temperature dependence of the Aharonov–Bohm effect
in chiral Fermi-system
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Abstract. The Aharonov–Bohm effect in submicron rings with narrow electron channels was studied in the range of
magnetic fields from 0 to 15T and temperatures from 0.1 to 10 K. It is found that the temperature dependences of the
h/e-oscillation amplitude at low magnetic fields and in the situation of tunnel-coupled edge current states are different. The
obtained experimental data are explained by the influence of Fermi-system chirality on the coherent transport in a ring
interferometer.

Introduction

It is known that the coherent processes occurring in a ring
interferometer placed in a uniform external magnetic field B
are governed not only by the flux through the ring inner area
but also by the flux through the electron channels of the in-
terferometer. As a result, the magnetoconductance of metallic
rings operating in the diffusion charge-carrier transport regime
exhibits, apart from Aharonov–Bohm (AB) oscillations, uni-
versal conductance fluctuations [1]. The flux through the elec-
tron channels in semiconductor ballistic interferometers fabri-
cated on the basis of a high-mobility two-dimensional electron
gas (2DEG) modifies the ring energy spectrum and induces AB
oscillation beats [2]. In a high magnetic field, the flux through
the channels of a ballistic ring gives rise to edge current states,
in which electrons can move only in one direction. In these
conditions, the symmetry of charge-carrier transport breaks
and the Fermi system becomes chiral.

According to [3], the influence of chirality on the coher-
ent processes in the interferometer is as follows. The mag-
netic flux through the ring in a nonchiral system gives rise
to both constructive and destructive interference of electron
waves, whereas the chiral system allows only constructive in-
terference. This distinction in the transport through the ring
should primarily manifest itself in the temperature dependence
of theAB effect. This follows from the fact thath/e oscillations
in the nonchiral system are suppressed when the temperature
length LT becomes shorter than the circle half-length L/2,
whereas, in the chiral system, this occurs when LT is shorter
than L, where LT = h̄v/kBT and v is the Fermi velocity. The
interval of magnetic fields where the AB oscillations appear in
the ballistic rings is determined by the width of electron chan-
nels; the narrower the channels, the broader this interval [4].
Because of this, ballistic rings with narrow electron channels
allow the transition from the nonchiral to chiral system to be fol-
lowed from its onset to its completion upon increasing B. The
purpose of this work is to study the temperature dependence of
theAB effect in such rings and to reveal experimentally the role
of chirality in the suppression of the h/e-oscillation amplitude
with increasing temperature.

1. Experimental

Interferometers for study were fabricated on the basis of 2DEG
in single GaAs quantum wells with AlAs/GaAs superlattice
barriers. Contrary to the gas in a GaAs/AlGaAs heterojunction,

2DEG in our structures can simultaneously be highly mobile
and have high concentration, allowing the fabrication, on its
basis, of ballistic rings of submicron sizes. The 2DEG concen-
tration and mobility in the starting structure grown from molec-
ular beam epitaxy were, respectively, ns = 1.8 × 1012 cm−2

and µ = 4× 105 cm2/(Vs) at T = 4.2 K.
The schematic view of the interferometer is shown in Fig. 1a.

Double bridges with a width of 50µm and a separation between
the potentiometric terminals of 100µm were fabricated using
optical lithography and liquid etching. The ring was placed
between two pairs of potentiometric terminals and fabricated
using electron beam lithography and dry etching. The ring
effective radius determined from the period of h/e oscillations
was reff = 0.13−0.15µm. Experiments were carried out in
the range of magnetic fields from 0 to 15T and temperatures
from 0.1 to 10 K.

2. Results and discussion

In Fig. 1b, the magnetic-field dependences of the interferome-
ter longitudinal (R23) and transverse (R37) resistances are pre-
sented. It is seen from this figure that the 2DEG transverse
resistance (R37) in magnetic fields above 5T assumes quan-
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tized values. However, the quantization is not seen in the four-
terminal ring resistance (R23) up to 15T. This implies that, in a
high magnetic field, the situation of tunnel-coupled edge cur-
rent states appears in the narrowest ring input/output regions
of the interferometer and in the conducting channel constric-
tions [5].

The G(B) dependence of the periodic component of ring
conductance is shown in Fig. 2a for two different temperatures.
One can see that the h/e-oscillation amplitude decreases with
increasing temperature faster at high magnetic fields than at
lower fields. Fig. 2b shows that the temperature dependences
of the relative amplitudeGAB/GAB0 ofAB oscillations, where
GAB0 is the h/e-oscillation amplitude at T = 0.1 K, become
steeper as the magnetic field increases. The temperature de-
pendence of the AB effect in a chiral Fermi system was the-
oretically analyzed in [3]. The h/e-oscillation amplitude in
such a system is determined by the lengths L and LT . In our
case, L = 2πreff . If LT � L, the h/e-oscillation ampli-
tude is maximal and independent of T . In the opposite case,
LT � L, the AB effect does not occur. The characteristic tem-
perature separating these limiting cases is given by the expres-
sion T0 = h̄v/πkBL. It is pointed out above that, in contrast to
the situation with tunnel-coupled edge states, the Fermi system
is nonchiral in a low magnetic field, and the value of T0 in this
case will be determined not by the full length L but by its half.
This signifies that T0 should change twofold upon the transition
from low to high fields. In [3], it was shown that the AB os-
cillation amplitude normalized to its zero-temperature value
is given by the relation GAB/GAB0 = (T /T0)/ sinh(T /T0).
Curves 1, 2, and 3 in Fig. 2b are calculated by this formula for
different T0 values. One can see that the experimental tempera-
ture dependences are consistent with the theoretical curves. As
the magnetic field increases, the fitting parameter T0 decreases
from 1.2 to 0.6 K; i.e., in the ring interferometers studied, T0 in
a low magnetic field differs approximately twofold from its

value in the regime of tunnel-coupled edge current states, in
accordance with the change in chirality of the Fermi system.

Summary

Thus, the temperature dependences of the AB effect in submi-
cron rings with narrow conducting channels have been studied
experimentally in the range of magnetic fields from 0 to 15T.
In the interferometers studied, not only the suppression of the
AB oscillations but also their shift have been observed upon in-
creasing temperature in a high magnetic field. It has been found
that the slope of the temperature curve for the h/e-oscillation
amplitude in a low magnetic field differs from that in the situa-
tion with the tunnel-coupled edge current states. The obtained
experimental data are explained by the fact that the chirality of
the Fermi system changes with increasing magnetic field.
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Dynamic localization and electromagnetic transparency
of semiconductor superlattice in biharmonic electric fields
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Abstract. We consider the dynamics of electrons in semiconductor superlattices in intense multifrequency electric fields. We
examine the conditions for dynamic localization and electromagnetic transparency. We investigate processes of formation,
destruction and stabilization of electromagnetic transparency in biharmonic field. The stable dc fields are founded.

Introduction

In the semiconductor superlattice (SL) with relatively narrow
Brillouin minizone electrons perform complex Bloch oscilla-
tions under strong electric fields. For specific ratio of ampli-
tude and frequency of applied harmonic field the value of av-
erage electron velocity (no scattering) vanishes independently
of its initial momentum. This effect is called dynamic local-
ization (DL) in literature. One of macroscopic manifestation
of complex Bloch oscillations is nonmonotonic dependence of
high-frequency conductivity on amplitudes and frequencies of
fields. In particular, the effects of induced (IT) and self-induced
transparencies (SIT) arise.

The conditions for SIT within the single τ -approximation
for a one-dimensional superlattice sample with harmonic dis-
persion law are the same as for dynamic localization, but these
effects have different physical origins [1, 2].

As a rule transparency state is unstable to the generation of
both static and additional harmonic fields. There are some sce-
narios of destruction of SIT. Which of them will dominate de-
pended on which process — the dc field or the high-frequency
field generation and amplification will proceeds with a faster-
growing increment. In reality situation intrinsic SL field is
multifrequency field even if the external field is harmonic. So
for the better understanding of electromagnetic properties of
the SL we have to investigate the behavior of SL in given mul-
tifrequency electric fields.

In the present paper we examine the effects of DL, electro-
magnetic transparency and current and voltage self-oscillations
in SL, which arise under biharmonic fields. We used Boltz-
mann kinetic equation within τ -approximation and equation,
which describe continuity of the total current in the broken
circuit [3] (the dc current is zero).

1. Dynamic localization

Let’s consider electric field of the type

E(t) =
N∑
α=1

Eα cos(ωαt + δα) , (1)

having dc component Ec and N harmonics with arbitrary fre-
quencies ωα and beginning phases δα . Under influence of the
electric field (1) an electron executes nonlinear oscillations hav-
ing velocity given by:

V (k0, t0, t) = Vm sin[k0d +�c(t − t0) ·
N∑
α=1

gα(sin(ωαt − δα)− sin(ωαt0 − δα))] , (2)

where Vm = 
d/2h̄ is maximum longitudinal velocity, d and

 are period and minizone width of SL, k0 is the electron wave
vector at initial time t0, �c = eEcd/h̄ — Bloch frequency,
gα = eEαd/h̄ωα are dimensionless amplitudes of fields har-
monics. In the biharmonic field with frequencies ω2 = n0ω1,
�c = λω1, (n0 = 2, 3, . . ., λ = 0, 1, 2, . . .) the time aver-
aged electron velocity is given by

V (k0, t0, t) = Vm
∞∑

ν=−∞
J−λ−n0ν(g1)Jν(g2) ·

sin[k0d −�ct0 − g1 sin(ω1t − δ1)− (3)

g2 sin(ω2t − δ2)+ ν(n0δ1 − δ2)+ λδ1] .

Thus the DL conditions will be such:

∞∑
ν=−∞

cos [ν(n0δ1 − δ2)] J−λ−n0ν(g1)Jν(g2) = 0 ,

∞∑
ν=−∞

sin [ν(n0δ1 − δ2)] J−λ−n0ν(g1)Jν(g2) = 0 . (4)

The second equality (4) for odd n0 and Ec = 0 is satisfied
automatically. Such situation repeated for any n0 and λ if a
phase shift is equal to n0δ1 − δ2 = απ (α = 0, 1, 2, . . .).
Therefore in these cases electron DL arises in the fields which
are described by set of curves on the (g1, g2)-plane (you can
see some examples on the Fig. 1). In other cases there are
only set of points on this plane. It is easy to obtain that SIT
occurs at the same values of the fields amplitudes (within single
τ -approximation (τ = const) and ω1,2τ � 1).
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2. Induced and self-induced transparency

The case n0δ1−δ2 = π/2, n0 = 2l−1, l = 1, 2, . . . (Fig. 1b)
is interesting. Within the DL conditions for the harmonic field
(J0(g

λ
1 ) = 0, λ is a number of Bessel function root) SL keeps

transparency to the second field of the named type up to am-
plitudes g2 < g1 if g1 � 2n0 and λ < l. The exceptions are
the points J0(g2) ≈ 0. For n0 = 3 transparency state arises
at g1 = 2.405 and for n0 = 5 it arises at g1 = 2.405 and
g1 = 5.5, for example. We can called this phenomenon “in-
duced transparency in the multi-fold frequencies fields”. The
phase shift is important in this case in contrast to a case of fields
with aliquant frequencies [4].

3. The stability of transparency states

The are three different scenario of behavior SL which is in
transparency state under biharmonic field. Which process will
dominate depends on ratio between values of energy losses on
the different frequencies. (1) The destruction of the SIT state
will be accompanied by spontaneous generation of dc field.
Dc field value differs from the case of pure harmonic field
(Fig. 2). (2) The destruction of the SIT state will be accom-
panied by amplification of field and current harmonics with

relatively large amplitudes. (3) The stabilization of SIT will be
accompanied by generation of relatively week current and field
harmonics. The last process will suppresses both dc field gen-
eration and amplification of components of biharmonic field
(Fig. 3). This stabilization can be stimulated by addition of
corresponding weak harmonic into external field. There are
periodic fields with complicated time dependance which forms
stable electrodynamic transparency states.

4. Conclusion

1. The conditions for dynamic localization and electromag-
netic transparency in biharmonic electron field were founded.
2. The induced transparency were shown to be arise in bihar-
monic field with multi-fold frequencies (ω2 = n0ω1, n0 is odd)
under certain conditions.
3. In common case the transparency states are unstable. It is
possible to stabilize them in multifrequency fields.
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Abstract. The bilayer systems exhibit the Bose–Einstein condensation of excitons that emerge due to Coulomb pairing of
electrons belonging to one layer with the holes belonging to the other layer. Here we present the microscopic derivation of
dynamic equation for the condensate wave function at a low density of electron-hole pairs in the case of a strong magnetic
field perpendicular to the layers, and the electric field directed along the layers. From this equation we obtain the dispersion
law of collective excitations of the condensate and calculate the electric charge of the vortex in the exciton condensate.

In recent years considerable attention has been focused on the
so-called bilayers, i.e. the systems that represent two thin and
closely-spaced conducting layers separated by the energy bar-
rier for carriers. One of the examples of the bilayer system is
the n − p system consisting of the n-layer with electron con-
ductivity and thep-layer with hole conductivity. In this system
in the weak-coupling limit the attraction of electrons from the
n-layer conduction band and holes from the p-layer valence
band gives rise to the coherent BCS-type state of electron-
hole (e − h) pairs [1,2]. The pairing of electrons and holes as
well as the condensation of e − h pairs is favored in a mag-
netic field H , normal to the layers, provided that the magnetic
length lH (lH =

√
h̄c/eH) is considerably shorter than the

Bohr radii of both the electron and the hole. At low pair den-
sities, np � l−2

H , the electron-hole pairing occurs in the real
space (strong-coupling limit of e − h pairs) rather than in the
momentum space.

Another example of the phase-coherent system is the n −
n system including two electron layers in the magnetic field
perpendicular to the layers with the total filling factor νT =
ν1 + ν2 = 1. Despite the apparent difference between the
n−n and n−p systems, they are, in essence, fully similar [3].
So, in the systems of both types the interlayer phase coherence
is the consequence of Bose condensation of e − h pairs, and
due to this reason the superfluidity in bilayer systems is often
called the "exciton superfluidity". At the present time, one
has impressive evidence that the superfluidity in question was
revealed experimentally in quantum Hall n−n systems at ν1 =
ν2 = 1/2 [4,5].

The study of superfluidity of strongly bound e− h pairs in
the low-density limit is of particular interest from the viewpoint
of theory, because one can expect that the e − h pairs with
spatially separated components behave as a weakly nonideal
Bose gas, which is described by a relatively simple differential
equation of the Gross-Pitaevskii type. In the present paper in
the mean field approximation we derive microscopically this
equation for the condensate wave function of quantum Hall
n− n systems with νT = 1.

The Hamiltonian of the bilayer electron-hole system in the
perpendicular magnetic field is

Ĥ =
∫
dr

∑
k

ψ+k (r)ĥk(r)ψk(r)

+1

2

∫
drdr′

∑
k,l

Vkl(r− r′)ψ+k (r)ψ
+
l (r
′)ψl(r′)ψk(r)

+
∑
k

∫
dr(−1)keV (r)ψ+k (r)ψk(r). (1)

Here and further on it is assumed that the indices k, l = 1(2)
indicate the electron (hole) layer. The operators ψ+k (r) and
ψk(r) are the operators of electron (hole) creation and annihi-
lation at the point with two-dimensional radius-vector r. The
spin indices are omitted, since electrons are considered spin-
polarized. The kinetic energy operator has the form

ĥk(r) = 1

2mk

[
ih̄
∂

∂r
+ (−1)k

e

c
Ak(r)

]2
, (2)

the Coulomb interaction energy of carriers is given by

Vkl(r− r′) = (−1)k+l
e2

ε
√
(r− r′)2 + (1− δk,l)d2

, (3)

andV (r) is the scalar potential of the electric field. In formulas
(2), (3) mk is the electron mass (k = 1) or the hole mass
(k = 2), ε is the dielectric constant, d is the interlayer spacing,
δk,l is the Kronecker delta-symbol.

To derive the dynamic equation for the condensate wave
function we shall follow Keldysh’s paper [6] , according to
which the coherent state of e − h pairs, in the mean field ap-
proximation, may be represented by the vector |φ〉 = D̂φ |0〉,
where the unitary operator D̂φ is written as

D̂φ = exp
{∫

dr1dr2[ψ+1 (r1)�(r1, r2, t)e
−iµtψ+2 (r2)

−ψ2(r2)�
∗(r1, r2, t)e

iµtψ1(r1)]
}
. (4)

The vector |0〉 is the vacuum state of the system: ψk|0〉 = 0.
The unknown function�(r1, r2, t) and the chemical potential
µ of e − h pairs, which enter into D̂φ , should be found from
the Schrodinger equation for the vector |φ〉. This equation is
written as

(ih̄D̂+φ
∂

∂t
D̂φ − D̂+φ HD̂φ)|0〉 = 0. (5)

In the expression D̂+φ HD̂φ the operators D̂+φ and D̂φ realize
the linear transformation of the creation/annihilation operators
of electrons and holes. For example, the operator ψ1(r) is
transformed as

D̂+φ ψ1(r)D̂φ =
∫
dr′[C(r, r′)ψ1(r′)+S(r, r′)ψ+2 (r′)e−iµt ],
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where with an accuracy up to terms cubed in � we have

C(r, r′) = δ(r− r′)− (1/2)
∫
dr′′�(r, r′′)�∗(r′, r′′);

S(r, r′) = �(r, r′)− (1/6)
∫ ∫

dr′′dr′′′�(r, r′′)×
�∗(r′′′, r′′)�(r′′′, r′).

As a result, we obtain a nonlinear integro-differential equation
for the function �(r1, r2, t). In what follows we shall retain
the terms not higher than the third order in �, because we are
interested in the low-density limit of pairs.

Equation for� can be transformed into the equation for the
wave function of the e− h pair condensate � (slowly varying
in space and time) by averaging � over "fast" variables that
describe the intrinsic degrees of freedom of e − h pairs. To
separate the intrinsic degrees of freedom, we turn from the
electron/hole coordinates r1 and r2 to the difference coordinate
r = r1 − r2 and to the coordinate of the center of inertia of
the pair R = (m1r1 +m2r2)/(m1 +m2). The fast variable r
is excluded by means of the procedure described in [6]. As a
result, we come to the following equation

ih̄
∂�(R, t)
∂t

=
{ 1

2MH

(
ih̄
∂

∂R
− α
c

[EH]
)2 − 1

2
αE2

−µ
(1)

np
[np − |�(R, t)|2]

}
�(R, t), (6)

The equation similar to (6) was proposed in ref.7 on the basis
of phenomenological considerations.

In the case considered (magnetic length lH is considerably
shorter than the Bohr radii of both the electron and the hole), the
effective massMH of the e−h pair arises due to the Coulomb
interaction between the electron and the hole, and is indepen-
dent of their masses m1 and m2:

MH = 2εh̄2

e2lH

√
2

π

[(
1+ d

2

l2H

)
exp

( d2

2l2H

)
erfc

( d√
2lH

)
−
√

2

π

d

lH

]−1
. (7)

The correction to the chemical potential of the e − h pair is
equal to

µ(1) = e
2

ε

[
4πd − (2π)3/2lH

+ (2π)3/2lH exp
( d2

2l2H

)
erfc

( d√
2lH

)]
np. (8)

In eq. (8) the first term is related to the energy of the elec-
tric field between the electron layer and the hole layer, while
the second and third terms describe the exchange contribu-
tions from the intralayer interaction and interlayer interaction,
respectively. At d � lH we have µ(1) = √2π3/2 e2d2

εlH
np. Be-

sides, in eq. (6) α has the meaning of e− h pair polarizability,
α(H) = MHc2/H 2.

From (6) it is not difficult to derive the continuity equation
∂|�|2/∂t+divjs = 0, where the superfluid current density can
be written as js = |�|2vs . In this case the superfluid velocity
vs appears dependent on the electric field

vs = 1

MH

(
h̄
∂ϕ

∂R
+ α
c

[EH]
)
. (9)

Here ϕ is the phase of the wave function (� = |�|eiϕ).
Eq. (6) has inhomogeneous solutions that describe the

quantized vortices. The two-dimensional density of the polar-
ization charge, associated with the vortices centered at points
Rn, has the form

ρpol = −αnp 2πh̄H

MHc

∑
n

σnδ(R−Rn), (10)

where σn = ±1 is sign of the n-th vortex circulation. As
follows from eq. (10), the vortex has the real electric charge.
The total charge of the vortex is q = ±eν, where ν = 2πl2Hnp.

In the presence of a uniform electric field the dispersion
law of collective excitations of the condensate takes the form

ω(k) = kvs +
√( h̄2k2

2MH
+ 2µ(1)

) k2

2MH
, (11)

where the electric field induced superfluid velocity vs(E) =
1
MH

α
c

[EH]. Expression (11) presents the dispersion law for
the excitations propagating in the condensate that moves at
a velocity of vs(E). According to the Landau superfluid-
ity criterion, the vs value must not exceed the critical value
c0 =

√
µ(1)/MH . The critical velocity c0 determines the

critical electric field Ecr = (c0/c)H . For np ∼ 1010cm−2,
d ∼ 10−6cm, H ∼ 1T, ε ∼ 10, the estimation gives Ecr ∼
103V/cm.
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Abstract. We solve the time dependent Schrödinger equation for single-electron transport through a GaAs quantum ring in
the presence of an external magnetic field. The Lorentz force leads to an imbalance of the charge passing through the arms
of the ring leading to a decreasing amplitude of the Aharonov–Bohm oscillations with increasing external field.

Introduction

The magnetic field shifts the phase of the electron wave func-
tion even if the electron is not in contact with the field itself [1].
For a quantum ring the difference of the phase shift of the wave
function passing through its arms is equal to 
φ = 2π�/�0,
where� is the magnetic field flux passing through the area in-
side the ring and �0 = h/e is the flux quantum. Aharonov
Bohm (AB) oscillations were observed in metal [2, 3] and
GaAs/AlGaAs [4,5,6,7] rings. The theory of conductance for
rings was described [8] for flux inaccessible to electrons. In
this paper we present results of time-dependent lowest-subband
single-channel simulations of the transport of an electron wave
packet through the GaAs quantum ring. We show that the
Lorentz force leads to a decreasing amplitude of the oscilla-
tions with external magnetic field and that the nature of the
transport is shape and magnetic field dependent.

1. Theory

We consider an electron confined in the (x, y) plane with per-
pendicular magnetic field (0, 0, B). The part of the Hamilto-
nian related to the kinetic energy has the form H = (−ih̄∇ +
eA)2/2m∗ with the vector potential taken in the Landau gauge
A = (−By, 0, 0). We take the GaAs electron effective mass
m∗ = 0.067m0 and expand the wave function in a basis
of Gaussian wave functions centered around points Rn =
(Xn, Yn)

�(x, y, t) =
∑
n

cn(t)fn(x, y), (1)

with

fn(x, y) = exp{−(r−Rn)
2/α2+ ieB(x−Xn)(y+Yn)/2h̄}.

(2)
Parameter α is responsible for the localization of the Gaus-
sian function around point Rn and the imaginary part of the
exponent is related to the magnetic translation ensuring equiva-
lence of all the points Rn (the gauge invariance). Calculations
are performed with the Askar and Cakmak [9] three-time-step
scheme.

We consider a circular and a diamond ring enclosing an
area of 1322π nm2, the value corresponding to the structures
studied in the experiment [7] on circular rings. For this area a
single flux quantum corresponds to B = 75.6 mT. The shape
of the rings is defined by the positions of the centers (Rn)
in functions (2). In the calculations the centers are chosen

with spacings of 22 nm. Parameter α in functions (2) is set to
28 nm (which is equivalent to defining a harmonic oscillator
confinement potential with oscillator energy h̄ω = 2.9 meV
in the direction perpendicular to the “wires” defined by the
position of the centers). For the initial condition we take one of
the Gaussian functions (2) localized before the ring multiplied
by a plane wave exp (iqy).

2. Results

The presented results were obtained for an average value of a
momentum q = 0.05/nm (q2/2m∗ = 1.42 meV). The inter-
ference of the scattered part of the wave packet and its slower
tail results in the formation of charge density maxima along
the wire which feeds into the ring, as visible in the plots for
t = 2.2 ps in Fig. 1. The plot for t = 2.2 ps at � = 0 shows
that the wave packet diffuses at right angle from its original
momentum into the ring with equal probability at the left and
right ring arms. For nonzero magnetic field this symmetry is
lost and the Lorentz force results in a preferential injection
into the left arm of the ring. For � = 0 at t = 6.5 ps we
observe a maximum at the exit region of the ring where left and
right circulating parts of the packet meet. A part of the wave
packet then diffuses into the outgoing wire. But for� = �0/2
the parts of the packet interfere destructively leading to a zero
charge density at the upper exit of the ring. Consequently, no
charge is transferred out of the ring at this exit. For� = 4.5�0
a larger part of the initial wave packet is transferred along the
left arm of the ring and consequently the destructive interfer-
ence at the upper exit is not complete and a part of the packet
can exit the ring through the upper lead. For � = 4.5�0 the
wave packet is predominantly injected into the left arm of the
ring and the Lorentz force helps the charge density leave the
ring at both the ring-wire junctions.

The transmission probability of the wave packet through the
circular quantum ring is shown by the solid line in Fig. 2. In
contrast to a strictly lowest-subband one-dimensional picture
[8] we find that the amplitude of the oscillations decreases
with magnetic field and that for half integer fluxes the value of
the transmission probability is no longer zero. The decreasing
amplitude is due to the growing imbalance in the amount of
charge transferred through the left and right arms of the ring
which prevents the interference to be completely destructive.
The transmission probability both in the maxima and minima
is an increasing function of the magnetic field which directs the
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Fig. 1. Charge (contours) and current (vectors) densities for a Gaus-
sian wave packet with being transferred through a circular quan-
tum ring for 0, 0.5 and 4.5 flux quanta passing through the ring for
t = 2.2, 6.5, and 10.9 ps. Scale for the charge and current density
for t = 2.2 ps which were shortened by a factor of 2 with respect to
the other plots.

electron density first to the left arm of the ring and then leaves
the via the upper exit. This general trend can be understood
by considering the transport probability through a semicircular
quantum wire where the right arm of the ring is removed. The
corresponding result is shown by the dashed line in Fig. 2. The
envelope of the maxima for the ring configuration runs parallel
to this quantity. Dotted line in Fig. 2 shows the transmission
probability for a diamond shape ring (see the inset to Fig. 2).
For this geometry the transmission probability is much larger
than for the circular wire, the maxima of the probability density
now only weakly depend on �, but the minima in the AB
oscillations increase much faster with the B-field.

3. Conclusions

The described descreasing amplitude of AB oscillations in the
external field was observed in GaAs / AlGaAs quantum rings
(see Fig. 1 or Ref. [6], Fig. 3 of Ref. [5] and Fig. 2(c) of Ref. [7],
cf. also the decrease of the magnetoresistance oscillations re-
ported in [4]). In order to be of significant importance the
Lorentz force has to be able to deflect the electron trajectories
at the entrance and at the exit leads of the ring. The classi-
cal formula for the radius of an electron in a magnetic field
R = m∗V/eB indicates that the effect will be smaller for fast
electrons and for charges with larger effective mass. In metals
the Fermi energies are of eV order compared to meV in a two-
dimensional electron gas in GaAs with electron densities of
order of 1011 cm−2 [7]. Consequently, in Au rings [2] in which
both the electron effective mass (∼ m0) and the Fermi velocity
(1.4 × 106 m/s) are about 15 times larger than the effective
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Fig. 2. The transmission probability of the wave packet through
the circular (solid line), and diamond (dotted line) quantum rings in
function of the flux through the ring in units of the flux quantum.
The inset shows the geometry of the circular and diamond rings.
The dashed line shows the transmission probability through a wire
of a semicircular shape obtained from the circular quantum ring after
removal of its right arm.

mass and the velocity considered in the present paper, the AB
oscillations pertain up to 8 T covering as much as 10000 flux
quanta �0.
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Abstract. Numerical modeling of two-dimensional transmission through a small ring interferometer shows that both
amplitude and phase of Aharonov–Bohm oscillations (ABOs) change noticeably with electron energy and magnetic field in
contrast to 1D models. The thermal averaging makes ABOs more uniform, but temperature dependence of the amplitude
becomes sensitive to Fermi energy and/or particular realization of electrostatic potential in the same geometry. Thus the
amplitude of ABOs is dependent on mesoscopical state of the ring.

Introduction

Recently, it has become possible to fabricate small ring inter-
ferometers using oxidation of the heterostructure surface by
the tip of atomic force microscope (AFM) [1,2]. Importantly,
with theAFM technique, one can obtain an image of the surface
relief for each sample, and use the images to model electronic
properties of the devices based on a realistic geometry [2].
To the best of our knowledge no detailed realistic modeling
of ring interferometers in a wide range of magnetic field and
Fermi energy has been performed, whereas such computations
are necessary to gain a better understanding of magnetotrans-
port in the rings. It is well known that 1D models of the ring
yield Aharonov–Bohm oscillations (ABOs) that are strictly pe-
riodic in magnetic field, and the phase of the oscillations only
flips between 0 and π [4,5]. Though many experiments sup-
port these predictions about period and phase, amplitude of
measured ABOs strongly depends on magnetic field, gate volt-
age and recharging of impurities in contrast to the simple 1D
models. The reason for these fluctuations is not yet well under-
stood. Recently it has been found [6] that essentially different
temperature damping of ABOs are observed after a thermal re-
cycling of the same ring from Ref. [2]. In this paper we report
about numerical realistic modelling of the small ring and show
that mesoscopical behavior of the samples is a reason for the
different temperature dependences of ABOs.

1. Results

We have modelled 3D electrostatics and coherent magneto-
transport of interferometers created with help of atomic-force
microscope (AFM) on the basis of a high mobility 2DEG het-
erostructure. Once the 3D electrostatic potential is computed,
we obtain 2D effective potentialU(x, y) and solve multimodal
single-particle transmission problem for this potential. The
conductance is given by Landauer formula. The methods of
modelling are described in Ref. [2,3]. Figure 1 shows the elec-
tron density in the plane of 2DEG calculated on the basis of the
ring image. The electron ring is small, r ≈ 100 nm, and asym-
metrical, with a tunneling barrier spontaneously formed in one
arm. Figure 2 shows calculated conductance G(EF ,B) as a
function of Fermi energy EF and magnetic field B. We did
not explicitly model phase-breaking processes, but averaged
the computed conductance to take into account finite tempera-
ture. To perform the thermal averaging of ABOs we computed
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Fig. 1. Map of the anodic oxidation depth h (in the background
of depletion regions) and electron density (Ns) contour map of the
interferometer fabricated by AFM [2].

conductance (150000 points of G) in a wide range of Fermi
energy and magnetic field. It took 6 hours on 64 IBM Power4
1.3 GHz CPUs of supercomputer Zahir (IDRIS, Orsay, France)
or would take 70 days on a 2.6 GHz Intel Pentium 4 desktop
PC.

At zero temperature the amplitude and phase of ABOs vary
in an intricate way as Fermi energy and magnetic field change.
At B �= 0 the phase may vary smoothly with Fermi energy,
not only flip between 0 and π as one would expect. The ther-
mal averaging makes ABOs more uniform both in phase and
amplitude. Complicated zero-temperature conductance trans-
forms into a system of parallel lines with increasing tempera-
ture. At some regions (EF ,B), where ABOs are suppressed at
zero temperature, amplitude of ABOs becomes bigger at finite
temperature. On the whole, with increasing temperature the
oscillations are damped down.

If the potential were slightly changed (we increased the ox-
idation depth in calculations by 10%) the picture of oscillations
would shift to higher energies as a result of thicker tunnelling
barrier in the narrow arm. As the tunneling barrier in the nar-
row arm of the ring increasesABOs disappear whereas conduc-
tance of the ring retains its value near conductance quantum.
It worth noticing that asymmetry of the ring is the main rea-
son for small amplitude of the oscillations at low temperatures,
since the phase-breaking processes are inessential in this case.
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Fig. 2. Aharonov–Bohm conductance oscillations of the interfer-
ometer at temperature: T = 0, 5 K, 10 K. For clarity, only regions
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We have found that thermal averaging of G(E,B) for two
realizations of electrostatic potentialU1,U2 leads to essentially
different behaviours of the temperature damping (Fig. 3). For
example, if a state at Fermi energy (E = −0.2 meV, U1) lies
within the band of large oscillations with weakly changing
phase, then the damping is slow. If a state (E = 2 meV, U2)
is surrounded by small oscillations with strong energy depen-
dence of phase (the regions of phase reversals or shifts), the
temperature damping is fast. In the latter case the amplitude
rapidly decreases at low temperatures, but it almost does not
change beginning at T = 4 K. This resembles a “critical” tem-
perature predicted in a simpler model of multimodal mixing
at the places of connection of ring and quantum channels [7].
Importantly, the amplitude of ABOs can remain approximately
constant above the critical temperature only in coherent trans-
port models. In reality, coherence time decreases and the oscil-
lations should disappear exponentially with temperature. How-
ever total temperature dependence can be complicated and even
non-monotone, because it is determined by thermal averaging
at low temperatures and phase-breaking processes at high tem-
peratures.

Thus we have shown that the amplitude of ABOs is deter-
mined by mesoscopical state of the sample, and temperature
dependences of ABOs are not universal but depend sensitively
on both Fermi energy and electrostatic potential of the ring.
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Fig. 3. Conductance of the interferometer G(B) for indicated tem-
peratures and for different realizations of electrostatic potential U1,
U2.
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Quasi-hydrodynamic simulation of electroconductivity of
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Abstract. Electroconductivity of nano-dimensional multilayerd heterostructures were studied by mathematical methods
based on energy balance equation. It was shown that the striking peculiarity of charateristics is the peak of the differential
conductivity which position and magnitude are defined by height and abruptness of heterobarriers as it depends on level of
structure doping. It is suggested the physical model for interpretation of the calculated curves forms by collective actions of
electrostatic decreasing of heterobarrier’s height and increasing of electron temperature at the injected heteroboundaries. It
was used quasihydrodynamic description of electron drift with account for mobility and energy relaxation time dependence
of electron temperature, thermo-diffusion components of electron flow and divergence of electron temperature flow.

1. Basic set of equations of the model

Characteristics of high field electron drift in multilayered semi-
conductor’s structures were studied using a quasihydrodyna-
mic description of electron drift with account for simplified
dependence of mobility and energy relaxation time on electron
temperature:

µ(T ) = µ0

(
T0

T

)α
; τ(T ) = τ0

(
T0

T

)α−1

; 0.5 < α < 1.

The model consists of continuity equation, Poisson equa-
tion and energy balance equation:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

d2φ

dx2 =
(N − n)
L2
D

T0

N+D
;

djn

dx
= 0;

djT

dx
= jn dφ

dx
− n(T − T0)

τ
,

(1)

where LD =
√
ε0εSiT0

qeN
+
D

is Debay length, T0 is an equilibrium

temperature.
At this point, it is used electron flow as:

jn = µ0n

[
dφ

dx
− (1− α)dT

dx

]
− µ0T

dn

dx
, (2)

with account for thermodiffusion component, and expression
for electron temperature flow is

jT =
(

5

2
− α

)(
−µ0nT

dT

dx
+ jnT

)
, (3)

with account for its convective and thermo conductive compo-
nents.

2. Nonlocal electron’s heating in submicron structures

The basic regularities of electron drift in submicron dimen-
sional structures are illustrated on fig.1, it shows calculated
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Fig. 1. Spatial distribution of the potential, the electron concentra-
tion, the electron temperature and the drift velocity.

spatial distribution of the potential, the electron concentra-
tion, the electron temperature and the drift velocity in reference
n+−n−n+ structure with homogenous doping of high-ohmic
layer ND = 5×1017 (N+D = 5×1018), length of 0.4µm and
contact regions N+D = 5×1018 with applied voltage of 3.0 V.

It is seen that the essential part of the thermal energy of
electrons obtained in high ohmic region is lattice-dissipated in
low ohmic contact region. At this point the electron tempera-
ture is effectively decreasing in high field areas what decreases
degradation of mobility. It results in that electrons’ velocity
doesn’t saturate and continue to grow with electric field (Fig. 2,
curve 1).

3. Ultrafast electron drift in structures with intermediate
high-doped layers

It is reasonable to expect that conditions for electron flow cool-
ing can be essentially improved if high ohmic drift region will
be divided into several parts by low ohmic inclusions, in which
an intensive electron cooling will occur. The avarage tempera-
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ture has to decrease; the velocity and mobility have to increase,
repectively. In Fig. 3 it is depicted such a complex structure
where the drift region is divided into four 100 nm pieces by
three low ohmic inclusions with the same length. Calculated
distribution of temperature, local velocity and potential are
shown on Fig. 3, it proves above statements of the electron
temperature lowering in the case of sectioned n-regions. At
this time the average drift carrier velocity increases as curve 3
in Fig. 2. This curves present I–V characteristics of four dif-
ferent structures in the coordinates: relative average velocity
υavr/υS = jn/NDυS vs. applied voltage V . Depicted curves 2
and 4 on Fig. 2 are corresponded to structures which are haven
drift region with length of 0.4µm is divided into two 200 nm
pieces or eight 50 nm pieces by low-ohmic parts with the same
length.

It is clear that the same increasing of the effective carrier
mobility ought to be also for island film structures, if the elec-
troconductivity of islands in the case of additional doping will
essentially exceed a conductivity of a given matrix.
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Fig. 3. Calculated distribution of temperature, drift velocity and
potential for four sectioned structure.
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4. Nonlinearity of electroconductunces of multilayered
heterostructures

The model (1–3) was extended for description of varyband
structures with help of additional quasipotential ϕc(x)

= q−1Ec(x). In the quality an test example it was calculated I–
V curves of heterostructure with uniform doping 5×1017 cm−3

and four heterobarriers with height of 0.3 V and length of
100 nm which are divided by narrow band layers with the
same lenght. Presented curves demonstrate significiant nonlin-
earity with sharp maximum of differential conductivity which
position and amplitude essentially depend on abruptness of
heterobarriers γ ≈ dϕc

dx
/max. Befor maximum the charac-

ter of current increasing is defined by effect of decreasing the
height of heterobarriers while electic field is becoming higher.
Near the area of maximum this effect is forced due to grow of
electron temperature at injected heteroboundaries. The higher
applied voltages the electron temperature is as big as limited
influence of heterobarriers on value of current is practically
dissappeared.

We believe that considered structures with nano dimen-
sional high conductivity inclusions or gap mismatching are
perspective for further increasing of field effect and bipolar
transistor’s perfomance.
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Abstract. In the present work we have investigated the transport properties in a number of Si/SiGe samples with antidot
lattices of different periods. In samples with the lattice periods 700 nm and 850 nm we have observed the conventional
low-field commensurability magnetoresistance (MR) peaks consistent with the previous observations in GaAs/AlGaAs and
Si/SiGe samples with antidot lattices. However in samples with the lattice period 600 nm a new series of quasiperiodic MR
oscillations has been found beyond the last commensurability peak which cannot be explained neither by the pin-ball model
nor by the model of runaway trajectories.

Introduction

Two dimensional (2D) system modulated by a periodic strong
repulsive potential is called an antidot lattice. Various inter-
esting phenomena have been observed in antidot lattices in
uniform perpendicular magnetic fields, Ref. [1–5]. They are
low-field commensurability maxima in the longitudinal resis-
tivity ρxx , the quenching of the Hall effect near B = 0 and
non-quantized Hall plateaus in the same regime. These effects
have been shown to be a manifestation of various phenomena
associated with the chaotical dynamics of electrons in these
systems, such, for example, as the formation of dynamically
stable run-away trajectories [6, 7].

Originally all of these studies were conducted only on III-
V semiconductors, especially GaAs/AlGaAs heterostructures,
since usually the elastic mean free path of the electrons has
to be larger than the period of the superlattice in order to be
able to obtain the above features. However, the 2D electron
gas in Si/SiGe heterostructures, due to its progressively im-
proving quality, is now becoming an equally suitable material
for the studies of electron transport in antidot lattices. Up to
date one work [8] has already been published on the transport
properties of a 2D electron gas in a Si/SiGe heterostructure
with a square lattice of antidotes. In addition to the two main
commensurability peaks rc/a ≈ 1.5 and 0.47, respectively, ob-
served previously in GaAs structures, the authors [8] have also
found a new shoulder-like feature in the MR at higher fields
rc/a ≈ 0.2. (Here rc is the cyclotron radius, a is the antidot
lattice period). In the present work we have investigated the
transport properties in a number of patterned Si/SiGe samples
with various antidot lattice periods. In the samples with lattice
periods 850 and 700 nm we found the usual commensurability
peaks and the shoulder-like feature at a higher field, already
reported in [8]. Surprisingly, however, in the samples with the
lattice period 600 nm, apart from the features corresponding to
the commensurability peaks, we have observed a number of
unusual MR oscillations at higher fields (Fig. 2) where con-
ventional commensurability peaks are no longer possible.

1. Experimental

Our samples were Hall bars fabricated on the basis of Si/
Si0.75Ge0.25 heterostructure with a high mobility 2D electron
gas. The distance between the potential probes was 100µm;
the width of the sample was 50µm. The properties of the orig-
inal heterostructure were: the electron density Ns = 5.9 ×
1011 cm−2, the mobility µ = 165 000 cm2/Vs. The square
array of antidotes, fabricated by electron beam lithography
and reactive plasma etching covered the whole segment of the
samples between the voltage probes. We have investigated
a number of samples with different lattice periods 0.6, 0.7
and 0.85µm and the hole lithographical diameter 2r = 0.15–
0.2µm. The total number of antidotes was (7–12)×103. The
magnetoresistance was measured using a conventional four
point ac lock-in scheme in a He3 cryostat at temperatures 0.3–
4.2 K and in magnetic fields up to 13T.

2. Results and Discussion

Figure 1 shows a typical MR dependence for sample with the
antidot lattice period 700 nm. Similar dependences were ob-
served for samples with the lattice period 850 nm. One can
clearly see two distinct peaks in MR around zero magnetic
field followed by a showlder-like feature. At still higher fields
Shubnikov-de Haas oscillations appear that can be used to de-
termine the sheet electron density. The positions of the low-
field peaks are rc/a ≈ 1.75 and rc/a ≈ 0.53 respectively.
The shoulder lies at about rc/a ≈ 0.33. At the moment there
are two models for the explanation of the commensurability
peaks (CPs). The so called pin-ball model [2] and the model of
runaway trajectories [6]. According to the pin ball model the
main CPs are given by the following conditions: rc/a = 0.5
(corresponding to a localized trajectory around 1 antidot) and
rc/a = 1.14 (a trajectory localized around 4 antidots). In
the second model the condition for the first CP is given by
rc/a = 0.5 (same as in the pin-ball model) and for the second
rc/a = 1.5. In principle, both models can describe the position
of the two peaks and the interpretation is therefore ambiguous
in some cases.
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Fig. 2. Magnetoresistance in a sample with the lattice period 0.6µm.
The arrows mark the WL peak 1, the commensurability peak 2 and
the new additional oscillations 3, 4, 5 at fields B ≥ 0.5T. The tem-
perature increases from the upper to the lower curve.

The origin of the shoulder, also observed in Ref. [8], cannot
be described by either model and remains unknown. In the Hall
resistance two additional non-quantized plateaus are observed
at fields slightly higher than those of the peaks in ρxx . Around
B = 0 the Hall effect is quenched. The two “last plateaus” and
the quenching of the Hall effect are typical transport phenom-
ena in antidot lattices.

The samples are only weakly sensitive to illumination which
does not change the electron density very much and results
only in a slight decrease of the zero field resistance. There is
practically no temperature dependence of the commensurabil-
ity oscillations below T = 4.2 K. On the whole, apart from the
shoulder, the behavior of the Si/SiGe samples with the antidot
lattice periods 700 nm and 850 nm is found to reproduce the
typical features well known from GaAs/AlGaAs samples.

The situation, however, is different in the samples with the
superlattice period 600 nm. Fig. 2 shows the characteristic
MR curves for one of these samples. The peak 1 at zero mag-
netic field is due to the suppression of the weak localization
correction. Then follows a broad commensurability peak 2
corresponding to rc/a ≈ 0.64 ± 0.03. If we assume that
this peak is realted to the theoretical condition rc/a = 0.5,

then, in antidot superlattices this is usually the last commen-
surability peak that can be observed before the onset of the
SdH oscillations. Surprisingly, in our samples with the lat-
tice period 600 nm we see at least three more equally spaced
peaks 3, 4, 5 at B ≈ 0.49 (rc/a ≈ 0.28), 0.72 (rc/a ≈ 0.2)
and 0.95T (rc/a ≈ 0.15) respectively. Fig. 2 shows data for
a high resistivity sample state (Rxx(B = 0) ≈ 23 k�) corre-
sponding to a system of closely spaced antidots with narrow
passages between them and with the electron transport taking
place along some percolating paths. However it has been found
that using illumination sample states with as low resistance as
Rxx(B = 0) ≈ 1.2 k� could be obtained with the new oscil-
lations still present. As with the case of the 700 and 850 nm
samples the electron density varies very little with illumina-
tion. The new oscillations 3, 4, 5 do not change their position.
The only difference with the high resistivity sate is the absence
of the weak localization peak 1 and the splitting of the broad
peak 2 in Fig. 2 into two conventional commensurability peaks
rc/a ≈ 1.7 and rc/a ≈ 0.54 indicating that the mobility has
increased. The Hall resistance dependence in 600 nm samples
remains practically the same as in 700 and 850 nm samples with
the quenching of the Hall effect and the additional plateaus cor-
responding to the commensurability peaks. No new features
corresponding to the new oscillations in Rxx have been found
in Rxy .

To our knowledge this is the first observation of a series of
oscillations in an antidot lattice at fields above the last com-
mensurability peak (rc/a = 0.5) and below the onset of SdH
oscillations. At present we do not have an explanation of this
effect. However one could suppose that they may have some-
thing to do with possible commensurability effects in the space
between the closely set antidots similar to the peak observed
in [9].
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Abstract. We have investigated electron transport properties of asymmetric single and double ring mesoscopic structures
fabricated by electron beam lithography. For single rings, there have been observed quantum oscillations (period equals to
flux quantum �0 = h/2e) of rectified voltage in magnetic field. Bias current dependence of the amplitude of oscillations
has shown pronounced maximum at the near critical current value for rather wide temperature range lower Tc. For double
rings, we have observed oscillations corresponding to large and small ring areas. Also oscillations corresponding to large
and small area difference have been observed, which disappeared at temperatures approaching the critical temperature
(higher than 0.99 Tc).

Introduction

Development of nanofabrication and measurement techniques
stimulate researchers to investigate subtle effects in semi- and
superconducting mesoscopic structures. One of the most fun-
damental problems is fabrication of structures, where superpo-
sition of macroscopic quantum states is realized, and experi-
mental verification of superposition of the states [1]. This prob-
lem is closely connected with solid-state quantum bit and cou-
pled qubit fabrication and investigation of their functionality.
The probable solid-state qubit realizations are superconduct-
ing ring structures with or without Josephson junctions [2,3].
Therefore, investigation of properties of the coupled supercon-
ducting ring structures could donate to solution of quantum
computer problem.

In this work we present detailed investigation of rectified
voltage oscillations in magnetic field for asymmetric single and
double superconducting Al rings as a function of temperature
and AC bias current amplitude.

1. Experimental and results

Investigated structures used in our experiments consisted of
asymmetric aluminum rings (45 nm thick, thermally evapo-
rated on oxidized Si substrates) with semi-ring width of 200
and 400 nm for narrow and wide parts, respectively. 4µm

2 µm

Fig. 1. An SEM image of structures based on asymmetric single and
double superconducting Al rings.

diameter single ring (SR) and magnetic flux coupled double
rings (DRs) with large ring geometrical parameters the same
as for SR and area ratio (large ring/small ring) = 1.42 were
fabricated by e-beam lithography and lift-off process. Fig. 1
shows an SEM image of the structures. For this structures, the
sheet resistance was 0.23�/� at 4.2 K, the resistance ratio
R(300 K)/R(4.2 K) = 2.7, and Tc = 1.237 K. Estimated co-
herence length ξ(T = 0 K) was 170 nm and penetration depth
λ(T = 0 K) was 80 nm.

Measurements were carried out by applying 5 kHz sinu-
soidal bias current to current leads, whereas, rectified DC sig-
nal was measured in a frequency band from 0 to 30 Hz by low-
noise preamplifier (PARC 113) at potential leads. It should be
noted that rectification effects do not depend on frequency of
the bias current at least up to 1 MHz [4]. Magnetic field direc-
tion was perpendicular to the ring’s plane. Magnetic field time
scanning was slow enough so that upper frequency of signal
spectrum, which resulted from magnetic field changes, did not
exceed 30 Hz. All signals, namely, rectified voltage, current,
and magnetic field were digitized by a multi-channel 16-bit
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Fig. 2. Rectified voltage oscillations in magnetic field of single
(T = 1.214 K, amplitude of bias current IA = 11.7µA, f = 5 kHz)
and double (T = 1.2095 K, IA = 21µA,f = 5 kHz) ring structures.
The DR oscillations are shifted by 30µV.
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Fig. 3. AC bias current dependence of the rectified oscillation am-
plitude (� = 1/4�0) of the SR at T = 1.214 K.

analog-digital converter card.
Figure 2 shows typical oscillations of the rectified voltage as

a function of magnetic field for an SR sample at T = 1.214 K.
The oscillations are periodic with period equals to the super-
conducting flux quantum �0 = h/2e (this was confirmed by
Fourier analysis), the maxima and minima being observed at
� ≈ �0(n ± 1/4), (n = 0,±1, . . .). Both AC bias current
and relatively small in amplitude (due to weak screening) cir-
cular persistent current are responsible for the formation of
the oscillations. Slowly varying in time, persistent current
breaks the symmetry of clockwise-anticlockwise direction of
the currents flowing in the ring, which results in asymmetry of
current-voltage characteristics. When persistent current flows
in a proper direction, the bias current is added during its one
half period to persistent current or subtracted during the op-
posite half period from that in a narrow part of the ring and
vice versa in a wide part. When amplitude of the bias current
is increased, first the criticality is achieved in the narrow part
of the ring creating a voltage pulse of a proper sign, which
after integration for many periods (frequency of bias current
is much higher than that of persistent current) forms rectified
signal. Further increase in the bias current amplitude results
in achieving of criticality in the wide part of the ring and for-
mation (half-period shifted with respect to the narrow part) of
an opposite sign voltage pulse. Time averaging of the volt-
age pulses of different polarity from narrow and wide parts of
the SR is the reason of rectified voltage diminishing when the
amplitude of the bias current is increased. For the opposite di-
rection of persistent current, there would be generated rectified
signal of the opposite sign, which explains the sign-varying
oscillations of the rectified voltage in magnetic field (Fig. 2).
From this, one can make conclusion that rectified DC volt-
age oscillations in magnetic field are proportional to persistent
current, whereas AC bias current only shifts the total current
of the ring to the critical value. The given above qualitative
explanations of the rectified voltage behavior with increasing
of the bias current amplitude are supported by experimental
results in Fig. 3, where the amplitude of the rectified voltage
oscillations in magnetic field is plotted as a function of the bias
current amplitude. At low bias currents, the rectified voltage is
zero since the SR is in a superconducting state. Then near the
critical current, the voltage reaches maximum and diminishes
with increase of the bias current.

To determine the exact position of the maximum in Fig. 3
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Fig. 4. Temperature dependence of the critical current of the SR,
amplitude of bias current (corresponding to the maximum of oscilla-
tion amplitude in Fig. 3), and the maximum voltage of the oscillation
amplitude from Fig. 3.

with respect to critical current value, we present in Fig. 4 tem-
perature dependence of both the critical current of the SR mea-
sured from current-voltage characteristics and the amplitude
of bias current at which the maximum of the rectified oscilla-
tions is observed. As clearly seen from Fig. 4, the maximum of
the oscillations is achieved when the bias current amplitude is
slightly higher than the critical current of the SR, having prac-
tically the same temperature dependence as the critical current.
Temperature dependence of the maximum rectified voltage is
also shown in Fig.4. The maximum voltage is increasing with
decreasing temperature in a way similar to the bias current and
having near linear dependence on the bias current (not shown
hear), the slope of the maximum voltage curve being propor-
tional to the rectification efficiency.
We also studied oscillations in magnetic field (T = 1.2095 K)

for magnetic flux coupled double rings (Fig. 2). These oscil-
lations are different from the oscillations for the single ring.
Fourier analysis have shown that in DR oscillation spectrum
there were oscillations from large and small rings, and also os-
cillations corresponding to the area difference of the large and
small rings. The later oscillations were observed at low tem-
peratures and disappeared at temperatures higher than 1.223 K
(T ≈ 0.99Tc).
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Abstract. Highly efficient emitters of polarized electrons based on the InAlGaAs/AlGaAs superlattice give an optimistic
prognosis to explorations of such structures as the sources for accelerators. A new set of these SL structures with minimized
conduction band offset was designed and recently tested. A new technology of surface protection in MBE growth leads to a
significantly reduced heat-cleaning temperature. At these lowered cleaning temperatures, the thermal degradation of the
working structure parameters is avoided. As a result a polarization P of up to 91% at corresponding quantum efficiency (QE)
of 0.3% was achieved at room temperature.

Introduction

The spin-polarized electron sources (PES) based on photoemis-
sion from GaAs or its relatives under excitation by circularly
polarized light has proved to be the best for high energy electron
accelerators applications [1]. New progress in development of
polarized electron sources can be based on new structures with
good structural quality, large valence band splitting and spin
relaxation times resulting in larger polarization and quantum
efficiency. The most obvious prospects for optimization of
the PES structure are to increase both the quantum efficiency
and electron spin polarization using superlattice (SL) struc-
tures with specially designed layer thickness and compositions.
They consist of several thin strained films separated by layers
of unstrained larger-bandgap material, specially designed to
cause barriers for the hole transport but keep electron mobility
high. From the point of view of growth of a perfect crystal,
every separate strained film of the SL can be grown thinner
than the critical thickness (CTh), but with a total thickness
which can exceed CTh and be sufficient to obtain high quan-
tum efficiency (QE). To suppress the depolarization during the
transport to the band bending region (BBR), the working part
of a structure has to be low p-doped (about 5 × 1017 cm−3),
which should help to suppress Bir–Aronov–Pikus spin relax-
ation mechanism [2]. At the same time the request for high
QE at maximum polarization requires the top of a structure to
be heavily p-doped to achieve high quality Negative Electron
Affinity (NEA) surface. These two requirements can be simul-
taneously fulfilled with the modulation doping profile. Very
high (not less than 5×1019 cm−3) doping of the top layer helps
as well to overcome surface charge limit (SCL), which appears
at high pumping light power [3,4]. Below our recent results
with InAlGaAs/AlGaAs superlattices are discussed. All SL
samples were grown by solid-source molecular beam epitaxy
on GaAs(100)-oriented substrates.

1. Highly strained InAlGaAs/AlGaAs SL structures

The main advantage of SL-based photoemitters is the possibil-
ity to vary the properties of the active layer over a wide range
by the appropriate choice of layer composition, thickness, and
doping profile. The initial polarization P0 can be increased by
choosing structures with a higher valence band splitting. The
SL structures with strained quantum well (QW) layers in which
heavy and light hole bands, in addition to the strain splitting, are
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Fig. 1. Polarization (solid symbols) and quantum efficiency (open
symbols) spectra of highly-strained multilayer AlxInyGa1−x−yAs/
AlGaAs structure at room (circles) temperature and at T = 130 K
(triangles).

moved aside due to different light and heavy-hole confinement
energy in the QW layers, are the best for this purpose. The
other benefit of the SLs is the possibility of a precise modula-
tion doping providing small polarization losses during electron
escape from the active layer and the band bending region into
vacuum.

New InAlGaAs/AlGaAs SL structures with thin (close to
2 nm) quantum well layers and the highest possible (up to
35%) concentrations of In within the QW layers were devel-
oped and tested. The polarization and quantum efficiency spec-
tra obtained at lowered activation temperatures are presented at
Fig. 1, revealed a rather wide plateau in the vicinity of the max-
imum polarization (about 85%) and a sharp edge of the quan-
tum yield spectrum, which indicates the good structural quali-
ties of these samples. Record high values of strain splitting are
reproducibly obtained, though further optimization of the over-
all photocathode structures is still needed. InAlGaAs/AlGaAs
SL structures are favorable candidates for photocathodes since
they can be grown by a standard MBE technology and the struc-
tures are well controlled and reproduced during the growth.
This gives an optimistic prognosis to explore such structures
in the sources attached to accelerators.
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2. InAlGaAs/GaAs SL structures with minimized conduc-
tion band offset

A new strained-barrier short-period AlxInyGa1−x−yAs/GaAs
superlattice with a minimal conduction-band offset was pro-
posed in [1]. The main advantage of such SL results from the
band line-up between the semiconductor layers of the SL. The
Al content determines the formation of a barrier in the conduc-
tion band, while adding In leads to conduction band lowering,
so the conduction band offset can be completely compensated
by appropriate choice of x and y, while barriers for the holes re-
main uncompensated. As a result high vertical electron mobil-
ity and simultaneously a small spin relaxation rate is achieved
while also a large enough valence-band splitting is remained.

For the thermalised electrons at room temperature the influ-
ence of the resulting periodical potential should be negligible.
Besides, as a result of the conduction-band line up, the residual
4-nm barriers for the electrons in the SL are transparent. Thus
the changes of electron mobility and spin relaxation rate from
the values typical for the bulk GaAs should be small.

Using the structures based on quaternary AlxInyGa1−x−yAs
alloy one can change the band gap by varying the Al content
in the layers keeping In concentration unchanged to maintain
high deformation and strain-induced valence band splitting.
The choice of the layer thickness is dictated by the need to
split the hole minibands. The splitting grows when barriers are
broad enough and wells are narrow and deep.

A new set of the InAlGaAs/GaAs SL structures with min-
imized conduction band offset was designed and tested. The
optimization of the design of these structures has recently be-
come possible only with the development of more accurate cal-
culation programs. In addition, a new technology of surface
protection in MBE growth enabled us to significantly reduce
the heat-cleaning temperature (for optimal activation it should
not exceed 450 ◦C). At these lowered cleaning temperatures,
the thermal degradation of the modulation doping profile is
avoided. As a result a polarization P of up to 91% at cor-
responding quantum efficiency QE of 0.3% was achieved at
room temperature (see Fig. 2). These results are significantly
better than our previous ones and are equal to or superior to
the best results achieved anywhere. The lowered activation
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Fig. 2. Polarization (solid circles) and quantum efficiency (open
circles) spectra of Al0.21In 0.2Ga 0.69As (4 nm)/Ga As(1.5 nm) 18.5
periods Superlattice sample at room temperature. Heat cleaning
temperature 450 ◦C. Solid line — calculated energy dependence of
P(hν).

temperatures open the possibility for further improvements in
photocathode parameters via optimization of the doping pro-
file.

3. Summary

New structures based upon highly QW-strained InAlGaAs/ Al-
GaAs SLs and barrier-strained InAlGaAs/GaAs SLs with min-
imized conduction band offset have been developed and tested.
InAlGaAs/AlGaAs SL structures are favorable candidates for
photocathodes since they can be grown by a standard MBE
technology and the structures are well controlled and repro-
duced during the growth. A new technology of surface pro-
tection in MBE growth leads to considerable reduction of the
heat-cleaning temperature (not more than 450 ◦C). At these
lowered cleaning temperatures, the thermal degradation of the
working structure parameters is avoided. As a result a polar-
ization P of up to 91% at corresponding quantum efficiency
(QE) of 0.3% was achieved at room temperature.

Acknowledgements

This work was supported by Russian Fond for Basic Research
under grant 04-02-16038, NATO under grant PST.CLG 979966
and the US Department of Energy under grant DE-AC02-
76SF00515.

References

[1] A. V. Subashiev, Yu. A. Mamaev, Yu. P. Yashin, and J. E. Clen-
denin, Phys. Low-Dim. Struct. 1/2, 1 (1999).

[2] F. Meier and B. P. Zakharchenya eds., Optical orientation,
(North-Holland, 1984).

[3] G.A. Mulhollan, A.V. Subashiev, J. E. Clendenin, E. L. Garwin,
R. E. Kirby, T. Maruyama, and R. Prepost, Phys. Lett. A 282,
309 (2001).

[4] T. Maruyama, A. Brachmann, J. E. Clendenin, T. Desikan,
E. L. Garwin, R. E. Kirby, D.-A. Luh, J. Turner, and R. Pre-
post, Nucl. Instr. and Meth. A 492, 199 (2002).



13th Int. Symp. “Nanostructures: Physics and Technology” ND.03o
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Photon-spin qubit-conversion based on Overhauser shift of Zeeman
energies in quantum dots
S. Muto1,2, S. Adachi1,2, T.Yokoi2, H. Sasakura1 and I. Suemune1,3

1 CREST, Japan Science and Technology Agency, Kawaguchi 332-0012, Japan
2 Faculty of Engineering, Hokkaido University, N13 W8 Kita-ku, Sapporo 060-8628, Japan
3 Research Institute of Electronic Science, Hokkaido University, N21 W10 Kita-ku Sapporo, 001-0021 Japan

Abstract. We propose a new method to realize a conversion of photon qubit and spin qubit using the effective magnetic field
created by the nuclear polarization known as Overhauser field. We discuss its preliminary experiment on InAlAs/AlGaAs
self-assembled quantum dot and also discuss effects of excitons which could destroy the conversion.

Introduction

Recently, situation around quantum information processing has
been greatly changed. Especially for quantum cryptography,
node-to-node telecommunication over 100 km is now possi-
ble [1]. One of the candidates for a qubit of the quantum com-
putation is the electron spin (e-spin). Therefore, it is desirable
to convert an e-spin qubit to a photon qubit.

Yablonovitch and coworkers have already proposed the qu-
bit conversion between e-spins and photons based on the selec-
tion rules of optical transitions in quantum wells and quantum
dots using the “g-factor engineering” [2, 3]. They also pro-
posed a quantum repeater [4] based on this idea and using their
e-spin QC. Their idea of g-factor engineering is to chose proper
semiconductor materials or their combinations to realize “zero
g factor” for electrons. By applying a static magnetic field, we
can realize degenerate e-spin states and non-degenerate hole
states. Therefore, we can transform a photon qubit to an e-spin
qubit multiplied by one of split hole states;

a|0〉 + b|1〉 ⇔ (a| ↓〉 + b| ↑〉)⊗ |hole〉 . (1)

Here, |0〉 and |1〉 are two basis of a photon qubit and | ↓〉, | ↑〉
are up and down states of an e-spin qubit.

This idea, though elegant, need special choices of semicon-
ductor materials and structures. It will be beneficial to have
a more general way regardless of materials to make electron
g factor “effectively zero”. Here we propose a new way us-
ing Overhauser shift [5] of Zeeman energies known also as the
“dynamic nuclear polarization”. For this, all we need is the
circularly polarized light and static magnetic field.

1. Basic idea [6]

Here we consider a In(Al)GaAs/AlGaAs quantum dot as an
example. The basic idea is that the electrons feel both the
external field and the nuclear field, that is the effective magnetic
field caused by the nuclear spin polarization, while the holes
feel only the external field. Consequently, if we tune either
the external field or the nuclear field such that they cancel each
other, an electron feels no magnetic field and a hole feels a non-
zero field. Hence the situation of zero g factor for electrons
is effectively realized. The resultant band diagram is just as
shown by Fig. 1. (Precisely, the nuclear field to holes does not
have to be zero. It is sufficient that the nuclear fields for both
carriers is different.)

Jz

darkbright

Electron

Heavy hole

Light hole

a b

σ+ σ−

BN x, Bext

z, k

Fig. 1. Photon-spin qubit conversion using optical selection rule of
electron-heavy hole transition and nuclear field. Photon is incident
in the z-direction and the applied field is in the x-direction (Ref. 6).

Therefore, if we can tune either Bext or I iave, so that

ge,νµBBext +
∑
i

AiI
i
ave = 0 , (2)

electrons feel zero magnetic field. Here, Ai indicates the hy-
perfine coupling constant for each nucleus.

Then the splitting for holes is,

gµBBeff,h = −
(
gh

ge

)∑
i

AiI
i
ave

+
∑
n

32|jz|
15I

µBµI

〈
1

r3
n

〉
〈In〉

∼ −
(
gh

ge

)∑
i

AiI
i
ave (3)

for both heavy (|jz| = 3
2 ) and light (|jz| = 1

2 ) holes. Since the
dipolar term is usually much smaller than the contact term, the
second term in the middle of Eq. 3 can be neglected. However,
we note that this term does not have to be negligible for our
proposal.

2. Experiments

Recently, we have observed Overhauser shift
∑
i AiI

i
ave in In-

AlAs QD grown by Stranski-Krastanow mode of MBE [7].
The experiment demonstrated Overhauser energies of 19µeV,
which are controllable by the excitation polarization and more
generally by “optical orientation” [8] (Fig. 2. We have also
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Fig. 2. The change of Zeeman splitting of a single InAlAs/AlGaAs
QD as a function of circular polarization of excitation light. Over-
hauser shift was determined by the amplitude of the cosine curve
(Ref. 7).

observed for the structure that the heavy hole g factor in the x-
direction is nearly equal to the electrong factor (more precisely,
|ghh,x | ∼= |ge,x | ∼= 0.43). Equation 3 indicates that we can can-
cel the Overhauser field for electrons with Bext ∼ 0.74T, and
that we can create the energy splitting for holes as much as
Overhauser shift, which is about 19µeV in Fig. 2. Although
this is not a large energy, we can distinguish two hole levels
with this separation since the intrinsic energy width of excitons
are reported to be as small as 4µeV at lowtemperatures [9,10].
Very recently, we have ovserved a much larger Overhauser shift
of 87µeV using the same structure.

3. Exciton effects

Here we discuss the excitonic effect which is inevitable in the
current structure. Unfortunately, the structure cannot be used
for the qubit-conversion due to the electron-hole exchange in-
teraction of excitons. In the heavy-hole exciton formed in
Fig. 1, the exchange interaction splits exciton states (with en-
ergy δ0) to the dark and bright excitons, corresponding to par-
allel and anti-parallel alignment of electron and hole spins (se
and jh), in the absence of magnetic field. This indicates that a
photon with combination of right-circular polarization and left-
circular polarization is converted to combination of two bright
excitons, a|sz = − 1

2 〉|jz = 3
2 〉+b|sz = 1

2 〉|jz = − 3
2 〉which is

an entangled state of electron-hole pairs, and obviously neither
a spin qubit of an electron nor of a hole can be factored out.
Even in the presence of magnetic field, this situation persists as
long as ghµBBext < δ0. In our measurements, δ0 = 39µeV.
Hence with ghµBBext = 87µeV, we are outside of the region
where bright and dark exciton persists. However it is favor-
able that we also reduce the exchange interaction such as by
spatially separating electron-hole pairs.

In summary, we proposed a new method to realize conver-
sions between a spin qubit and a photon qubit. The method
uses Overhauser field by the nuclear polarization which is con-
trolled by the external optical excitation, and is regarded to be
more flexible than the previous proposal.
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Abstract. A two-dimensional (2D) electron system (ES) with several electric contacts, realized in a GaAs/AlGaAs
quantum-well structure and placed in a magnetic field B, exhibits an ability to detect electromagnetic radiation in a broad
frequency range. Irradiation of the sample by microwaves induces a photovoltage between pairs of contacts, which
oscillates as a function of B. The amplitude and the period of oscillations are proportional to the radiation power and the
wavelength respectively. Successful operation of such a detector/spectrometer has been experimentally demonstrated at
microwave frequencies up to ∼ 150 GHz and at temperatures up to ∼ 80 K. We do not expect any principal difficulties in
extending the operating frequency range into the terahertz region.

Detection of millimeter and submillimeter electromagnetic ra-
diation (the frequencies f from ∼ 100 GHz to a few THz) re-
mains a challenging applied-physics problem. Schottky diodes
[1], conventionally used in microwave range, are broadband de-
tectors, sensitive to the electromagnetic-wave power, but insen-
sitive to its frequency. Their use for measuring the frequency
of radiation requires complicated schemes which include grat-
ings, moving mirrors or other similar elements. Selective and
tunable infrared detectors, based on electronic transitions in
quantum-well structures [2,3,4,5], are free from such a disad-
vantage, but require very low temperatures for their operation.
Since the energy levels, involved in the operating electronic
transition, have to be not-equally occupied, such detectors can
work only at kT � h̄ω. This requires T � 10 K in infrared
and even lower temperatures in the THz and sub-THz frequency
range. Using not electron, but plasmon resonances in semicon-
ductor structures can help to circumvent this severe temperature
restriction, due to the classical nature of plasma excitations.
Voltage tunable detection of radiation by using plasmon res-
onances in gated sub-micron field-effect transistors has been
proposed in [6,7] and experimentally demonstrated at sub-THz
frequencies in [8, 9, 10, 11], see also [12]. It turned however
out that using the standard 2D plasmons for detection of radia-
tion imposes another restriction on operating conditions of the
devices. Since the 2D plasmons are observable only under the
condition ωτ > 1, where the momentum relaxation time τ(T )
essentially decreases with increasing temperature, the detec-
tion of radiation is possible only at sufficiently large frequen-
cies and sufficiently low temperatures. In practice, detection of
radiation with the frequency f = 600 GHz was possible only
at T = 8 K [10,11]. Another complication of the 2D plasmon
detection scheme consists in the necessity to use transistors
with a very short gate length (0.15µm in [10,11]).

In this Letter we report on the detection of radiation by
GaAs/AlGaAs quantum-well devices under the conditions
kT � h̄ω and ωτ � 1. The samples had the form of stan-
dard Hall-bars with a few pairs of potential contacts, and were
placed in a perpendicular magnetic field B. Typical sample
dimensions were of the mm scale. Microwave illumination
(20 GHz� f � 150 GHz) induced a dc voltage between any
pair of potential contacts on the same side of the Hall bar (pho-
toresistance oscillations have been observed too [13]). This

photovoltage was periodic in B, with the oscillation amplitude
and period, proportional to the microwave power and wave-
length respectively. The effect can thus be used for detection
and spectroscopy of electromagnetic radiation.

The operation of our devices is based on excitation of a
special type of plasma waves in the 2DES — edge magne-
toplasmons (EMP), for a recent review see [14]. EMPs are
plasma waves localized near and propagating along the edge
of the 2DES in one direction determined by the orientation
of the external magnetic field. If the applied magnetic field
satisfies the condition ωcτ > 1, where ωc is the cyclotron fre-
quency, they are observable at both large and small values of
the parameter ωτ [15] (experimental observation of EMPs at
ωτ � 10−6 has been reported in [16]). EMPs can be excited
by microwaves in the near-contact regions (see left Inset to
Figure 1c) or near any other inhomogeneity of the edge, e.g.
near an indentation or a protrusion (right Inset to Figure 1c),
where the translational invariance of the straight-line edge is
violated: the external ac electric field induces near the contact
an oscillating dipole moment which serve as an antenna emit-
ing EMPs. Two or more contacts, separated by the distance L,
emit EMPs coherently, which leads to a complicated interfer-
ence pattern of the EMP-field inside the device. Dependent on
the parameter m = qL/2π , where q is the EMP wavevector,
one gets either constructive (m = integer , Figure 1a) or de-
structive (m = integer + 1/2, Figure 1b) interference of the
EMP field. The EMP-field oscillations are then rectified by
a non-linear behavior in the contacts, so that one finally gets
a dc voltage between different pairs of contacts, which oscil-
lates as a function of qL. Since for EMPs q ∼ ωB/ns [15],
where ns is the electron density, this gives B-periodic oscil-
lations of the photovoltage with the period 
B ∝ ns/fL (a
more accurate analysis of the periodicity of these oscillations
was performed in [13]). Figure 1c shows an example of thus
calculated magnetic-field dependences of the photovoltage for
typical experimental parameters.

Our samples were processed from the same GaAs/AlGaAs
heterostructure into Hall-bar geometries with differing width
W (0.4 and 0.5 mm) and distance between adjacent potential
probesL (1.6, 0.5, 0.4 and 0.2 mm). The electron concentration
and mobility (at 4 K) varied from 1.6 to 3.3×1011 cm−2 and 0.6
to 1.3×106 cm2/Vs, respectively. The sample was placed in an
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Fig. 1. Examples of calculated constructive (a) and destructive (b)
interference of EMPs emitted by a couple of contacts placed at the
edge of the 2DES (x = 0) at two points separated by 1 mm along
the y-axis. The density and mobility of 2D electrons are ns = 2.6×
1011 cm−2 and µ = 3× 106 cm2/Vs; the frequency is f = 53 GHz.
(c) Calculated dc voltage between a pair of potential contacts in
a sample with ns = 2.5 × 1011 cm−2, µ = 1.6 × 106 cm2/Vs,
L = 0.5 mm, and the contact width w = 0.1 mm. It is assumed
that there are three potential contacts along the side of the Hall bar
(EMPs propagate in the direction from contact 1 to contact 3), and the
voltage V3−V2, shown on the plot, develops between the contacts 2
and 3. Insets schematically illustrate the distribution of microwave-
induced charges near and emission of EMPs from the contact regions.
The curves are vertically shifted for clarity.

oversized 16 mm waveguide at the maximum of the microwave
electric field. We used different types of microwave generators
which covered frequency range from 12 GHz to 158 GHz with
input power of about 1 mW. Further experimental details can
be found in [13].

Figure 2 exhibits the magnetic field dependencies of the
microwave induced photovoltage measured for different mi-
crowave frequencies (40 and 55 GHz) and various tempera-
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Fig. 2. Magnetic field dependencies of the microwave induced pho-
tovoltage measured at (a) f = 40 GHz and (b) f = 55 GHz. The
electron density is 2.55×1011 cm−2 andL = 0.5 mm for both plots.

tures. The amplitude of the photovoltage oscillations was al-
most insensitive to the temperature in the range 1 — 20 K.
Further increase of T up to 40 K suppresses the oscillation am-
plitude by a factor of 2 — 7, dependent on ω and dimensions
of the device (for smaller device dimensions the oscillations
were detectable at T > 100 K). Figure 3a shows the tempera-
ture dependence of the fast-Fourier-transform (FFT) amplitude
of photovoltage oscillations, measured for a small-size device
(L = 0.2 mm) at 55 GHz (as 
B ∝ 1/f , FFT directly mea-
sures the spectrum of the incident radiation). In Figure 3b
we show the FFT spectra of photovoltaic oscillations at irra-
diation of the device by microwaves with different frequen-
cies. One sees that the FFT-peak positions on the 1/B axis
are proportional to the radiation frequency (arrows), and that
the spectral resolution of our device is about 5 GHz. This is
much better than for other semiconductor based spectroscopic
techniques (e.g. for InSb Landau level spectroscopy). At fre-
quencies ∼ 50–100 GHz the effect was detectable at the input
power level ∼ 1 nW/cm2. In some devices (with several dif-
ferent distances between the contacts) several sub-harmonics
were detected in the FFT-spectrum, and it was found that at
higher T and f the harmonics with larger period in B become
dominant. This fact is related to the reduction of the EMP
scattering length and needs further studies.

To summarize, we have discovered a periodic in B mi-
crowave (20 GHz� f � 150 GHz) photovoltaic effect in
GaAs/AlGaAs quantum well devices, which can be used for
measuring both the frequency and the intensity of radiation.
In order to increase the operating frequency by one order of
magnitude, a ten times shorter distance between the contacts is
required. As in our devicesLwas∼ 0.2–0.5 mm, no sibmicron
technology is required even at f ∼ 1THz. It is worth noting
that the magnetic field, used to be considered as a drawback
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Fig. 3. (a) Temperature dependence of the FFT-amplitude of photo-
voltage oscillations for a device withL = 0.2 mm and f = 55 GHz.
(b) FFT spectra of photovoltaic oscillations obtained at irradiation
of the device by a monochromatic wave with the frequency 23 GHz
and by two waves with the frequencies 23 GHz and 53 GHz.

of any detection scheme, serves for creation an interference
pattern inside our small device and replaces cumbersome and
expensive external interferometric systems.
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Photoinduced 2D plasmon modes in Cs nanoclusters
on the GaAs(100) Ga-rich surface
G. V. Benemanskaya, V. P. Evtikhiev and G. E. Frank-Kamenetskaya
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A new method of photoyield spectroscopy with polarized light excitation is developed for studies of 2D collective
modes. Formation of nanoclusters was studied for the Cs/GaAs(100) Ga-rich interface. Two adsorption phases with strong
Cs-Ga bonding and weak Cs-Cs bonding are found. In the first phase, local interaction of Cs adatoms with the Ga dimers
occurs. The transition from the first to the second phase is found to take place at ∼ 0.7 ML that corresponds to the saturation
of all Ga-dangling bonds. In the second phase, collective modes in quasi-2D Cs clusters of several sizes and surface
plasmons are revealed.

Introduction

Studies of electronic properties of interfaces involve, on the one
hand, detecting local interaction and ascertaining their nature
and, on the other hand, searching for the correlation between
the nanostructure and electronic characteristics. 2D plasmon
modes have attracted great interest due to both fundamental
and technological reasons. However, for metal/semiconductor
interfaces, no information has yet been reached on the basic
questions such as the transition from local bonding to collective
interaction in the process of metal overlayer growing, condition
of emergence of both surface and interface plasmons. The
problem associated with formation of local 2D plasmon modes
in metal nanoclasters on semiconductor surfaces has not been
resolved as either. As a rule, 2D collective excitations are
studied by electfon loss spectroscopy ELS. In the present work,
a new method based on photoyield spectroscopy with polarized
light excitation has been worked out. The method permits
to detect 2D plasmon modes with much improved sensitivity
compered to that of ELS.

1. Experimental

The measurements have been performed in situ in a vacuum
of P ∼ 5 × 10−11 Torr at room temperature. The dimer-
reconstructed GaAs(100) Ga-rich surfaces are obtained by ther-
mal removal of thin oxide or As protective layers. A new
method based on photoyield spectroscopy (PYS) using s- and
p-polarized excitation is actualized. PYS is grounded on the
separation of surface and bulk photoemission due to the key
difference in mechanisms of s- and p-polarized light interac-
tion with surface states. The thresholds hνS and hνP can be
different in the case of finite density of surface states in fun-
damental gap. Information on surface states can be obtained
from surface photoemission spectrum IP (hν)/IS(hν). The de-
tails concerning PYS can be found elsewhere [1,2,3]. Surface
states and 2D plasmon modes are studied as a function of Cs
coverage in stepwise or continued (dynamic) conditions of Cs
deposition.

2. Results and discussion

The first phase is characterized by a local interaction between
Cs adatoms and Ga dangling bonds and occures in the case
of stepwise Cs deposition conditions. Two narrow Cs-induced
bands are revealed in spectra below the VBM (Fig. 1). The
latter indicates both the strong adsorbate-substrate bonding and

ρ (arb. units)
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Fig. 1. Spectra of density of surface states induced by Cs adsorption
on the GaAs(100) Ga-rich surface. The arrows indicate the edge of
Cs-band above VBM. Stepwise depossition condition.

existence of two adsorption sites on Ga-dimers. The first phase
is finished at coverage of 0.7 ML when all Ga dangling bonds
are saturated.

In the second phase, the predominating process defining the
shape of photoemission spectra is found to be the generation of
metastable Cs clusters. For coatings in the range 0.7–0.9 ML,
the emergence of three photoemission peaks was observed,
namely, B, C, and P1, with energes of approximately 1.9, 2.05,
and 2.4 eV, respectively. Figure 2 gives the spectra obtained
using the dynamic mode which enables one to produce coatings
more than 0.9 ML. In addition to thee peaks, two new singu-
larities, namely, D and P2 with energies of approximately 2.17
and 2.8 eV, respectively, were observed.

To clarify the origin of plasmon modes, we have analyzed
in detail the behavior of peaks in dynamic deposition condi-
tion (Fig. 3). Peaks are metastable, since even annealing up to
100 ◦C results the spectra into the one corresponding to satu-
ration (0.7 ML). Thus, a weak Cs-Cs bonding is characteristic
of this phase.

Data show that theA peak emerges in spectra, when two Cs-
induced local surface bandsA1 andA2 become forbidden. We
assume that it is due to the formation of a pair of Cs adatoms,
i.e. a 2D minimal Cs cluster. The B peak is found to appear
for the same coverage in which the A peak disappears. This
particular behavior indicates formation of a new 2D clusters of
cesium adatoms. Taking into account (4×2)/c(8×2) surface
reconstruction with 3 Ga-dimers in unit cell we can assume
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Fig. 3. Schematic diagram of intensity of plasmon peaks as a func-
tion of Cs dosage in the II phase of Cs adsorption.

that the peak B is associated with 2D plasmon modes in Cs
clusters of 6Cs adatoms. The P1 peak is characterized by an
abrupt rise of intensity during the transition from the stepwise
to the dynamic mode. The nature of this peak may be associ-
ated with the ecxitation of a surface Cs plasmon. The coating,
in the case of which a jumpwise increase in the intensity of this
maximum is observed, apparently corresponds to the percola-
tion threshold after which the excitation of a surface plasmon
becomes possible. Peak at 2.05 eV(C) reaches the maximum
of intensity at the Cs dosage corresponding to a coating close to
one monolayer, i.e., to the formation of a solid film of cesium.
The intensity of this peak reduces at formation of the second
cesium Layer. Therefore, this sigularity can be attributed to the
excitation of Cs-GaAs interface plasmon. TheP2 peak appears
only in the dynamic mode at the Cs dosage when a monolayer
coating has been formed. According to the available literature
data, this sigularity can be interpreted as the excitation of a
bulk plasmon. Peak at 2.17 eV (D) arising together with the
P2 peak may be associated with the formation of the type of
quasi-3D Cs nanoclusters in the second layer.
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Carbon nanotubes as terahertz emitters
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Abstract. It is shown that the heating of electrons in carbon nanotubes by an electric field directed along the nanotube axis
results in inversion of population for electron bands and, as a consequence, in the emission of electromagnetic waves in the
terahertz range by hot electrons. The theory of this effect is developed and the possibility of its application to novel
nanoelectronic devices is discussed.

Carbon nanotubes are cylindrical molecules with nanometer
diameter and micrometer length [1]. Their unique electronic
properties, which promise a broad range of applications, have
aroused great excitement in the scientific community in the last
decade. Electron states in carbon nanotubes can be labeled by
two quantum numbers: integer angular momentum l, enumer-
ating different subbands, and electron wave vector k directed
along the nanotube axis. It follows from the equations for the
electron dispersion curves [2] that the crossing of energy sub-
bands with angular momenta l differing by one can take place
for certain values of k (the scheme of such an energy spectrum
is shown in Fig. 1).

As a consequence of this structure of the energy spectrum,
the heating of electrons by the electric field should result in
emission of electromagnetic waves. Let us consider this ef-
fect in detail. The application of a longitudinal electric field
(directed along the nanotube axis) results in a change of wave
vector k. Since the longitudinal electric field does not mix
electron states with different values of angular momentum l,
it leads to the electron moving in k-space along the dispersion
curve with fixed angular momentum l. This transition from the
electron state 1 on the Fermi level to the higher energy state 2
is shown in Fig. 1. Since the electron states with lower en-
ergy 3 in the electron subband with angular momentum l ± 1
are unoccupied, the heating of electrons results in inversion
of population: coexistence of occupied high-energy electron

2

3

l ±1

ε

0 k

l

1

Fig. 1. A fragment of the electron energy spectrum in carbon nan-
otubes. The Fermi level lies at zero energy.

states 2 in the subband with angular momentum l and unoccu-
pied low-energy states 3 in the subband with angular momen-
tum l ± 1. Selection rules allow optical transitions between
these states, and the above-mentioned inversion of population
results in photon emission corresponding to electron transitions
from the occupied states 2 to the unoccupied states 3 as shown
in Fig. 1.

It is essential that the position of the Fermi level in carbon
nanotubes can be changed over a wide range by applying a
transverse (gate) electric field in carbon nanotube field effect
transistor structures [3] and injecting carriers from approprietly
chosen contacts [4]. This allows observation of the discussed
effect for experimentally attainable longitudinal electric fields.
It should be also noted that the heating of electrons in carbon
nanotubes can be done more easily than in usual semiconduc-
tor structures, since the electron mean-free path in carbon nan-
otubes at room temperature for elastic scattering processes is
about a micrometer [5,6]. The highest possible energy for hot
electrons is restricted by non-elastic optical phonon processes
with an energy of about 0.2 eV and so the frequency of the emit-
ted photons lies in the terahertz range. The efficient generation
of terahertz radiation is one of most important and challenging
problems in modern applied physics [7]. We believe that the
discussed effect can be used for the creation of novel terahertz
emitters based on carbon nanotubes.
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Possible influence of bistable hydrogen defects
on FET-leakage in DRAM cells
G. P. Pokhil1, V. B. Fridman1, V. P. Popov2 and N. G. Chechenin1
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Abstract. The effect of hydrogen associated defects on FET-leakage in DRAM cells is discussed. The position of hydrogen
in the silicon lattice is determined by a new ERD/C technique which is a combination of elastic recoil detection (ERD) and
channelling techniques. The charge state of the hydrogen defect is estimated.

1. Introduction

The problem of variable retention time (VRT) in DRAM cells
is known since 1987 [1]. It caused by a variation of the DRAM
memory cell leakage, which may limit the information reten-
tion time. Although the shortest retention times observed are
still greater then most of the observed variations in retention
time at allowable operating temperature therefore would not re-
sult in the memory failure. However, the problem is to be taken
seriously in the current miniaturization stage and it grows to
become one of the critical points in Gbit DRAM nanoelectron-
ics [2–4]. The retention time can be enhanced by an increase
of the storage capacitor height to compensate the loss of cell
capacitance caused by the decrease of the cell size. It was
concluded [4, 5] that VRT is of a fundamental origin indepen-
dent of DRAM cell design and process technology of tested
devices. Most probable, that defects in critical elements of the
DRAM cells are responsible for the VRT, like the trap levels
close to the Si midgap and the enhanced electric field in the
depletion region, the generation of point defects like silicon
interstitial [5]. Here we discuss configuration and properties
of hydrogen related defects as a possible reason of the DRAM
VRT problem.

2. Experimental

The channeling technique has proven to be important in study of
hydrogen site location [6] Our method, which we call ERD/C,
is a combination of the elastic recoil detection (ERD) tech-
nique and channeling techniques [7]. The idea of the method
is illustrated in Fig. 1. The sample is oriented with a low-index
crystallographic plane under a small angle θ to the He-ions
beam. The He-ions knock out the H-atoms with an energy

Er,max = KE0 =
[

4M1M2 cos2 θ2

(M1 +M2)
2

]
E0 , (1)

where K is the kinematical factor, M1, M2, are masses of in-
cident ion and recoil nucleus, respectively, θ2 is the angle be-
tween the beam and the detector. Since the He ions is 4 times
heavier than the mass of H-atoms, up to 60% of incident parti-
cle energy will be taken by outgoing recoil nucleus. To reduce
a strong background of elastically scattered He ion, a thin foil
was placed in front of the semiconductor detector. The elastic
recoil yield was measured as a function of polar angle , shown in
Fig. 1, between the incident beam and crystallographic plane.
I.e., when θ = 0, then ERD yield will be reduced if hydro-
gen is located in the plane and enhanced, when hydrogen is

beam
θ

θ2(110)

[1
00

]

Si(H)

foil
detector

Fig. 1. Illustration of the ERD/C methods.

located at around the center of the channel. The experimental
angular distribution than can be fitted by a computer simula-
tion with a space distribution of the impurity within the crystal
lattice cell. This is a background of our ERD/C method. Zc-
Si (100) samples were room temperature implanted with the
dose of ∼ 1017 cm−2 and the hydrogen ions energy of 67 keV
and subsequently annealed at the temperature up to 450 ◦C.
Then the samples were splitted along the implanted layer and
the part containing the Si(H) was taken for H-site location by
the ERD/C.

3. Results

The results of the angular scans around the (100), (1̄10) and
(110) planes are shown in Fig. 2. The experimental data are
compared with the fitted simulated curves. The variable param-
eter was the position of the impurity atoms within the channel.
From the fit the following position of hydrogen was obtained.
About 40% of hydrogen occupied position 3d/16 in the plane
(100) and 60% are randomly distributed, where d is the dis-
tance between neighboring planes. In the plane (1̄10), about
40% are set in the center of the channel, and 60% randomly dis-
tributed. And in the plane (110), 85% of hydrogen occupied the
position of 11d/32, and 15% distributed randomly. We note,
that there is an asymmetry in the position of hydrogen defects:
equivalent planes (1̄10) and (110) shows a different angular
dependence of recoils yields. That means that defects are not
a point type, but extended defects (the point defects can not be
oriented). The same indication follows from the observation
of different random fraction in these two directions.

If the defects are planar and oriented in the space in one of
the (111) planes, then for one direction of (110) type we will
see the edge of the plane, but for the other direction we will be
looking at the plane itself. Therefore, the influence of the edge
of the defect is different. Possible configurations of H-defect,
derived from the experimental data are shown in Fig. 3.
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Fig. 2. Comparison of the experimental (squares) and simulated (cir-
cles) angular scans around the (100) (a), (1̄10) (b) and (110) (c)
planes.

4. Discussion

Hydrogen is known as a highly diffusive and aggressive chem-
ical species, readily attacking Si bonds. It reacts especially
with strained bonds in vacancies and those surrounding impu-
rities. The most important properties of the hydrogen defects
are their electronic levels. The principal technique used to de-
termine the energy of the deep levels is DLTS. But, as there are
always several coexisting hydrogen species, each producing
levels in the band gap, the task of assigning levels to specific
defects is extremely difficult. This is compounded by the dif-
ficulty that DLTS has in identifying the chemical composition
and symmetry of the defect. Our ERD/C technique, as demon-
strated here, can provide the missing information on the defect
configuration. There are known several lattice sites within a
diamond lattice which could be occupied by hydrogen impu-
rities [8]. The configuration of the H-defect obtained is in
agreement with the known [H∗2]2

n and [2Si-H]n defects con-
figuration [8–10]. Computer simulations are in progress with
variation of the configuration to obtain the metastable energy
minimum, as well as charge state of the defect. The charge
state of the defects and the DRAM cell leakage in the critical
points depend also on the design and operational conditions.
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Abstract. We have solved the problem of diffraction of terahertz (THz) radiation on perfectly conductive gate strip that
partially screens a two-dimensional (2D) electron layer located at some distance from the gate. The scattering and
absorption spectra of such a structure reveal the fundamental plasma resonance excited under the gate. We have shown that
the absorption enhancement factor at plasma resonance may reach very high values (up to 60). However, for narrow gate
strips (with the width less than 100 nm) the gated plasmons weakly couple to the THz radiation. We discuss the effects of
interaction between plasma oscillations in gated and ungated regions of 2D electron layer.

Introduction

Terahertz response of field-effect transistors (FET) with 2D
electron channels is strongly affected by plasma oscillations in
the channel. This phenomenon can be used for tunable reso-
nant detection and generation of terahertz (THz) radiation [1–
4]. For identical boundary conditions at the source and drain
sides of the device channel, the frequencies of plasma oscilla-
tions under the FET’s gate can be approximately estimated by
a simple formula [1]

ωn = πs

Leff
n , (n = 1, 2, 3 . . .) , s =

√
eU0/m∗ , (1)

where s is the plasma wave velocity, Leff is the effective gate
length related to the geometrical gate length L by Leff =
L+2d with d being the gate-to-channel distance, e andm∗ are
the electronic charge and effective mass, respectively, andU0 is
the effective (corrected for the thickness of the 2D electron
gas) gate-to-channel voltage swing, which is the difference be-
tween the gate voltage Ug and the channel depletion threshold
voltage Uth : U0 = Ug − Uth. The effective electron sheet
density in the channel can be approximately estimated using
the parallel plate capacitor model as N = ε0εU0/ed, where
ε is the dielectric constant of the barrier layer. For typical
parameters of InGaAs high-electron-mobility transistor with
sub-100-nm gate [4] L = 60 nm, d = 10 nm, ε = 13.88,
N = 3 × 1012 cm−2, m∗ = 0.042m0, where m0 is the free-
electron mass, Eq. (1) yields the fundamental plasmon fre-
quency (n = 1) about 7.5THz.

The electrostatic theory of the resonant detection of THz
radiation via excitation of plasma oscillations in FET’s cha-
nnel [1–3] yields the responsivity of the detector to plasma os-
cillations with a given amplitude. However, this theory leaves
aside the important question of how effectively those plasma
oscillations can be excited by incoming THz radiation. In other
words, it is the question by how much the THz radiation power
absorbed in the channel at plasma resonance exceeds the non-
resonant Drude absorption background (so called the absorp-
tion enhancement factor). In this paper we calculate the absorp-
tion enhancement factor using the full system of the Maxwell
equations and show that this factor may reach 60 at the funda-
mental plasma resonance. The darkness factor of such resonant

detector (the ratio between the absorbed power and scattered
power at the plasma resonance) is surprisingly high (up to 103).

1. Results and discussion

Let us consider a plane electromagnetic wave incident from
vacuum normally onto a FET surface. We assume the gate
to be a perfectly conductive infinitely long strip of width L
(that is equal to the length of the channel) with zero thick-
ness, which is located at the surface of a substrate (at y = 0).
The electric field of the incident wave E0 exp(−iωt) is polar-
ized across the strip (along the x-axis). Two-dimensional elec-
tron sheet with homogeneous electron areal density is buried
into the substrate at distance d from the surface. We describe
the response of the electron channel by the sheet conductivity
σ(ω) = e2Nτ/m∗(1− iωτ), where τ is the electron momen-
tum scattering time. Using Ohm’s law for the two-dimensional
electron channel and the condition Ex = 0 for the perfectly
conductive gate strip, we reduce the Maxwell equations to the
integral equation for sheet current density at the gate. The in-
tegral equation is solved numerically by the Galerkin method
through its projection on an orthogonal set of the Chebyshev
polynomials within the interval [−L/2; L/2]. As a result, we
find the induced electric fields in the ambient medium as

E(ind)a (x, y) = E(r)0 exp (ik0y)+

+
+∞∫
−∞

E(sc)a (kx) exp
(
ikxx + iky,ay

)
dkx (2)

and the total electric field in the substrate below the channel as

Es(x, y) = E(t)0 exp
[−ik0

√
εs(y + d)

]+
+
+∞∫
−∞

E(sc)s (kx) exp
[
ikxx − iky,s(y + d)

]
dkx , (3)

where ky,a(s) =
√
k2

0εa(s) − k2
x , εa(s) are the dielectric con-

stants of the ambient medium (εa = 1) and substrate, respec-
tively, k0 = ω/c with c being the speed of light in vacuum.
The integrals in the right sides of Eqs. (2) and (3) describe the
scattered fields, while the first summands in Eqs. (2) and (3)
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Fig. 1. Absorption enhancement factor vs frequency for different
gate-voltage values (corresponding to different sheet electron den-
sities in the channel) for L = 60 nm, d/L = 0.5, Vth = −1.17V,
τ = 7 × 10−12 s (solid lines) and τ = 2.3 × 10−13 s (dashed line).
Arrows mark the frequencies of the fundamental (n = 1) plasma
resonance estimated by Eq. (1).

describe the plane waves normally reflected from the substrate
surface and transmitted through the channel, respectively.

In Fig. 1, the absorption enhancement factor is plotted ver-
sus the frequency of the incoming THz wave for different gate-
voltage valuesUg . As seen from Fig. 1, the peak of the resonant
absorption can be tuned through the entire THz range by vary-
ing the gate voltage. We calculated the electron density in the
channel in the parallel plate capacitor model, and we assumed
in our theoretical model that the electron sheet density in the
ungated regions is equal to that in the gated region of the chan-
nel at every given value of Ug . The absorption enhancement
factor exhibits very large values (up to 60) at cryogenic temper-
atures (τ = 7× 10−12 s), and remains greater than unity even
at room temperature (τ = 7 × 10−13 s). The darkness fac-
tor of such a resonant absorber is extremely high (up to 103)
for particular characteristic parameters of the structure cho-
sen for the calculation. Note that the resonance frequency is
in excellent agreement with the frequency of the fundamen-
tal (n = 1) plasma mode estimated by Eq. (1) (marked with
arrows in Fig. 1). The peak value of the absorption enhance-
ment factor increases with increasing the resonance frequency
because the net dipole moment across the gate strip, which is
induced by the incoming THz radiation, also increases with
increasing the frequency. However, in the course of that the
absorption resonance becomes broader due to the increasing
leakage of the gated plasma mode into the ungated regions of
the channel.

Fig. 2 shows the in-plane electric field distributions in the
2D electron layer at the fundamental plasma resonance for dif-
ferent electron scattering times. It is seen that, as long as the
electron relaxation vanishes, the electric field of plasma os-
cillations spreads farther into ungated regions of the 2D elec-
tron layer. At zero electron relaxation the standing plasma
wave is excited in the ungated regions of the 2D electron
layer. The double-distance between two adjacent nodes (or
antinodes) of this standing wave is exactly equal to the wave-
length of the plasmons in the ungated 2D electron layer [5].
This proves that the gated plasmons experience strong leakage
into ungated regions of the channel, which provides additional,
neither dissipative nor radiative, damping mechanism for the
gated plasmons. Inset in Fig. 2 shows the angular patterns of
electromagnetic scattering (energy flux scattered from the gate
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Fig. 2. The electric field distributions in 2D electron layer with 60-
nm-wide gate strip for different electron relaxation in the channel.
Inset shows the angular patterns of electromagnetic scattering from
the structure.

area per unit length of the gate strip at a given angle θ ) into
the ambient medium (0 < θ < 180◦) and into the substrate
(180◦ < θ < 360◦) in the far-field zone.
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Integration of a resonant tunnelling diode and a semiconductor laser
T. J. Slight1, C. N. Ironside1 C. R. Stanley1 and M. Hopkinson2

1 Department of Electronics and Electrical Engineering, University of Glasgow, United Kingdom
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Abstract. A resonant tunnelling diode has been monolithically integrated with a multiple quantum well laser. Devices based
on a ridge-waveguide structure have been fabricated from a wafer grown by molecular beam epitaxy. Voltage controlled
optical switching/bistability has been observed- useful features for a fibre-optic communications laser.

Introduction

The monolithic integration of a resonant tunnelling diode
(RTD) with a semiconductor laser may have several advan-
tages over a discrete laser for fibre-optic communications ap-
plications. The RTD acts as a voltage controlled switch for
the laser, and from PSPICE simulations, voltages as low as
0.1 V have been shown to cause the laser to switch between
’on’ (high optical power) and ’off’ (low optical power) states.
High speed modulation characteristics of the laser may be im-
proved due to the smaller drive voltages required. In addition,
RTD’s have been shown to have noise suppressing properties
[1]. This may lead to an improvement in the electrical/optical
noise characteristic of the integrated laser.

1. Device structure

Grave et al [2] have demonstrated a similar device in the
GaAs/AlGaAs material system and have demonstrated its ap-
plication as an optical two state memory. The aim of this work
is to optimise this type of device for optical communications
applications.

A suitable wafer for the device has been grown by molec-
ular beam epitaxy, and consists of a double barrier RTD and
a multiple quantum well laser. Devices have been fabricated
based on the ridge waveguide laser design shown in Fig. 1.
The laser has been designed to emit light at a wavelength of
1.55 µm, the optimum for low losses in optical fibres.

2. Principles of operation

The principles of device operation are as follows: The RTD
exhibits negative differential resistance (NDR), i.e. as the RTD
voltage rises above a threshold value (Vpeak) the RTD cur-
rent drops steeply from its peak value (Ipeak) to a lower value
(Ivalley), before rising again. By ensuring that the laser thresh-
old current lies between the RTD peak and valley currents
(Ipeak > Ith > Ivalley), then the optical output of the laser will
switch off (on) as the RTD voltage is increased (decreased).

3 µm wide ridge

InGaAs/AlAs RTD

cladding

InAlGaAs MQW laser active region

cladding

P-type InP substrate

Fig. 1. Device structure.
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3. Results and discussion

Figure 2 shows the i-v characteristic of the device. There is
a clear hysteresis loop, which is indicative of NDR combined
with series resistance. The peak and valley current densities
are 2500 A cm−2 and 300 A cm−2 respectively, giving an RTD
current peak to valley ratio of 8.

The device operated as a laser when driven by a pulsed
supply, with a threshold current of 30 mA. But when operated
under continuous current there was no clear threshold current
and therefore showed only LED type emission. In CW oper-
ation there was clear evidence of NDR and bistability in the
light-voltage curve, with voltages of 0.5 V causing switching
between high and low optical power states.

4. Conclusions

We have shown that it is possible to integrate a RTD with
MQW laser operating at optical communications wavelengths
and have demonstrated negative differential resistance, which
combined with series resistance, gives optical bistability. We
anticipate this will useful for optical modulation, particularly
for example in non return to zero (NRZ) formats. In addition,
low drive voltages make the driver circuitry used in conven-
tional optical transmitters unnecessary.
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The generation of terahertz electrical pulses in superlattices
of self-assembled ErAs-islands
J. H. Smet1, M. Griebel1, F. Ospald1, D. Maryenko1, D. C. Driscoll2, C. Kadow2, A. C. Gossard2, J. Kuhl1

and K. von Klitzing1

1 Max-Planck Institut für Festkörperforschung, Stuttgart
2 Materials Department, University of California Santa Barbara, Santa Barbara

Abstract. In applications as diverse as fiberoptic communications, time-domain- or terahertz-spectroscopy, researchers are
keen on ultrafast optoelectronic transducers that can be tailored to the specific needs of each application. The molecular
beam epitaxy of photoconductors composed of equidistant layers of self-assembled ErAs-islands, that act as efficient
non-radiative carrier capture sites, within a III–V matrix procures this extra flexibility. Here, elaborate photocurrent
autocorrelation techniques are applied on metal-semiconductor-metal photodetectors patterned from ErAs:GaAs
superlattices. Experiments corroborate that the electrical response speed can be conveniently tuned over at least two orders
of magnitude starting from 190 fs by increasing the thickness of the GaAs spacer separating adjacent ErAs layers. These
devices have been used for instance to develop techniques for carrying out time-resolved transport with picosecond time
resolution on mesoscopic devices, which require a cryogenic environment as well as strong magnetic fields. The same
material concept can also be applied to the narrower bandgap InGaAs-matrix. We demonstrate a wavelength insensitive
electron lifetime of approximately a picosecond. This brings closer the prospect of implementing terahertz technology at the
optical communication wavelengths of 1.3 and 1.55 µm.
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Plasma waves resonant detection of sub-Terahertz radiation
by field effect transistor at 300 K
F. Teppe1,2, D. Veksler1, V.Yu. Kachorovskii1,3, A. P. Dmitriev1,3, S. Rumyantsev1,3, W. Knap1,2 and
M. S. Shur1

1 Rensselaer Polytechnic Institute, Troy, NY, 12180, USA
2 GES CNRS-Universite Montpellier2, UMR 5650 34900 Montpellier, France
3 Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The resonant detection of the 0.6THz radiation by 250 nm gate length GaAs/AlGaAs heterostructure field effect
transistor has been observed at 300 K when the transistor is driven into saturation. In the linear regime, the detection is
non-resonant and is several orders of magnitude weaker. Our experimental data clearly show the resonant detection is
related to the excitation of the plasma waves in the device channel. The width of the resonant response could be explained
assuming that the plasma decay at zero current is limited by the optical phonon scattering.

Introduction

The nonlinear properties of plasma waves propagating in the
channel of a field-effect transistor (FET) can be used for the
detection of electromagnetic radiation atTHz frequencies [1].
A FET subjected to a THz radiation with the frequency ω de-
velops a constant drain-to-source voltage. The key parameter
determining the detector behavior is ω0τ , where ω0 = πs/2L
is the fundamental plasma frequency [1], τ is the momentum re-
laxation time, s = √

eUg/m is the plasma wave velocity, Ug is
the gate-to-channel voltage and L is the length of the gated
region. When ω0τ � 1, the detector response is a smooth
function of ω and of the gate voltage (i.e. FET behaves as a
broadband detector.) If ω0τ � 1, the response is resonant at
ω ≈ ω0(1+ 2N), N = 0, 1, . . .. Since s can be tuned by the
gate voltage, FET might be used as a resonant tunable detector
of THz radiation. Ref. [2] reported on the resonant detection
of 0.6THz radiation in a GaAs/AlGaAs heterostructure field
effect transistor at 8 K. More recently, Teppe et al. reported on
the resonant detection at room temperature when the transistor
was driven into the saturation regime [3]. In [3], we showed
that the detection line width becomes narrower with an increase
of the electron drift velocity. In this paper, we show that the
qualitative agreement with the experiment is obtained if we as-
sume that the plasma decay at zero velocity is limited by the
optical phonon scattering.

Results and discussions

The experiments [3] were performed on commercial GaAs
HEMTs (Fujitsu FHX06X) with the gate length L = 250 nm.
The current voltage characteristics fitted using the AIM-Spice
model [4] are shown in Fig. 1. The photoresponse measure-
ments were performed using 0.2THz and 0.6THz Gunn diode
sources and a lock-in detection. The maximum output power
was 3 mW and 0.3 mW for 0.2THz and 0.6THz sources respec-
tively. The radiation beam was not focused and the diameter
of the spot was much larger than the gate length of the device.

Only non-resonant detection was found for both 0.2THz
and 0.6THz sources when transistor was biased in the linear
regime. When the drain voltage increased above the satura-
tion voltage, a resonant detection was observed for the 0.6THz
source. Squares in Fig. 1 indicate the drain voltage correspond-
ing to the beginning of the resonant detection for different gate
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Fig. 1. Experimental (solid lines) and calculated (dashed lines)
current-voltage characteristics at room temperature. TheAIM-Spice
model parameters are: electron mobility µ = 1500 cm2/Vs, satura-
tion velocity 1.4×105 m/s, threshold voltage Vth = −0.38V, access
drain and source resistances R = 4�. Squares designate operation
points corresponding to the maximum photoresponse at a given gate
bias. Circles show the values of the drain current corresponding to
the maximum response as a function of the gate bias (shown on the
top horizontal scale).

voltages. As seen, the gate voltage corresponding to the max-
imal photoresponse is practically a linear function of the drain
current (circles and dotted line in Fig. 1)[see the discussion in
Ref. [3]].

Fig. 2 shows the measured photo-response versus the gate
voltage with the drain voltage as a parameter. As mentioned
above, only a non-resonant signal was observed at 0.2 GHz,
even in the saturation region. For the 0.6THz source, the in-
crease of the drain voltage first leads to an increase of the
non-resonant background signal. With a further increase of
the drain voltage, the resonant structure starts to grow.

The generalization of the theory developed in Ref. [1] for
the case of nonzero current yields the following equation for
detector response [5]:

S ∼ 1

(ω − ω0)2 +
( 1

2τ − v0
L

)2 , (1)
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Fig. 3. Results of calculations of the photoconductivity signal using
Eq. (1) for f = 0.6THz and Vds = 0.25V. (The response for τ =
0.06 ps is multiplied by a factor 20.)

where v0 is the electron drift velocity. (Note that the resonance
width, 
ω = 1/2τ − v0/L, coincides with the expression for
the decrement of plasma waves derived in Ref. [1]). Therefore,
the line shrinks with the increasing electron drift velocity (and,
hence, the electron drift velocity). Fig. 3 shows the calculated
response using Eq. (1) and accounting for the effect of serial
resistance and the electron depletion in the channel caused by
drain bias [3]. The calculations are performed for the values of
τ = 0.06 ps corresponding to the extracted field effect mobility
µ = 1500 cm2/Vs and τ = 0.34 ps corresponding to the optical
phonon scattering. As seen, the value of τ = 0.34 ps leads to
a qualitative agreement with experimental data. A deeper un-
derstanding of the obtained results requires a theory of plasma
waves damping in a short gated channel and a theory of plasma
waves in the transistor driven into the saturation regime [6]. In
the saturation regime, hot electron effects might play an im-
portant role. In particular, transit time effects [7], emission of
optical phonons [8], and stratification of electron flow [9] might
enhance the resonance diminishing the plasma wave decay.

The experimental results shown in Fig. 2 as well as the the-
oretical calculations shown at Fig. 3 were obtained while keep-
ing the drain voltage constant. The resonant character of the
photoconductive signal can be better seen in the experiments
with the constant drain current Id . The results are shown in
Fig. 4. As seen, the position of the peaks shifts to the higher

−0.3 −0.2 −0.1 0.0 0.1
Gate voltage (V)Vgs

1.5

1.0

0.5

0.0

S
(m

V
)

Id = 8 mA Id = 22 mA

Fig. 4. Photo-response as a function of gate voltage for the drain
current from 8 mA up to 22 mA with 2 mA steps.

gate voltages and width of the peaks narrows with drain current
increase.

The shift of the gate voltage corresponding to the maximum
response can be qualitatively explained by the effect of the
series source resistance and by the additional channel depletion
by the drain bias.

To conclude, the resonant detection of the sub-THz radia-
tion was observed in conventional GaAs/AlGaAs heterostruc-
ture field effect transistor at 300 K. The resonant detection ap-
pears at 0.6THz when the transistors are driven into the satu-
ration region.
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Localized surface modes for intersubband coupling
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A metal grating makes it possible to overcome the selection
rules of inter-subband absorption by coupling radiations to
surface waves. A step forward is to couple this radiation to
a chosen surface mode. Detector may benefit from a spatial
localization of light to reduce their noise.

We will show here how the use of metal coated gratings can
provide the coupling of radiation to localized surface modes.

The localized mode we want to excite on the grating is the
analogue of the 1D cavity mode between two Bragg mirrors
for plane waves. Here the Bragg mirrors are periodically cor-
rugated metallic surfaces, the cavity is formed by a flat surface
between them and the plane wave is replaced by a surface wave.

To study these structure we will calculate the dispersion
curves of surface modes on the grating providing the Bragg
mirror effect. The calculations are performed using the S-
Matrix Method. The designed of surface wave cavity follows
on from these calculations.

Then the question of coupling to radiation will be consid-
ered with the use of a second grating. The final structure is the
sum of to gratings as shown on figure 1.

Finally, calculation of the structure under illumination will
be performed using a Finite Difference in Time Domain meth-
ods in the total field/scattered field formulation. It shows the
amount of coupling and the shape of the coupled mode (fig-
ure 2). Those results confirm the accuracy of the S-Matrix ap-
proach and correspond to what is expected: a localized mode,
exponentially decreasing on each sides of the cavity, is excited
by radiation.

Our principle should find effective applications in photode-
tectors, allowing reduction of electrically active area. More
generally, it may concern all the applications where field en-
hancement is needed (non-linear optics, small-volume prob-
ing. . . ). This structure is compatible with a broad variety of
materials (polymers, liquid crystals, isolated molecules in free
space. . . ) since the field is localized on the surface and not in-
side the structure, at variance with photonic crystals structures.

Fig. 1. Design principle of the grating. In gray is the grating profile.
The curves show the dependence of the field along the grating.
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Amplification of terahertz field harmonics due to the dynamic
interaction of miniband electrons with high-frequency radiation
N. V. Demarina
Radiophysics Department, Nizhny Novgorod State University, 603950 Nizhny Novgorod, Russia

Abstract. We present a Monte Carlo study of the superlattice amplification property for the third harmonic of terahertz
radiation. We simulated the electron motion in a superlattice exposed to a pump field at frequency ω and its third harmonic.
We show that interaction of electrons subject to inelastic scattering with terahertz fields causes electron bunching in the
k-space. For the amplitude of the pump field exceeding the threshold value the electric field at 3ω is amplified due to the
interplay with the electron bunch.

Introduction

A semiconductor superlattice [1] demonstrates plenty of re-
markable features caused by miniband electrons performing
Bloch oscillations in static and high-frequency fields. In prac-
tical terms the property to amplify high-frequency radiation
might be the most important one for development of terahertz
radiation source based on a superlattice serving as an active
medium. The problem of space charge instability suppression
emerging in the case of a biased superlattice may be avoided if
a superlattice exposed only to a pump field of frequency ω [2].
Since amplification of radiation may be possible at harmon-
ics of the pump field [3] a superlattice placed in to a cavity
tuned into nth harmonic becomes an oscillator operating at
frequency nω. The quasistatic case when the frequency of
a pump field is much smaller than the inverse intraminiband
relaxation time (τ ), i.e. ωτ � 1 has been already discussed
from both theoretical and experimental points of view [4, 5].
In the contribution we extend the previous study to the case
ωτ ≥ 1, thus, superlattice electrons interact with an external
field dynamically. We restrict our treatment to consideration
of the third harmonic. Our three dimensional Monte Carlo
study shows that electrons subject to inelastic scattering form
bunches in k-space. The field at the third harmonic of a pump
field gains energy from the electron bunch if the amplitude of
the pump field is larger than the threshold value. The efficiency
of the oscillator based on the superlattice coupled to a cavity
for the third harmonic reaches 0.7 that considerably larger than
that in the case of quasistatic interaction [5].

1. Object of the study and method

We considered a GaAs/AlAs superlattice with the miniband
width of 24.4 meV and the period of 6.22 nm. The energy
states of an electron in a single miniband was described by the
tight-binding dispersion relation for the electron motion along
the superlattice axis and, for the motion perpendicular to the
axis, by the parabolic dispersion relation. Applying the one-
particle Monte Carlo technique [6], we simulated the motion
of an electron in the superlattice subject to an electric field
applied along the superlattice axis and homogeneous within the
superlattice. We treated inelastic electron interplay with optic
phonons via Froehlich interaction, and with acoustic phonons
via deformation-potential coupling (for details see Ref. [7]).
The calculations were performed for a lattice temperature of
300 K.

2. Results

In order to evaluate the intraminiband relaxation time we cal-
culated electron drift velocity in the superlattice in a static field.
The drift velocity reaches a peak value (υp = 1.48×106 cm/s)
at a critical field (Ec = 4.8 kV/cm). The intraminiband elec-
tron relaxation time, extracted from the critical electric field by
the relation aqEcτ/h̄ = 1 (q is the elementary charge and h̄ is
the reduced Plank’s constant), was equal to 220 fs. We studied a
superlattice response at the third harmonic of a pump field cal-
culating electron drift velocity, υ(t), in the superlattice exposed
to two high-frequency fieldsE(t) = Eω cosωt+E3ω cos 3ωt ,
whereE3ω = ηEω. We treated the frequency of the pump field
ω/2π = 1.4THz that corresponds to ωτ = 2. The drift veloc-
ity was expanded in to the Fourier series and had a component
at 3ω: υ3(t) = υ3ω cos 3ωt + υ3ω sin 3ωt .

Fig. 1 shows that the power absorbed in the superlattice at
the third harmonic, P3ω = υ3ωE3ω/2, is positive for a small
amplitude of the pump field and negative if E3ω is larger than
some threshold value which depends on η. The latter corre-
sponds to amplification of the field at 3ω. In order to evaluate
the maximum quantity of the conversion efficiency from the
radiation at ω to 3ω let us consider the superlattice subject
to a pump field at ω and coupled to an ideal cavity tuned in
to 3ω. Let us briefly describe the process of the stationary
state establishment in the cavity for the fixed pump amplitude
(for instance,Eω = 8Ec). The non-linearity of the superlattice
velocity-field characteristics causes an electric field at higher
harmonics and, particularly, at 3ω as well. The cavity selects
the electric field only at the third harmonic and due to this feed-
back the superlattice becomes exposed to the electric fields atω
and 3ω. Since the amplitude of the pump field is larger than
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Fig. 1. Relative electron drift velocity amplitude at frequency 3ω
versus pump field amplitude in the superlattice placed into an ideal
cavity (field in the cavity E(t) = Eω cosωt + ηEω cos 3ωt).
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the threshold value (6.5Ec) υ3ω is negative. Thus, electrons
are, on average, decelerated in the electric field at 3ω and the
electric field gains energy from the electrons. The amplitude
of the electric field at 3ω in the cavity grows that corresponds
to the motion of a point in Fig. 1 up from the curve with η = 0
(point a) to the ones with larger η. The growth stops when
the quantity of υ3ω changes from negative to positive (point b).
υ3ω equal to zero determines the stationary amplitude of the
third harmonic in the ideal cavity. Fig. 1 shows that the con-
version efficiency with respect to the amplitude (E3ω/Eω) for
Eω = 8Ec is equal to 0.6, while its maximum value reaches
0.7 that is significantly larger in comparison to that in the case
ωτ � 1 [5].

The reason of such significant increase in the conversion ef-
ficiency lies in the features of the electron interplay with electric
fields in a cavity. The period of the pump field, considered in
our case, is smaller than the electron relaxation time. Thus,
the evolution of electron wave vector z-component is given by
kz(t) = −(q/h̄ω)(Eω sinωt + (E3ω/3) sin 3ωt)+ k0z, where
k0z is the initial electron wave vector. Electrons in the mini-
Brillouin zone follow trajectories distinguishing by k0z, while
the dominant scattering with optic or acoustic phonons emis-
sion leads to electron hopping from the edge to the center of
the zone. At the edge of the mini-Brillouin zone electrons have
larger energy and are scattered with the phonon emission more
frequently than at the center. Two main electron trajectories in
the mini-Brillouin zone, corresponding to k0z = 0 and −π/a,
divide plenty of trajectories into two main groups, locating in
the vicinity of these two. For a small amplitude of a pump
field (Fig. 2, a (upper)) electrons following the trajectory with
k0z = −π/a spend more time at the edge of the mini-Brillouin
zone and, thus, are scattered more frequently than electrons be-
longing to the trajectory corresponding to k0z = 0. Therefore,
electron scattering with phonon emission might lead to elec-
tron bunching in the vicinity of the favorable trajectory with
k0z = 0. Increase in Eω is accompanied by shift of the elec-
tron trajectory with k0z = 0 apart from the mini-Brillouin zone
center and vice versa for k0z = −π/a.

For Eω>3Ec initially favorable trajectory becomes unfa-
vorable. Accordingly, increase in the amplitude of a pump field
beyond the value, mentioned above, is accompanied of elec-
tron redistribution between two trajectories. At Eω = 6Ec the
trajectory with k0z = −π/a dominates (Fig. 2, a (middle)).
The instantaneous electron distribution function f (t, kz)dkz
(f (t, kz)dkz is the electron concentration at time t at the reci-
procal-lattice point kz within an interval dkz and integration
of f (t, kz) over the first mini-Brillouin zone yields an electron
concentration in a superlattice, n0) calculated by the Monte
Carlo technique (Fig. 2b) indicates the electron bunching in
the vicinity of the favorable trajectory. The center of the bunch
performs one Bragg reflection within the period of the pump
field. Corresponding drift velocity (Fig. 2b (lower)) takes on
zero value when the electric field at 3ω reaches minimum or
maximum magnitude. In this case the electron ensemble, on
average, does not interact with the electric field at 3ω and there
is neither amplification nor damping of the third harmonic. The
bunch strengthens for the larger pump field amplitude. Thus,
more electrons undergo Bragg reflection. The electron drift
velocity at 3ω becomes delayed with respect to that in the pre-
vious case and the electric field at 3ω is amplified due to the
electron bunch deceleration. Vice versa for the small amplitude
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Fig. 2. (a) Favorable (solid) and unfavorable (dashed) electron
k space trajectories for η = 0.2 andEω = 2.1Ec (upper), 6Ec (mid-
dle), and 12Ec (lower); (b) Electron k space bunching; Upper part:
overall electric field (solid) incident on the superlattice coupled to
the cavity consisted of the pump electric field (Eω = 6.8Ec) and the
electric field at the third harmonic (E3ω = 0.2Eω) (dashed); Middle
part: temporal evolution of the distribution function f (t, kz) indi-
cating the electron bunch (dark); Lower part: overall electron drift
velocity (solid) in the superlattice and the drift velocity at the third
harmonic (dashed).

of the pump field electrons following the favorable trajectory
are mainly accelerated by electric field at 3ω causing damp-
ing of the third harmonic. If the amplitude of the pump field
Eω = 12Ec the k space trajectory with k0z = 0 grows domi-
nant again (Fig. 2a (lower)). The center of the electron bunch
performs Bragg reflection twice within the period of the tera-
hertz field. The switch of the electron bunch from one favor-
able trajectory to another with increasing pump field amplitude
causes the oscillatory behavior of υ3ω/υp curve.

In conclusion, we have analyzed the features of electrons’
coherent behavior in a superlattice subject to terahertz fields
leading to the terahertz field amplification.
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Parametric generation of a mid infrared radiation in semiconductor
waveguide with surface metallic diffraction grating
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Abstract. Parametric generation of the difference mode arising by propagation of two near-infrared modes with a
wavelength of about 1µm in a semiconductor waveguide is studied. The waveguide design is proposed in which the
difference mode is radiated through a metallic diffraction grating on the waveguide surface. It is shown that the power of the
difference mode with a wavelength of about 36µm generated by 10W near-infrared modes in a 100µm-wide 1-mm-long
waveguide can be about 1 mW at room temperature.

Introduction

Semiconductor lasers operating in the middle and far-infrared
(IR) regions attract considerable interest in view of their high
potential for different applications. Cascade medium-IR lasers
capable of room-temperature operation have been successfully
implemented [1], whereas with far-IR lasers based on cascade
structures generation has been achieved only at cryogenic tem-
peratures [2]. However, an extremely complicated band dia-
gram of cascade structures and high requirements for control
of parameters restrict their application. Owing to the optical
nonlinearity of GaAs there is a possibility for parametric gen-
eration of radiation in this range in GaAs based waveguides
when two near-infrared modes propagate there. In order to at-
tain effective parametric generation, the phase-matching con-
dition should be satisfied which means that the phase velocities
of the polarization wave and propagating mode at the differ-
ence frequency must be the same. It was shown that the phase
matching condition can be satisfied, if the phase velocity of the
nonlinear polarization wave is increased by using transverse
modes of a different order for pumping [3], or the difference
mode is slowed down by using plasmon waveguide [4, 5] or a
metallic grating inculcated in the waveguide [6].

In this study we suggest using a metallic diffraction grating
on a waveguide top for effective parametric generation of the
difference mode. Effective generation is achieved due to phase
matching between one of the spatial modes localized near the
grating, and the nonlinear polarization wave at the difference
frequency. Phase velocities of the spatial modes are determined
by the grating period and therefore can be chosen to satisfy
the above phase matching condition. According to our calcu-
lations, maximum power is achieved, when the frequency of
generated radiation falls into the region of the phonon absorp-
tion peak of the waveguide material. In this case the nonlinear
susceptibility of semiconductor increases greatly. The results
of our calculations indicate that at the near infrared modes gen-
erated with a power of 10W in a 1-µm region, the difference
mode can be generated with a power of ∼ 1 mW in the range
of optical phonon frequency in GaAs (λ ∼ 36µm) in a 100-
µm-wide 1-mm-long waveguide.

1. Calculation of the difference mode power

Let us consider wave propagation in a vacuum — grating —
planar semiconductor structure (see Fig. 1). The grating is
formed by metallic strips on the surface of the semiconduc-
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Fig. 1. Scheme of a waveguide for the difference frequency gener-
ation, (the layers are numbered in accordance with the table data).

tor. In the case when the semiconductor structure is grown on
the (001)-plane substrate and the high-frequency modes have
TE polarization and propagate along the [110] direction, the
nonlinear polarization in GaAs is normal to the plane of layers
and the TM mode is generated at the difference frequency [3].
Further we will be considering only this case. The following
symbols are used in Fig. 1: L is the grating period, d and h
are the width and height of the metallic strip. Let the Z-axis
be directed along the crystallographic direction [001] and the
grating strip along the Y-axis (see Fig. 1). For calculation we
use the method of series expansion of the eigen modes of a
periodic structure over spatial harmonics. We consider the re-
gions of X-coordinate dependent and independent permittivity
separately. The TM mode propagating along the X-axis has
one magnetic field component directed along the Y-axis.

Table 1.

Thickness of Type and
No. of the layer concentration Mobility
layer Material (µm) (cm−3) (cm2/(V s))

#1 GaAs —- n-8×1018 2573
#2 InGaP 0.6 n-4×1016 1947
#3 GaAs 0.5 n-4×1016 5796
#4 InGaP 0.6 p-1×1017 40
#5 Au 0.2 —- —

The table lists the InGaAs/GaAs/InGaP heterostructure pa-
rameters for generation of the difference frequency. Sandwich-
ing a narrow-gap GaAs between wide-gap InGaP emitter layers
with a lower refractive index one can form the waveguide for

234



IRMP.06p 235

|
|

ε 12
3(2

)
(c

m
/V

)

10−7

10−8

10 20 30 40 50 60
λ (µm)

Fig. 2. Dependence of the ε(2)123 component in GaAs on the difference
mode wavelength.

near-infrared radiation.
The nature of the second order nonlinear susceptibility of

GaAs is anharmonicity of the optical vibrations. Therefore,
there is a nonlinear susceptibility resonance when the differ-
ence frequency corresponds to the transverse optical phonon
frequency. In zinc blend structure semiconductors the non-
linear susceptibility tensor components ε(2)ijk are not zero, if
i �= j �= k only. All nonzero components are equal. The
dependence of nonlinear susceptibility on frequencies of the
waves which are influenced by the medium in semiconduc-
tors A3B5 was considered in [7]. The nonlinear susceptibility
dependence on the difference frequency is shown in Fig. 2.
From the figure one can see that there is a maximum of sus-
ceptibility near the transverse optical-phonon frequency, and
then the susceptibility tends to constant ε(2)123 with a frequency
growth. At maximum the value of nonlinear susceptibility is
more than 40 times higher than that at high frequencies. There-
fore, the output power of the difference frequency wave largely
increases near the transverse optical-phonon frequency, in spite
of a high absorption in this region.

The calculated difference-mode power is shown in Fig. 3.
The longest wavelength for a near-infrared mode is fixed and
equals 1µm in our calculation. The wavelength of the differ-
ence mode is changed by variation of the wavelength of another
near-infrared mode. The grating period is 8µm. The power
peak corresponding to the 1st diffraction order contains local
minima near the 28, 32 and 38µm wavelength values due to
the phonon absorption in InGaP and GaAs. The output power
maximum near the phonon resonance is due not only to the
maximum of nonlinear susceptibility but also to the difference
mode localization in the region of nonlinear interaction. This
localization occurs because of the surface plasmon waveguide
which is formed on the boundary of heavily and weakly doped
semiconductor layers. Due to the abnormal dispersion of the
refractive index near the phonon resonance it is possible to
satisfy the phase matching condition for the waveguide mode;
however, the corresponding power peak is weak due to the high
phonon absorption in this region.

The possibility of parametric generation of mid-infrared ra-
diation due to the lattice nonlinearity in GaAs based waveguide
has been discussed. To provide effective generation and radi-
ation output a special waveguide design including a metallic
grating is proposed. It is shown that under pumping with 10W
near-infrared modes the radiated power is of order of 1 mW at

10 20 30 40 50 60
λ (µm)

1×100

1×10−1

1×10−2

1×10−3

1×10−4

Po
w

er
 (

m
W

)

Fig. 3. The difference mode power versus the difference mode wave-
length in a waveguide with the following parameters: Lx = 1 mm,
Ly = 100µm, d = 0.5625L. Full curve corresponds to a fixed
grating period L = 8µm, broken curve corresponds to the period
equal to the nonlinear polarization wavelength.

frequencies close to the TO phonon frequency.
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MBE growth and study of Cr2+ :ZnSe layers for mid-IR lasers
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Abstract. MBE growth and photoluminescence study of thin films and bulk Cr2+:ZnSe are reported. We show that MBE
provides optically active chromium in ZnSe and is viable for fabrication of optically and electrically pumped laser structures.

Introduction

One of the best choices for affordable 2–5 µm mid-infrared
sources is direct oscillation from divalent transition metal ions
(TM2+)-doped wide bandgap II-VI semiconductor crystals [1].
Previous fabrication of TM2+: II–VI laser media has focused
on bulk crystals through either incorporation of a transition
metal in the melt [1] or thermal diffusion on existing crystals
[2, 3]. Recently MBE was used to obtain optically active Cr in
ZnSe and ZnTe with the goal of developing optically pumped
waveguide-confinement structures for reduced laser threshold
and increased efficiency as compared to homostructures [4].

MBE grown Cr:ZnSe thin films presented in this work
demonstrate the first step of our long-term goal for realizing
electrically pumpable transitional metal doped semiconductor
lasers by means of interband recombination, leading to intra-
center Cr2+ excitation and mid-IR emission.

1. Experimental

A series of undoped and Cr-doped ZnSe epilayers were grown
in a MBE system with solid sources of elemental Zn and Se
on undoped 40 mm diameter semi-insulating GaAs (001) sub-
strates. Cr incorporation was performed from a crucible based
effusion cell containing chromium diphenyl benzol tricarbonyl
(CDBT). This compound is characterized by a 0.1 torr intrin-
sic vapor pressure at 180 and 350 ◦C dissociation tempera-
ture. Uncontrolled substrate heating from thermal radiation
of molecular sources was resolved using easily sublimating
CDBT compounds disintegrated on the surface of the substrate
at growth temperature.

The layers of ZnSe buffer (300–700 nm) and Cr:ZnSe (600–
1000 nm) were grown at the growth temperature of 310 ◦C and
at the level of beam equivalent pressure (BEP) 1.2 × 10−9,
5.0 × 10−7, and 1.1 × 10−6 torr, for CDBT, Zn, and Se, re-
spectively. The growth rate was 0.1 nm/s. During the growth of
undoped ZnSe a (2× 1) surface-reconstruction was observed,
which corresponds to the surface enrichment with Se. After
start Cr:ZnSe growth (opened CDBT shutter) the transition
(2× 1)⇒ (1× 1) was observed, which is likely to indicate a
sufficiently high concentration of CDBT molecules and prod-
ucts of their dissociation on the substrate.

PL spectra at 5E →5 T2 mid-IR transitions of Cr2+ ions
were measured using an ARC–300i spectrometer and a PbS
detector/lock-in-amplifier combination. We used a CW er-
bium-doped fiber laser modulated at 800 Hz as an excitation
source.

2. Results

Laser mass-spectroscopy analysis of MBE grown Cr:ZnSe thin
films showed that the Cr concentration was in the range of (2–
5)×1019 cm−3. Incorporation of Cr in the active Cr2+ state
in epilayers was further verified by optical spectroscopy and
direct comparison of the PL spectrum of thin film to that of
bulk Cr2+:ZnSe grown for mid-IR laser applications. The film
thickness estimated from the oscillation period of transmission
spectra was d ≈ 1.45 µm (Fig. 1).

From the absorption spectrum of the bulk sample, assuming
the absorption cross section σ ∼ 10−18 cm2 the concentration
of Cr was estimated to be ∼ 1018 cm−3. The PL signal was
collected in 90◦ and 0◦ geometries, corresponding to collection
of light in the direction normal and parallel to the film inter-
faces, respectively. As one can see from Fig. 2, the bulk and
thin film PL spectra normalized at 2200 nm (4500 cm−1 see
Fig. 1(b)) corresponding to the spectral region where lumines-
cence re-absorption starts to be negligible. These spectra are
quite similar, indicating that Cr has been successfully incorpo-
rated in MBE grown thin films in active Cr2+ state. PL spectra
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Fig. 1. Transmission spectra of the GaAs/Cr:ZnSe thin film sam-
ple (a); optical density of the Cr2+:ZnSe bulk crystal (b) at room tem-
perature; and (c) difference between PL spectra of GaAs/ZnSe:Cr
thin films measured in 90◦ and 0◦ light collection geometry.
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Fig. 2. Room temperature PL spectra of the 5E → 5T2 transition of
Cr2+ ions in GaAs/Cr:ZnSe thin film: 90◦ light collection geometry
(a); 0◦ light collection geometry (b); and Cr2+:ZnSe bulk crystal (c).

of the thin film measured in 0◦ geometry and the bulk sample
(see Fig. 2(b) and Fig. 2(c)) are practically identical for the
luminescence longer than 2200 nm. At shorter wavelengths
from 1800 to 2200 nm thin film demonstrates somewhat more
intensive luminescence over the bulk sample, which can be
explained by possible re-absorption of luminescence signal in
the bulk crystal. The most interesting feature is enhancement
of luminescence signal around 2000 nm and its suppression at
2350 nm for the 90◦ collection geometry with respect to the
0◦ geometry and the bulk sample. Measurements of PL in-
tensity at 2000 nm versus pump power density showed that the
output-input dependence is strictly linear, hence, the stimulated
processes could not be responsible for the luminescence line
narrowing and PL enhancement at 2000 nm. Our hypothesis
is that the observed enhancement and suppression of the lumi-
nescence signal in the 90◦ collection geometry with respect to
the 0◦ geometry and bulk samples are due to enhancement and
inhibition of spontaneous emission by the cavity formed by the
thin film interfaces. A simple analysis of interference phenom-
ena in a Fabry–Perot cavity of thickness 1.45 µm filled with
a dielectric of index of refraction n = 2.44 (ZnSe) shows that
constructive and destructive interference (4th order) should oc-
cur at the wavelengths 2000 and 2350 nm, respectively. It is
noteworthy, that thin film in 0◦ PL collection geometry should
not exhibit this phenomenon, since only photons from the edge
of the thin film, unperturbed by the cavity are imaged onto the
slit of the spectrometer. The phenomenon of enhancement and
inhibition of spontaneous emission of a single two level atom
residing in a cavity has been well documented in the litera-
ture [5]. In our sample, the enhancement occurs near the peak
of fluorescence, while the inhibition occurs at a lower point in
the fluorescence. This should lead to an overall enhancement
of spontaneous emission and corresponding decrease in the PL
lifetime.

The PL kinetics depicted in Fig. 3 were measured across
a broad temperature range using D2-Raman-shifted Nd:YAG
laser excitation at 1560 nm with 5 ns pulse duration. A liquid-
nitrogen cooled InSb detector with a time resolution of 0.5 µs
was used in conjunction with a Ge filter to perform non-se-
lective PL measurements over the range 2–5 µm. At room
temperature the decay time of the thin film (τ = 3.2 s) was
half that of the bulk crystal (τ = 6.4 s). This difference could
be explained by the enhancement of the spontaneous emission
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Fig. 3. The decay of the fluorescence signal of Cr2+ ions at room
temperature in GaAs/Cr:ZnSe thin film sample (A) and Cr2+:ZnSe
bulk crystal (D). The low temperature kinetics of GaAs/Cr:ZnSe
thin film sample at T = 23 K (B) and Cr2+:ZnSe bulk crystal at
T = 20 K (C).

in the thin film as well as concentration quenching beginning
with concentrations larger than 1019 cm−3 [3]. The decay time
of thin film fluorescence increases to τ = 5.4 s with crystal
temperature decreasing to T = 23 K. The excited-state lifetime
of the bulk crystal slightly drops to τ = 5.6 s with temperature
decreasing to T = 20 K. The changes of the PL lifetime of
the bulk crystal can be explained by a lower probability of
radiative transitions from the higher-lying components of the
excited state sublevels [6].

In conclusion, it is shown that MBE provides optically ac-
tive Cr in ZnSe and is a viable route for fabrication of future
optically and electrically pumped waveguide confinement laser
structures, broadly tunable in the mid-IR spectral region.
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Abstract. The progress in the theory and recent experiments on nonlinear intracavity wave mixing in dual-wavelength
injection heterolasers is reviewed, including the use of both resonance electronic nonlinearity of quantum wells and bulk
nonlinearity of semiconductor nanostructure. A comparative analysis of the implemented and newly suggested designs for
mid/far-infrared lasing of this type is presented and prospects of the difference-, sum- and double-frequency
continuous-wave generation at room temperature are discussed.

Recently (see, e.g., [1–16]) we suggest and develop a concept
of intracavity nonlinear wave mixing using modes generated in
semiconductor injection lasers as an intracavity optical pump
for the mixing. This approach utilizes very high second-order
nonlinear susceptibilities of III-V semiconductors that cannot
be used as passive externally pumped crystals because of the
strong absorption of the optical pump and the absence of a
convenient phase-matching scheme. A bulk nonlinearity, e.g.,
in GaAs or GaP, in the mid-infrared range is more than three
orders of magnitude larger than in KDP, a typical transparent
nonlinear optical crystal. A resonance electronic nonlinearity,
e.g., in the step or double quantum-well heterostructures, may
be ever higher.

We analyze various types of semiconductor nonlinearities
and discuss the most promising schemes of nonlinear-mixing
lasers (NML), which may be used for the sum-, double- and
difference-frequency generation in a wide infrared range. The
intracavity nonlinear mixing has been already demonstrated us-
ing quantum cascade lasers as well as butt-joint lasers. These
experiments clearly show the promise of intracavity nonlinear
mixing in semiconductor injection lasers. Employing intra-
cavity optical pump fields provides the possibility of injection
current pumping and removes many problems associated with
an external optical pump (beam overlap, drive absorption, spa-
tial inhomogeneity) that were encountered in previous works
on nonlinear optics in semiconductors. Moreover, when the
optical pump is intracavity generated, the completely resonant
nonlinear interaction becomes possible, in which all fields are
resonant to corresponding interband or intersubband transitions
in coupled quantum wells.

Mid/far-infrared NMLs incorporate three basic ideas:

(a) dual-wavelength generation of two near-infared (in the
interband lasers) or mid-infrared (in the quantum cascade
lasers) modes;

(b) difference-frequency generation of mid/farinfrared ra-
diation in the 3–200µm range due to mixing of the
above lasing fields in the same laser cavity that provides
also wide tunability of the mid/farinfrared signal through
small shift of the lasing frequencies;

(c) a phase-matched waveguide design maximizing both the
confinement factors and the nonlinear optical overlap of
all three interacting field modes.

The interband NMLs are based on the robust and well-
established standard diode-laser fabrication technology and
expected to have a low threshold current density, which en-
ables stable continuous-wave widely-tunable room-tempera-
ture operation. The intersubband NMLs are based on the well-
developed and rapidly progressing technology of quantum cas-
cade lasers and also hold promise for wide applications.

The NMLs can be implemented both in the interband lasers
(diode-type lasers) and intersubband lasers (quantum cascade
lasers). In the present report, we discuss various designs of the
former, including

(i) Interband Cascade Lasers (or Tunnel-Junction Lasers)
with two vertically stacked active regions and a very
thin p/n tunnel junction in between that enables current
flow through each of two active regions in series,

(ii) Transistor Lasers with a three-terminal electrical scheme
that ensures independent pumping and control of each of
two mixing optical (near-infrared) fields,

(iii) Butt-Joint Lasers with two butt-joined laser diodes which
are optically coupled but injection pumped separately,

(iv) Surface-Emitting Grating-Outcoupled Lasers with the
hybrid-emitting design, where the difference-frequency
mid/far-infrared signal is surface-emitted by means of
a dielectric or metal grating, while the dual-wavelength
near-infrared or mid-infrared lasing proceeds in a stan-
dard edge-emitting geometry, e.g., in the abovemen-
tioned schemes (i)–(iii),

(v) Vertical-Cavity Surface-Emitting Lasers with double
distributed Bragg mirrors, which enable dual-wave-
length operation due to presence of two kinds of quantum
wells, etc.

For any NML, it is important that difference-frequency
generation naturally provides a possibility for relatively wide
tunability of the mid/far-infrared signal since even small fre-
quency shift of one lasing field relative to another lasing field
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results in a large relative shift of the difference frequency. In
particular, it opens prospects for mastering the terahertz fre-
quency range on the basis of a standard heterolaser technology,
which guarantees high compactness, reliability, continuous-
wave room-temperature operation, and low threshold injection
current pumping. We review theoretical and experimental in-
vestigations in the field and discuss applications.
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Interface-related magneto-photoluminescence on a type II
broken-gap single GaInAsSb/InAs heterojunction
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Abstract. Magneto-photoluminescence studies have been performed on the type-II broken gap
Ga0.94In0.06As0.13Sb0.87/InAs single heterostructures with 2D-electon channel at the interface containing two occupied
energy subbnads with carrier concentrations of n1 = 9.2× 1011 cm−2 and n2 = 4.7× 1011 cm−2, respectively. Intense
mid-infrared photoluminescence spectra exhibited a set of pronounced emission bands in the spectral region 0.3–0.5 eV and
it was investigated in magnetic fields up to 10T.

The type II broken-gap p(n)-GaInAsSb/p-InAs heterojunction
is a heterostructure in which two-dimensional electron gas
(2DEG) is formed in the potential well on the p-InAs side at the
heterointerface [1]. The flexibility of the choice of the structure
parameters such as epilayer composition, doping concentration
of contacting materials, applying an external bias, etc allows
us to obtain a 2DEG with widely varying properties [2]. The
magneto-photoluminescence (PL) studies of 2DEG were re-
ported for GaAs/AlGaAs quantum well [3]. We report in this
paper the first observation of infrared magneto-PL provided
by 2D-electrons localized at the type II broken-gap single het-
erointerface.

The epitaxial layers of the wide-gap GaIn0.06As0.13Sb solid
solutions (EG = 0.724 eV at T = 7 K) with a mirror-like sur-
face were obtained lattice-matched to the InAs(100) substrate
by LPE.The quaternary solid solution doped withTe was grown
on p-InAs substrate heavily compensated with Mn. The sin-
gle n-GaIn0.06As0.13Sb/p-InAs heterostructures demonstrated
high value of Hall mobility of 5.0 × 104 cm2(Vs)−1 in low
magnetic fields (B = 0.5T) at 77 K. 2D-electron channel with
two energy subbands (E1 and E2) with a sheet concentration
n1 = 9.2 × 1011 cm−2 and n2 = 4.77 × 1011 cm−2, respec-
tively, computed from Shubnikov-de Haas oscillations in mag-
netic fields up to 14T at 1.5 K was found at the heterointerface
(Fig. 1). The integer Hall effect plateaux with the filling factor
of ν = 6, 4 and 3 were observed in the Hall resistance curve
in the range 6T< B < 14T. Moreover, no evidence of the
holes contribution to the Hall conductivity for the samples was
observed in this field range. Then, the 2D-electron channel at
the heterointerface has been inserted into p-n junction.

Photoluminescence measurements were performed with a
BOMEM DA3.01 Fourier Transform Spectrometer equipped
with a CaF2 beam splitter and a liquid-nitrogen-cooled InSb
photovoltaic detector. A fiber-pigtailed laser diode with λth =
840 nm and output power up to 1W was used for photo-excita-
tion of the samples. Magneto PL measurements were made
in a superconducting split-coil optical magnet system capable
of 10T. The measurements were carried out in the Faraday
configuration, i.e. the magnetic field axis and the direction of
the light were parallel to each other and both were parallel to
the growth direction of the samples.

The samples under study exhibited intense photolumines-
cence at 4.2 K in two separate spectral ranges, high-energy
(0.55–0.80 eV) and low-energy (0.30–0.45 eV), which can be
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Fig. 1. Schematic energy band diagram of the type II broken-gap
n-GaIn0.06As0.13Sb/p-InAs heterojunction. The self-consistent po-
tential well on the InAs side at the interface contains two occupied
electron subbands.

associated with two different spatial regions of radiative re-
combination (Fig. 2). The high-energy part of the PL spectrum
contains a pronounced emission band with maximum at the
photon energy about of hνA1 = 0.684 eV and full width at half
maximum (FWHM) of 28 meV. The intensity of this emission
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Fig. 2. PL spectra for the type II broken-gap single n-
GaIn0.06As0.13Sb/p-InAs heterostructure at low and high excitations
in zero magnetic fields at 7 K.
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band is near linearly dependent on the excitation. A Burstein-
Moss shift of the peak towards higher energies by 7 meV was
observed with increasing optical pump intensity. The sec-
ond emission band with photon energy at maximum about of
hνA2 = 0.615 eV was weaker and broader than line A1. At
high optical pump intensity the line labeled BE with photon
energy at maximum of about hνBE = 0.720 eV appears as
a shoulder on the high-energy edge of the emission band A1.
The energy separations betweenA1 andA2 lines withBE line,
associated with the binding energies of EA1 = 36 meV and
EA2 = 105 meV for the first and the second charge state, re-
spectively, are in good agreement with results reported else-
where. High-energy emission bands (BE andA1) demonstrate
the features of a typical bulk-related magneto-PL. The small
diamagnetic shift for A1 line towards high energies with the
increasing of a magnetic field was estimated to be
E ∼ αB2

with the coefficient α = 0.055 meV/T. The intensity of the
high-energy bands and their shape are almost independent of
magnetic field in the range 0–10T. A slight decreasing in their
intensity was observed starting with 4T.

Intense luminescence was also found in the low-energy
range where the PL spectra exhibited three sharp pronounced
emission bands labeled a, b and c, respectively. These peaks
(hνa = 0.419 eV, hνb = 0.404 eV and hνc = 0.384 eV) re-
veal high intensity, and are extremely sharp with FWHM of
7 meV. The forth line labeled as d , more weaker, is peaked
at 0.355 eV. The narrow emission band can point to strong lo-
calization of the carriers involved in the recombination pro-
cess. The low-energy part of the PL spectra indicates that the
radiative recombination occurs near the type II broken-gap n-
GaInAsSb/p-InAs heterointerface. An important feature of all
low-energy lines is that the spectral position of the emission
band maximum remains with the varying of pump intensity. No
blue shift of the emission bands with increasing excitation level
was found. It means that the electron phase space is not filling
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Fig. 3. Low-energy part of PL spectra for the type II broken-gap sin-
gle n-GaIn0.06As0.13Sb/p-InAs heterostructure at different magnetic
fields at 4 K.

up to the Fermi energy and the radiative transitions are due to
using confined states at the heteroboundary GaInAsSb/InAs.
The low-energy lines behave more complicate on a magnetic
field: the a, b and c lines, which have Lorentzian-like shape,
become narrower and their FWHM decreases from 7 meV to
4 meV, on average (Fig. 3). The result of the deconvolution of
the lines by Lorentzian distribution reveals very good matching
with experimental curve that allowed us to conclude that in a
magnetic filed the radiative transitions occurs through localized
states [5].

In low magnetic fields up to 2T the rise of PL intensity
was observed. This rising is accompanied by extreme small
shift of PL peaks by < 1 meV towards higher energies with
the increasing of magnetic field and the broadening of the lines
width in two times. In higher fields (B > 4T) the inten-
sity of the a and c peaks decreases with increasing magnetic
field. The transitions associated with N = 0 and N = 1
becomes resolved starting with 4T and their FWHM comes
back to the value about of 4 meV. It explains the rising of PL
intensity in low-field range due to a presence of two close sit-
uated emission bands connected with different Landau level
numbers. It is obviously that a–c lines manifest a fundamen-
tal, interface-related property of the type II GaInAsSb/InAs
heteroboundary. It means that for these emission bands we
deal with the radiative recombination involving the electrons
localized in the quantum well at the GaInAsSb/InAs inter-
face. The n-GaIn0.06As0.13Sb/p-InAs heterojunction creates
a similar situation of band bending at the heterointerface to
that previously reported for InAs/Al0.1Ga0.9Sb single quan-
tum well structure for which far infrared magneto-optic study
was carried out. In contrary to the latter the type II broken-gap
Ga1−xInxAsySb1−y /p-InAs single heterostructure can realize
the coexistence of electron-like and hole-like Fermi surfaces.
Such samples should demonstrate unusual properties due to
mixed character of the InAs conduction band and the GaInAsSb
valence band.
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Abstract. Transient characteristics of SiGe-QW laser structures were studied. The excitation of stimulated THz emission is
shown to be the result of carrier injection through contacts. The mechanism of intra-center population inversion caused by
carrier injection is suggested.

Introduction

Stimulated THz emission has been observed in strained single-
QW Si/Si1−xGex /Si structures with an optical resonator [1].
The origin of the THz emission was attributed to intra-centre
optical transitions between resonant and localized acceptor lev-
els, similar to the lasing of uniaxially strained p-Ge. Two dif-
ferent regimes for excitation of the emission were found to
exist in the same sample [2]. In the first case, the onset of las-
ing is observed at electric fields ≈ 100 V/cm when the current
through the substrate is practically absent. The excitation of
the emission in this case depends on conditions on both the
structure surface and contacts. The second regime exists in the
case of thermal ionization of donors in the substrate caused by
Joule heating of the SiGe layer. In the present work, the cause
and conditions for the emission excitation in the low-current
regime were studied.

1. Experiment and discussion

The problem arisen consists in the following. In the case of
p-Ge resonant-state laser (RSL), population inversion is real-
ized for the resonant states of shallow acceptors induced by
an external stress. Initially, the ground state of an acceptor
is frozen at low temperatures and the free hole concentration
is very small. Electric field depopulates the acceptor ground
state due to impact ionization, while the resonant state acts as
a trap for carriers due to a capture-emission exchange with the
continuum and is filled to some degree. In the case of our
SiGe structures, impact ionization was not observed at electric
fields sufficient for lasing because of larger shallow-acceptor
binding energy in Si1−xGex alloy (at our values of x = 0.07,
0.1 and 0.15) in comparison with that for p-Ge. Calculations
showed that this energy is∼ 27 meV [3, 4]. On the other hand,
the Fermi level is near QW valence band edge and the free
hole concentration at equilibrium conditions is of the order of
the acceptor concentration in the QW [5, 6]. That is why the
population inversion would be difficult to get even if impact
ionization could occur. Nevertheless, the stimulated emission
is observed and the question emerges, what is its excitation
mechanism.

The p-type single-QW Si/Si1−xGex /Si structures MBE
grown pseudomorphically on n-type Si substrates were studied.
The Ge content in the SiGe alloy was x = 0.07, 0.1 and 0.15.
The SiGe layer of 13.5 nm thickness was doped with boron
in the QW middle with B concentration of 6 × 1011 cm−2.
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Fig. 1. Time dependence of emission intensity.

It was sandwiched between Si buffer (81 nm wide) and cap
(38 nm) layers both doped with one boron d-layers with B con-
centration of 6 × 1011 cm−2. The δ-layers in the barriers
were positioned at the distances of 19 nm from each QW inter-
face. The phosphorus donor concentration in the substrate was
(1− 5)× 1011 cm−3.

The evolution of THz emission and current along the SiGe
layer at the starting front of voltage pulse was studied. The
time dependence of radiation intensity is shown in Fig. 1. The
main features of the time dependences of the sample current
and THz emission intensity are: damped oscillations, negative
current and a time delay in the emission excitation depending
on voltage (Fig. 2), as well as emission quenching at increasing
pulse front duration. All these phenomena are attributed to a
non-stationary injection of carriers through contacts and ex-
plained in terms of excitation of space-charge waves [7]. This
is confirmed by current-voltage characteristics of the samples
I ∝ U3/2 typical for the injection currents at acoustical phonon
scattering [8], as well as by voltage dependences of oscillation
decay time and delay time of the onset of emission. The nega-
tive current is explained [9] by sweep-out of carriers in applied
electric field. The time for the sweep-out is the transit timeL/v
(L is the distance between contacts, v is the drift velocity),
which in our case is less than dielectric relaxation time; and so
the current is determined by diffusion directed opposite to the
applied voltage. The damped oscillation of current (and emis-
sion) are connected with the drift space-charge waves, that is
confirmed by their time-independent period. The decay time
of oscillations is determined in this case by a space recharging
of acceptor centers [7].
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The results obtained show that the excitation of stimulated
THz emission is the result of carrier injection through contacts.
The mechanism of intra-center population inversion in SiGe/Si
structures is supposed to be due acceptor ground state depop-
ulation, which is in this case the result of either sweep-out of
majority carriers or minority carrier injection.
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Abstract. Raman and admittance spectroscopy were used to study effect of nanosecond pulsed ruby laser action on the
composition and hole energy spectrum of Ge self-assembled quantum dots coherently embedded in a Si matrix. The
inhomogeneity of quantum dot array parameters owing to Ge nanocluster size dispersion inherent in the Stranskii–Krastanov
growth was found to be noticeable improved with subsequent laser irradiation from single up to ten pulses action.

Introduction

Epitaxial growth of highly strained semiconductors in the
Stranski–Krastanov growth mode enables in situ fabrication
of arrays of nanoscale quantum dots (so called self-assembled
quantum dots — QDs) [1]. Electronic and optoelectronic nano-
devices implemented on self-assembled quantum dots in semi-
conductor matrix have attracted much attention due to their
potential application. The basic technique to grow QDs nanos-
tructure is molecular beam epitaxy, which commonly gives
size inhomogeneity of QDs within a 20% range. The self-
assembling imply the appearance of nanoclusters (QDs) with
preferred characteristics: sizes, shapes, space between nan-
oclusters, and their mutual arrangement. At present, particular
attention is being given to the size distribution in array of QDs,
because this parameter is responsible for quantized state energy
level dispersion being apparent in optical and electrical prop-
erties. The conventional way to tune the parameters of QDs
array (size, shape and density) is variation of growth conditions
by the alteration of substrate temperature and molecular flux.
However, to establish a way to get sufficiently uniform QD
sizes still remains a critical issue. This should be solved since
well defined sizes with small dispersion are generally required
for any unique physical experiments and practical applications.

In this work we present the results of investigation of nanose-
cond pulsed laser action on Ge/Si quantum dot heterostruc-
tures. The idea is to dissolve smaller size Ge nanoclusters in
Si matrix by pulsed laser melting of Ge QDs and intermixing
with surrounding solid Si. The melting point of Ge (958.5 ◦C)
is rather less than of Si one (1410 ◦C). So, the short pulsed heat-
ing allows melting Ge nanoclusters inside solid Si. Regrowth
time following melting is defined by the cooling of Si layer
due to heat diffusion into Si substrate. This time is comparable
with laser pulse duration in nanosecond scale of laser pulses.
So, the smaller Ge QDs may be easier dissolved due to larger
interface/volume ratio.

1. Experimental

The samples were grown by molecular beam epitaxy on a (001)
oriented 0.005�cm doped with boron up to a concentration of
∼ 1019 cm−3. The buffer Si layer of p-type with concentration
of∼ 4×1016 cm−3 and thickness of 400 nm was grown firstly.
Then Ge QDs layer was formed in Stransky–Krastanov growth
mode at 300 ◦C for three type of samples with different nomi-
nal Ge thicknesses of d = 6, 8 and 10 monolayers (ML). The

cap Si layer was p-type Si of 300 nm thick. Cross-sectional
transmission electron microscopy gives the average size of the
dot base length 8 nm for d = 6 ML, 10 nm for d=8 ML and
15 nm for d=10 ML. The aspect ratio of the pyramidal shape
Ge nanoclusters was about 1/10. The areal density of the dots
was estimated to be about 3×1011 cm−2 and the dot uniformity
approximately ±17%. A 80 ns pulse ruby laser (fundamental
wavelength λ = 694 nm) with optical system formed the light
beam of 4.5 mm in diameter and inhomogeneity not worse than
±5% [2]. The energy density was taken as a threshold for
Si surface melting inducing in our experiments near 1 J/cm2.
Laser beam energy reproduced with an accuracy better than
±2%. A pyrometer sensor detected thermal radiation from the
central part of the laser-heated area to measure the brightness
temperature on Si surface. The time-resolved reflectivity de-
tected in pump-and-probe experiments with probe laser beams
of λ = 530 and 1060 nm. The samples irradiated with both
single and ten pulses of laser beam.

2. Results

Raman spectroscopy. The elemental composition and elastic
strains in Ge QDs heterostructures were analyzed by measuring
the Ge-Ge and Ge-Si Raman peak intensities, full width at half
maximum (FWHM) and peak position before and after pulsed
laser action [3]. The elemental composition of virgin GexSi1−x
QDs in Si is described by x in the range from 0.70 (d = 6 ML)
to 0.77 (d = 10 ML), being an evidence for formation of prac-
tically pure Ge nanoclusters in Si matrix with Ge-Si bonds on
interface. Pulsed laser action leads to x decreasing which is
more pronounced for samples with d = 6 ML and resulting
in Ge-Si intermixing. Further x decreasing takes place with
increasing of pulsed irradiation up to ten actions. Laser action
was found to reduce FWHM of Ge-Ge peak by a factor 1.5 and
increasing intensity of Ge-Si peak (Fig. 1). These results are
the indication of reducing of QDs size dispersion, improving
of homogeneity of elemental composition and elastic strains in
QDs. The conventional long term annealing does not lead to
similar effect.

Admittance spectroscopy. For Ge/Si(001) type-II QDs het-
erostructures the localization inside the dot occurs only for
hole, whereas the dot forms a potential barrier for electron.
The hole energy spectrum was evaluated from the data of ad-
mittance spectroscopy in virgin and laser annealed samples.
A Ti contact with an area 4.4×10−3 cm2 was deposited on top
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annealing.

of the samples to form Schottky barrier. The measurements
of complex conductance was made with Fluke PM6306 RCL
Meter in the frequency range 10–700 kHz and the temperature
range 100–300 K. The modulation amplitude of reverse biased
Schottky diode was 25 mV. To simplify experimental data inter-
pretation the samples with Ge nominal thickness of d = 6 ML
were taken for measurements. For that case small size quantum
dot forms just single (ground) hole confined local state. C−V
characteristics have shown that pulsed laser annealing results in
decreasing of QDs density (Fig. 2). An alternative explanation
is the hole energy level in the dots tends to become more shal-
low after laser annealing. But the temperature dependence of
the hole emission rate demonstrates the deepening of hole en-
ergy level after laser irradiation (Fig. 3). The activation energy
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Fig. 3. Activation energy of hole emission rate from the Ge QDs
into the Si valence band versus reverse bias for the sample with
d = 6 ML.

hole emission rate vs the reverse bias contains the information
on the hole energy dispersion due to QDs inhomogeneity in
size. We have found that laser annealing reduces the hole en-
ergy dispersion by a factor 2. This conclusion is in agreement
with the Raman results on improving the homogeneity of the
QDs size distribution.
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Differential shallow impurity absorption in Ge/GeSi QW
heterostructures in THz range at pulsed bandgap
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Abstract. Differential magnetoabsorption spectra in THz range in strained MQW p-Ge/GeSi heterostructures with residual
impurities have been studied at pulsed bandgap photoexcitation at T = 4.2 K. The signal relaxation is shown to have two
characteristic times. The “fast” time (one to several tens µs) corresponds to the free carrier recombination with those bound
at shallow impurities. The “slow” one (hundreds µs to several ms) conforms to free hole recombination at neutral donors,
the holes being thermally activated from very shallow acceptors in the heterostructures (with binding energy about 2 meV).

Introduction

In strained Ge/GeSi quantum well (QW) heterostructures the
valence band is split thus resulting in the decrease of hole ef-
fective masses and shallow acceptors binding energies [1–5].
Earlier we demonstrated a novel differential technique to study
the impurity magnetoabsorption in THz range by means of the
bandgap photoexcitation [6–7]. The modulation of impurity
absorption results from the capture of free carriers by ionized
impurities that also leads to a significant narrowing of the ab-
sorption lines due to a decrease of the potential fluctuations.
Owing to this we observed transitions resulted from excitations
of very shallow acceptors (A+-centers, neutral A0-centers with
spatial separation of the impurity ion and the hole with binding
energies about 2 meV) not resolved by far IR impurity photo-
conductivity technique [1–4]. This paper deals with impurity
magnetoabsorption study at the pulsed optical bandgap exci-
tation at T = 4.2 K that allows to determine characteristic
relaxation times of the absorption and to reveal the main reg-
ularities of the kinetics of both the free and the bound charge
carries.

1. Experimental

The Ge/Ge1−xSix heterostructures under study were grown
by CVD technique on low-doped Ge(111) substrates. The
structures consist of 162 Ge layers (QWs for holes) sepa-
rated by Ge1−xSix layers. The parameters are given in the
captions to Fig. 1, 3, 4. Due to the elastic stress relaxation
at the heterostructure-substrate interface the Ge layers were
biaxially compressed (the elastic deformation εxx being mea-
sured by X-ray diffraction) whereas CeSi layers were biaxi-
ally stretched.The structures were not intentionally doped; the
concentration of residual acceptors was about 1014 cm−3 [1].
Ionized impurities arise due to partial acceptor compensation
by donors (cf. [1]). Experimental setup has been described
in Ref. [6, 7]. Free carriers were generated by GaAs LED
(λ ≈ 0.9µm) feeded by current pulses. The pulsed signal of
the trasmitted through the sample THz radiation as a function
of the magnetic field was recorded using a TDS3034B “Tek-
tronix” multichannel digital oscillograph.
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Fig. 1. 3D plot of magnetoabsorption in the sample 306a (x =
0.12, dGe = 200Å, dGeSi = 260Å, εxx = 2.2 · 10−3) at pulsed
bandgap photoexcitation versus the delay time and the magnetic
field (τpulse = 100µs, repetition rate 1 kHz), h̄ω = 2.53 meV.

2. Results and discussion

A typical plot of the differential magnetoabsorption in the sam-
ple 306a is presented in Fig. 1. One can see cyclotron reso-
nance (CR) lines of free holes in QWs (CH1 and Ch1) and
absorption lines resulted from 1s → 2p+ transitions of a neu-
tral acceptor located at the center of the GeSi barrier (A) and
from the photoionization of A+-centers in Ge QWs (A+) [7].
It is clearly seen that the relaxation of hole CR line CH1 is
much faster that of the impurity line A+.

In Fig. 2–4 magnetoabsorption spectra measured at differ-
ent delay time as well as relaxation times determined from
pulse oscillograms are given. In the samples 308a,b (Fig. 3, 4)
with wider QWs the transition 1s − 2p+ (line A) is “split”
into two ones (lines A1, A2) due to the mixing of 2p+ states
pertained to the 1st and the 2nd hole subbands [7]. CE1L is
the CR line of 1L-electrons in the GeSi layers (cf. [6, 7]). In
the insert to Fig. 3 a typical signal oscillogram is given in the
semilogariphmic scale. Two characteristic relaxation times af-
ter the end of the illumination pulse can be easily seen, i.e. the
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Fig. 2. Magnetoabsorption spectra of the sample 306a measured at
the end of bandgap photoexcitation pulse (see Fig. 1) (1) and at delay
time of 40µs (2) (curves) and the relaxation times determined from
pulse oscillograms (symbols); h̄ω = 2.53 meV.

signal can be approximated with the sum of two exponents:

Ae
− t
τ1 + Be− t

τ2 (1)

The “slow” relaxation time τ2 stands for the signal relax-
ation at large time scale while at the initial stage the effec-
tive “fast” relaxation time (squares in Fig. 2–4) is as follows
from (1) a combination of τ1 and τ2.

As follows from oscillogram analysis (see, for example,
Fig. 1) the “fast” signal fraction is high for the CR lines and
small for impurity absorption lines and vice versa for “slow”
signal fraction. Note that “fast” time τ1 ranging in the sam-
ples under study from one to several tens µs proved to be at
least one order higher than that of free carrier recombination
in bulk Ge [8]. This seems to result from a space separation
of photoexcited electrons and holes by a built-in electric field
that should be a particular for each sample. This field is likely
to be responsible for the significant (several times) difference
in both τ1 and τ2 in the samples 308a,b deposited in the same
growth on different substrates (see Fig. 3, 4). The built-in elec-
tric field (that probably results from the Fermi level pinning in
the forbidden gap at the sample surface) separates the photoex-
cited electrons and holes that in turn compensate the field at
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Fig. 3. Magnetoabsorption spectrum of the sample 308a (x = 0.09,
dGe = 350Å, dGeSi = 160Å, εxx = 4.4 · 10−4) measured at the
end of bandgap photoexcitation pulse (τpulse = 330µs, repetition
rate 100 Hz) (curve) and the relaxation times determined from pulse
oscillograms (symbols); h̄ω = 1.77 meV. In the insert: oscillogram
of magnetoabsorption pulse measured at B = 23 kOe (circles) and
the decay fitting by the function (1).
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Fig. 4. Magnetoabsorption spectra of the sample 308b (x = 0.09,
dGe = 330Å, dGeSi = 150Å, εxx = 4.4 · 10−4) measured at
the end of photoexcitation pulse (τpulse = 100µs, repetition rate
100 Hz) (1) and at delay time of 32µs (2) and 79µs (3) (curves) and
the relaxation times determined from pulse oscillograms (symbols);
h̄ω = 2.43 meV.

the high enough illumination doze due to the impurity charge
exchange. Then, since at liquid helium temperature this ex-
change is persistent (i.e. the compensation persists for a long
time after illumination switching off), at pulsed illumination a
part of photoexcited electrons and holes (probably a little bit
separated by a residual built-in field) will be trapped by ionized
impurities while the other carriers will remain free. After the
end of the pulse free carriers due to their mobility can easily
meet a carrier (with the opposite charge sign) localized at the
impurity and therefore relax quickly. As easy to see in the spec-
tra in Fig. 2 in 40µs the intensity of the hole CR line CH1 drops
significantly while those of impurity lines A+ and A decrease
a little bit only. At the 2nd stage of relaxation intensities of all
lines decay with the same characteristic time τ2 � τ1. At this
stage the free holes seem to arise due to thermoionisation of
shallow acceptors. Free holes therewith recombine at neutral
donors while the concentrations of neutral acceptors and A+-
centers decay either due to recombination of bound holes with
free electrons, or simply owing to “outflow” of thermoexcited
holes recombining at the donors. As one can see in Fig. 4 after
the end of illumination pulse the electron CR line CE1L quickly
decays at the time scale of τ1 and further is not observed in the
spectra. The evident explanation is that there are no shallow
enough donors in the sample to supply free electrons due to
thermoexcitation at T = 4.2 K.
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Abstract. Using acoustic method we have determined ac (high-frequency) conductance of dense self-assembled arrays of
B-doped Ge0.7Si0.3 quantum dots in the temperature range 1–20 K and in magnetic fields up to 18 T. At low temperatures
the conductance mechanism is presumably hopping, while the contribution of extended states increases with the temperature
increase. We were able to separate the above contributions and determine the activation energy for the samples with
different doping levels as a function of magnetic field.

Introduction

For the first time, acoustic methods were used for studies of
the nature of the low temperature ac conductance in the dense
array of Ge-in-Si quantum dots in [1]. Since both Ge and Si
are not show piezoelectricity the only way to study acousto-
electric interaction is to employ the so-called hybrid method.
According to this method the surface acoustic wave (SAW)
propagates along a surface of piezoelectric LiNb03, the sam-
ple being pressed to the surface by a spring. In this case only the
piezoelectric field at SAW frequency ω penetrates the sample
while the ac strain in the sample is almost absent.

Contrary to [1], in the present experiment the quantum dots
consisted of 70% Ge and 30% Si. The two dimensional array
had density 3 × 1011 cm−2 and was located at the distance
2000 Å from the sample surface. The Ge0.7Si0.3 quantum dots
had pyramidal shape with square base 120×120 Å2 and height
≈ 20 Å. The systems were doped by B, three sample with
different B concentration – 6.8 × 1011, 8.2 × 1011 and 1.1 ×
1012 cm−2 (samples 1, 2 and 3, respectively) – were studied.

The SAW attenuation coefficient,�, and its relative velocity
variation, 
V/V , were measured in perpendicular magnetic
fields H up to 18 T in the temperature interval 1–20 K. The
SAW frequency interval was 30–300 MHz. Here 
V/V is
defined as (V − V0)/V0 where V0 is the SAW velocity at free
LiNbO3 surface.

Experimental results

Shown in Fig. 1 are magnetic field dependences of 
� ≡
�(H) − �(0) in the sample 2 for different temperatures. In
the temperature interval 1–6 K, 
� < 0, at large magnetic
field it tends to saturation. At T > 6 K 
� > 0. Similar
behaviors were observed for other samples. Namely, with the
temperature increase the sign of
� crosses over from negative
to positive. The magnetic field dependence of 
� above the
crossover temperature (which decreases with increase of the
doping concentration) is non-monotonous. The magnetic field
dependences of 
V/V ≡ [V (H)− V (0)]/V (0) for ω/2π =
28 MHz and T = 2, 3 and 4 K are shown in Fig. 2. This
quantity also saturates at large H .
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Fig. 1. The magnetic field dependences of the absorption coefficient
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Discussion

The observed decrease of the attenuation in magnetic field,

� = �(H)−�(0) < 0, can, in principle, be attributed to the
conventional two-site model of ac hopping conductance, see,
e. g., [2]. This decrease is due to decrease of the overlap of the
wave functions of the localized states involved in the inter-site
transition. The dc measurements [3] are also compatible with
hopping between the states localized at different quantum dots.
According to [2], both 
� and 
V/V are proportional to H 2

at small H , while at H → ∞ both �(H) and V (H) − V0
are proportional to H−2. Thus at H → ∞ the quantity 
�
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turns out to be independent of H that agrees with experiment.
Furthermore, since 
�|H→∞ = −�(0) + A/H 2, one can
find zero-field attenuation, �(0). Such procedure has been
carried out for all samples and for different temperatures. Since
V (0) is close to V0 using a similar procedure one can find
(V0 − V (0))/V0. Knowing the above quantities and using the
procedure described in [4] one can determine the complex ac
conductance,

σ (ac)(ω) ≡ [σ1(H, ω)− iσ1(H, ω)]H=0 .

It turned out that in the studied frequency range the quantity
σ1 is frequency independent with the accuracy of 15%. Tem-
perature dependences of σ1 and σ2 for the sample 2 and fre-
quency 28 MHz are shown in Fig. 3. Negative sign of 
�
at low temperatures supports the hopping conductance mecha-
nism. According to the two-site model of ac conductance [5],
the expressions for the above quantities depend on the product
ωτ0 where τ0 is the energy relaxation rate for a typical pair of
sites involved in the ac hopping conductance. The observed
weak frequency dependence of �(0) would correspond to the
case ωτ0 � 1 where �(0) should be only frequency indepen-
dent and increasing with temperature. According to the same
model, the σ2/σ1 must be greater than 1, that is not the case in
the experiment. In addition, σ2 should be an increasing func-
tion of frequency, ∝ ω with logarithmic accuracy. From that
we conclude that conventional two-site approximation is not
sufficient to explain the observed experiment behavior.

As follows from Fig. 1, at T > 5 K the absolute value of
�
decreases with magnetic field, and at T ≥ 7 K 
� becomes
positive. Positive 
� is usually observed if the conductance
occurs via extended states. Consequently, it is reasonable to
assume that the actual conductance has two contributions orig-
inating form localized and extended states, respectively. To
separate the mechanisms let us assume that the temperature
dependences shown in Fig. 3 correspond to localized states.
Extrapolating these dependences up to 5, 5.5 and 6 K one can
then compare the values of the conductance with those de-
termined from experiment according to the discussed above
procedure. The difference between the observed and extrap-
olated values of σ1,2 can be ascribed to the contributions of
the extended states. For example, for T = 5 K the contri-
butions of localized and extended states to σ1 turn out to be
5.2×10−7�−1 and 1.2×10−7�−1, respectively. The role of
the extended states increase with the temperature increase. We
have not found noticeable contributions from extended states
to σ2.

At higher temperatures, T = 7−20 K, where 
� > 0 and
depends on magnetic field non-monotonously one can easily
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Fig. 4. The magnetic field dependence of the activation energy for
the sample 2.

find σ1 using the procedure of [6]. The temperature depen-
dence of σ1 follows the activation law, the activation energies
being 1.45± 0.03 and 1.24 meV for samples 2 and 3, respec-
tively. Shown in Fig. 4 is the magnetic field dependence of
the activation energy for the sample 2. The activation energy
first increases with magnetic field, and then saturates. This
behavior can be explained by shrinking of the wave functions
in magnetic field [7].

Conclusion

Acoustoelectric effects in dense (n ∼ 3 × 10−11 cm−2) self-
assembled arrays of Ge0.7Si0.3 quantum dots in Si show that
at low temperatures the mechanism of ac conductance is pre-
sumably hopping. As temperature grows the role of extended
states increases. We have managed not only to separate the
respective contributions, but also determine the activation en-
ergies and their magnetic field dependences. The quantitative
description of both ac and dc transport will require more theo-
retical work.
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Abstract. Silicon nanopowders produced by electron-beam-induced evaporation of a bulk silicon sample have been studied
using the photoluminescence technique and Raman scattering spectroscopy. A photoluminescence peak up to blue region of
the spectrum has been detected at room temperature in powders consisting of silicon nanocrystals. The size of silicon
nanocrystals was determined by analyzing of Raman spectra. A strong short-wavelength shift of the photoluminescence
peak can be attributed to the quantum size effect of electrons and holes in small silicon nanocrystals (about 2 nm).

Introduction

Silicon nanopowder attracts recent scientific attention because
of general interest to silicon nanocrystals. Potential possibility
of selection of particle on size looks like benefit in compari-
son with clusters directly formed in the process of deposition
or thermal treatments. Of course, separation of nanoparticles
with size about several nanometers represents quite compli-
cated problem. Nevertheless, solving the problem of selection
makes a promise to apply silicon nanopowder for creation of
high density memory or effective light emitting devices within
silicon nanoelectronics. From scientific point of view, investi-
gation of separate silicon nanoparticle could give experimen-
tal answer on question concerning electronic spectra of silicon
nanocrystals. In this paper an attempt to obtain separate silicon
nanoparticles and to examine their properties is presented.

1. Experimental

Silicon nanopowder was obtained utilizing silicon atoms co-
agulation in gas flow. Injection of silicon atoms was provided
by evaporation of silicon ingot by means of power electron
beam. Electron beam accelerator ELV-6 with energy of elec-
trons of 1.4 MeV was used as a pumping. Coagulated silicon
atoms were gathered through special filters in the form of pow-
der, which properties were examined by means of electron mi-
croscopy, Raman and photoluminescence spectroscopies. Pho-
toluminescence spectra were registered at room temperature
using pulse N2 gas laser as a source. Raman spectra were
taken at room temperatures in backscattering geometry with
Ar gas laser as a pumping (wavelength 514 nm). Both DFS-52
and Dylor Raman spectrometers were used in measurements.

2. Results and discussion

Depending on gas atmosphere in the flow silicon or silicon ox-
ide nanocrystals were obtained. Electron microscopy revealed
spherical form of nanocrystals. The size of nanoparticles var-
ied from several nanometers to tens of nanometers depending
on the filter been used.

In the case of silicon nanopowder a visible photolumines-
cence was detected at room temperature (Fig. 1). Most sur-
prising was photoluminescence of silicon nanopowder in blue
region of spectra in addition to room temperature detection of
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Fig. 1. Photoluminescence spectrum of a silicon nanopowder (ex-
citation by pulsed 337-nm N2 laser at 300 K).
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Fig. 2. Raman spectra of (dashed line) bulk silicon and (solid line)
silicon nanopowder prepared by electron beam-induced evaporation.

the light emission. Raman spectra for initial silicon ingot and
obtained silicon nanopowder are presented in Fig. 2. Optical
phonon peak is shifted to lower energies due to localization
of phonons inside of silicon nanocrystals. The position of the
peak corresponds to crystalline form of silicon nanoparticles.
Evaluation of the peak position gave an estimation of average
nanoparticles size about 2 nm. For such small silicon nanopar-
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Fig. 3. Calculated optical gap in silicon nanocrystals.

ticles band gap could be high enough to provide visible photo-
luminescence due to direct recombination of electron-hole pair,
localized inside of nanoparticle. Taking into account keeping
of nanopowder in air atmosphere after preparation and possi-
bility of capping by silicon dioxide, possibility of recombina-
tion trough environment electronic state should be considered
also. Estimation of optical gap in silicon nanopowder capped
with silicon oxide was done in effective mass approximation,
what presented in Fig. 3. The range of observed photolumines-
cence correspond quite well to Raman estimation of the size of
nanocrystals.

So, blue-red photoluminescence from silicon nanopowder
was observed for the first time, what will be discussed in the
presentation as well as aspects of silicon nanopowder forma-
tion, its electronic properties and potential for application in
nanoelectronics.
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Abstract. In this work we studied a set of samples grown by molecular beam epitaxy in which a Ge layer was deposited on a
Si(001) substrate covered with a thin SiO2 layer. Three different thicknesses for the two layers were considered: 0.3, 0.6 or
0.9 nm of Ge, and 0.5, 0.75 or 1 monolayer (ML) of SiO2 were deposited. The measurements of Rutherford
backscattering (RBS) at grazing angles of incidence suggest the formation of Ge quantum dots (QDs) just for the thicker
layers. The photoluminescence (PL) measurements confirm the above results. The PL spectra also show the presence of
structural defects in the samples.

Introduction

One of the long standing problems in the electronic industry is
to combine optical and electrical functions on a silicon chip.
One of the several approaches proposed in the last decades
consists in band structure engineering involving the growth of
Si/Ge multilayered structures. Different growth modes have
been used for the growth of Ge QDs on silicon substrates.
The most used one is the Stranski–Krastanow which explores
the lattice mismatch between Si and Ge for the spontaneous
growth of Ge islands upon a GeSi wetting layer [1]. After
a critical thickness of the Ge quantum well the strain energy
is relieved through the formation of Ge islands. This tech-
nique allows a certain degree of vertical self-organization of
islands in different layers [2]. However, the QDs obtained by
this technique are too large to explore quantum confinement
effects and their density is not high enough for the expected
applications in silicon-based optoelectronic and quantum elec-
tronic devices [3,4]. So, a reduction in the dimensions of the
islands and an increase of their density are required. Dimin-
ishing the growth temperature, we obtain a higher Ge content
in the islands with lower dimensions [5]. However, the defect
concentration simultaneously increases, resulting in a lower
crystal quality.

In order to create smaller islands, modification of the initial
conditions on Si surfaces has been performed by deposition
of certain materials in amounts of up to 1 monolayer (ML),
which stimulated island nucleation [6,7]. Recently, Shklyaev
et al [4] used an ultrathin layer of silicon dioxide as an interme-
diate coverage for Ge deposition. Spontaneously induced local
transformation of the dielectric layer allows the production of
very small Ge islands with a very high density. The structural
and optical properties of the dots grown by this method are just
starting to be investigated [3,4,8].

In this work we study a set of samples which were grown by
molecular beam epitaxy. A Ge layer with a nominal thickness
of 0.3, 0.6 or 0.9 nm was deposited at 550 ◦C on a Si(001) sub-
strate covered (at 400 ◦C) by 0.5, 0.75 or 1 ML of SiO2. The
samples were capped at 500 ◦C with 100 nm of Si. The de-
pendence of the structural and optical properties on the growth
parameters is studied.

1. Experimental

The details of the RBS and PL measurements are discussed
elsewhere [9,10]. Hydrogen passivation was done in a chemi-
cal vapour deposition reactor at 100 ◦C for 15 min.

2. Rutherford backscattering measurements

The strain in the films was evaluated using the channelling
curves along the main axial directions. Angular scans along the
〈100〉, 〈110〉 and 〈111〉 axes were performed for the following
samples: i) with 1 ML of SiO2 and 0.3, 0.6 and 0.9 nm of Ge
and ii) with 0.9 nm of Ge and 0.5, 0.75 and 1 ML of SiO2.
The results obtained for the sample with the thickest layers
(1 ML of SiO2 and 0.9 nm of Ge) are depicted in Fig. 1. Along
the 〈100〉 direction, a narrowing of the Ge-related curve as
compared to the Si-related one is visible. On the contrary, for
the 〈110〉 direction we observe a broadening of the Ge curve.
In both directions the minimum yield (χmin) of the Ge curves
is higher than that of the Si ones. This is a clear indication of a
change in atomic alignment due to the presence of strained Ge
islands. On the other hand, the positions of the minima of both
Ge and Si curves for the 〈110〉 direction are identical. This
suggests that, despite a lower crystalline quality, the Ge film is
coherently aligned with the Si substrate.
χmin and the angular width at half-minimum (�1/2) ob-

tained for the Ge and Si scans, for samples with 1 ML of SiO2
and 0.3, 0.6 and 0.9 nm of Ge, are summarized in Table 1 for
the 〈110〉 direction. The results show that the χmin value for
the Ge scan of the thinner sample (0.3 nm of Ge) is close to
the Si-related one. Similar scan results (not shown) were ob-
tained for the 〈100〉 and 〈111〉 directions [10]. This similarity
between χmin for Ge and Si is a clear indication that the Ge
atoms are incorporated substitutionally in the Si lattice, ex-
cluding the formation of Ge quantum dots. As the thickness
of the Ge layer increases, the χmin value of the Ge curve rises
due to increasing atomic misalignment. This behavior is a way
to release the strain energy accumulated in the Ge films due to
lattice mismatch between Si and Ge (∼ 4%). For the sample
with the thickest Ge layer (0.9 nm) we verified that χmin for Ge
is almost 50%, indicating a possible presence of Ge quantum
dots. These results also show an increase of the �1/2 for the
Ge curve as the thickness of the Ge layer rises (from 0.81◦ to
1.26◦, for 0.3 and 0.9 nm of Ge, respectively). This increase
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Fig. 1. Angular scans along the main axial directions for the 0.9 nm
buried Ge layer grown on 1 ML of SiO2.

also suggests the presence of Ge quantum dots.

Table 1. Minimum yield (χmin) and angular width at half-minimum
(�1/2) in the 〈110〉 direction for the samples with 1 ML of SiO2 and
with 0.3, 0.6 and 0.9 nm of Ge. 0.3 nm 0.6 nm 0.9 nm

Ge 5.9% 32.0% 48.6%
χmin Si (surface) 2.5% 9.6% 17.6%

Si (substrate) 3.2% 9.6% 17.6%
Ge 0.81◦ 0.96◦ 1.26◦

�1/2 Si (surface) 0.99◦ 0.96◦ 1.04◦
Si (substrate) 0.85◦ 0.96◦ 1.04◦

Simulations for angular scans with the FLUX program [11]
are under way in order to determine the crystallographic ori-
entation of the Ge quantum dots.

3. Photoluminescence measurements

PL measurements on as-grown samples show the usual exciton
luminescence from Si substrate and capping layer for energies
higher than∼ 1 eV. For lower energies a broad emission in the
range 0.8–0.9 eV is observed (see Fig. 2) as well as peaks due
to radiation induced defects at 0.767, 0.790 and 0.926 eV [12].
The broad band shows some structure and its shape depends
critically on the thicknesses of the the SiO2 and Ge layers. For
the samples with the lower thicknesses of these two layers the
broad band is centered at 0.83 eV. However, for the sample with
the higher thicknesses a shoulder at ∼ 0.85 eV appears. The
lower energy component is attributed to dislocations (D1 line)
whereas the higher energy component(s) is(are) related to the
possible presence of QDs in the samples.

After the passivation, the intensity of the dislocation band
D1 increases (Fig. 2) which is in agreement with the litera-
ture [13]. On the other hand, the 0.85 eV band also increases.
Due to the passivation treatment, we can clearly distinguish
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Fig. 2. Photoluminescence spectra of a set of samples with different
the thicknesses for the SiO2 and Ge layers. A spectrum from the
passivated sample with 1 ML of SiO2 and 0.9 nm of Ge is also shown.

the dislocation band D1 from the 0.85 eV emission that we at-
tribute to the Ge quantum dots. Some fitting procedures are
under way in order to better understand the behavior of this
band.
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Abstract. Solid-source molecular beam epitaxy is employed for the growth of Ge/Si multilayer systems on 4-inch Si wafers
with in situ monitoring. Results of detailed investigations of composition profiles performed by SIMS and Auger
microprobe on 10- and 20-period stacks are presented. Comparative study of growth mechanisms by atomic force
microscopy illustrates the transition from the wetting layer to the island formation. Also scanning electron microscopy on
stacks’ cross-sections reveals this transition. Data on optical properties characterized by photo-luminescence show a peak in
the low-energy region at ∼ 0.73 eV.

Introduction

The near infrared region at wavelengths between 800 nm and
1600 nm is frequently used for fiber-based optical communi-
cation systems. SiGe/Si optical receivers and emitters could
allow the integration with silicon-based micro- and optoelec-
tronics because the lower band gap of SiGe increases the ab-
sorption in this wavelength region considerably compared to Si
Several proposals exist for realization of silicon integrated op-
toelectronic circuits. We investigate in this paper the properties
of multilayer stacks consisting of monolayers Ge embedded
between silicon.

1. Target

Si-rich Ge/Si multilayers with a few monolayers Ge embedded
in Si form stacks consisting of 10–20 periods of few monolay-
ers Ge separated by Si. Thick Si spacers are chosen in order to
avoid relaxation of the whole system with a low mean Ge con-
tent. Such structures are favourable for near-infrared optoelec-
tronics. Transition regimes are maintained between the growth
of flat wetting layers and Ge-island formation (Stranski–Kras-
tanov mechanism) (Fig. 1). Correlation between layer-stack
morphology, structural and optical properties are searched.

2. Growth

Solid-source molecular beam epitaxy with e-beam evaporation
for Si and effusion cell for Ge is employed [1, 2]. Mean growth
rates of 0.1 nm/s are applied at substrate temperatures of 450–
550 ◦C. The atomic fluxes are in situ monitored by a quadrupole
mass-spectrometer and the growth rate is in situ monitored by
time-resolved interferometric reflectometry. From 2 to 10 ML
Ge and 36 nm Si in each period are deposited in layer stacks

Ge

Si
Si

Si

Si

Si

Si

Si

Si

Fig. 1. Schematic of a layer-stack formed by Ge wetting layers on
Si (left) and by Ge wetting layers with islands formed on top of
them (right).
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Fig. 2. Auger-profile of a 10-period layer stack measured with etch
rate of 1 nm/min.

with 10 to 20 periods during this series of experiments. For
comparative investigations of the surface morphology also Ge
layers are grown without the Si caps.

3. Characterisation

Chemical composition is analysed by SIMS and Auger mi-
croprobe. Fig. 2 presents a typical Ge depth distribution in a
10-periods stack measured by Auger-electron profiling. Cross-
sections of completed stacks are investigated by scanning elec-
tron microscopy (SEM) (see, for instance, Fig. 3). Uniform
layer deposition is observed up to 10 periods, hereafter, nucle-
ation of large islands proceeds frequently. Surface morphology
is studied by atomic force microscopy and by light microscopy
with differential interference contrast. The transition of smooth
morphology (Ge wetting layer, see Fig. 1a) to island growth
on top of the wetting layer (see Fig. 1b) depends on monolayer
numbers and growth temperature. Fig. 4 shows islands formed
on top of wetting layers (12 ML, 500 ◦C). Preferential etching
as described in [3] is used for defect imaging. Optical prop-
erties are characterised by photoluminescence at temperatures

MAG = 263.74 K X EHT = 7.85 kV WD = 7 mm

File Name = Dots_26.ti200 nm

Fig. 3. SEM cross-section image of a 20-period layer stack showing
the starting island formation after 10 periods.
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Fig. 4. Ge islands formed on top of wetting layers, (2× 2)µm2.

from 4 K to 150 K. Fig. 5 shows a PL spectrum measured at 5 K.
Spectrum of bound excitons in Si is intense and well resolved
which proves that local strain fields in Si are low. A broad peak
in the low-energy region at 0.73 eV is observed. Similar sig-
natures are attributed in the literature to Ge dots [4]. Devices
made from this material are in preparation.
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Fig. 5. PL spectra of a 10-period layer stack measured at 5 K with
distinct Si and low-energy peaks.

4. Conclusion

Multilayer stacks of monolayers Ge embedded in Si are suc-
cessfully grown by solid-source MBE.Auger profiles and SEM
cross-sections confirm the intended structure. Photolumines-
cence at around 730 nm is assigned to the thin Ge layers.
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Abstract. The numerical calculation of nanosize Si/SiGe structures electroconductivity is carried out in frames of
quasi-hidrodynamic model of charge carrier drift in high electrical fields in consideration of band offset between low- and
high-resistance domains. It is found volt-ampere characteristics of such structures must have S-type behavior, with negative
conductance in limit, and critical parameters of theory are sharpness of heterojunction between narrow- and wide gap parts
of structure and doping level. Doped island structures having different sizes of islands were grown by MBE and results of
conductivity measurements are compared with theoretical values.

Introduction

Nano-size structures having modulated doping along current
direction must have characteristic peculiarities of conductivity
having practical interest. Recently [1, 2] it was shown that alter-
nate low-resistance regions introduced into transistor channel
must increase average carrier velocity due to effective electron
gas cooling. This situation was modulated numerically using
quasi-hydrodynamic model [3]. This calculation results may
be applied to the n-type Si/Si1−xGex island structures in which
conductive band offset at room temperature may be neglected.
In this reason practical modeling of such structure demand of
direct doping of the islands and this problem is associated with
doping influence on structure morphology, which was inves-
tigated partly for high impurity density, compared with base
material amount [4]. It is interesting to investigate also pro-
cess of electron high-field drift into other type of high doped
structures namely nanosize heterostructures having sufficient
intense changes of conductivity due to band offset. This can be
p-type Si/Si1−xGex structures production of which is relatively
easy.

In this work we present theoretical analyze considering po-
tential barriers at heterojunction and compare it with experi-
mental results measured on doped Si/Si1−xGex island struc-
tures grown by MBE.

1. Theory

As in previous works [2, 3] the basis for modeling was well
known system of quasi-hydrodynamic equations involved Pois-
son equation, continuity equation and energy balance equation
in formulation of Stratton [5]. The terms with electrostatic
potential φ which added to the band quasi-potential φc =
−Ec(x)/q were considered in this system except the Poisson
equation. (Ec(x) is the edge of conductivity band varying with
coordinate according the composition).

For numerical calculations it was taken hypothetical het-
erostructure having homogeneous doping ND = const =
5×1017 cm−3 with narrowband contact regions and four hete-
ro-barrier having amplitude φ0 = 0.2V and extension 100 nm
divided by narrowband regions of the same thickness. Results
of mathematical modeling carried out in frames of presented
model were shown in Fig. 1. It is clear that at fixed voltage
I–V curve has region with maximum of differential conductiv-
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Fig. 1. Results of numerical calculations for structures with four
hetero-barriers of 80 nm width and of 0.2 eV band offset. T = 300 K.

ity and region with negative differential resistance at certain
structure parameters.

Numerical analyze of electric field distribution in structure
at different applied voltages shows that at initial sector of I–
V curve current is limited by hetero-barrier influence. Rate
of current increasing increases sharply at definite voltage due
to noticeable increasing of electrons temperature in enhanced
injecting boundaries of narrowband layers. At further voltage
growth the electrons temperature on hetero-barriers increase
so that limitative influence of hetero-barriers becomes epsilon
squared and I–V characteristics approach to appropriate of spa-
tially homogeneous structure (not having hetero-barriers). It
was shown that characteristic voltage of maximum of differen-
tial conductivity as well as its maximum value must increase
at increasing of heterojunction steepness while it will decrease
at increasing of impurity concentration. Note that effective
charge carrier velocity at high voltages is close to saturation
velocity and its behavior have distinct tendency to saturation.
This is determined by≈ 1µm whole length of examined struc-
ture and practically homogeneous (at high voltages) distribu-
tion of mobile charge carriers in it.

2. Experiment

Boron doped Si/Si1−xGex structures contained islands with dif-
ferent dimensions and composition were grown in “KATUN”
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installation by MBE for verification of theory applicability
for description of the island contained structure conductivity.
Structure scheme and growth temperatures are presented in
Table.

Table 1.

Sample #1 Sample #2

Si0.5Ge0.5, 48Å, 550 ◦C Ge, 12Å, 300 ◦C

4×
{

Si, 90Å, 550 ◦C
Si0.5Ge0.5, 48Å, 550 ◦C

4×
{

Si, 120Å, 300 ◦C
Ge, 12Å, 300 ◦C

Buffer. Si:B, 2700Å Buffer. Si:B, 2700Å
800 ◦C 750 ◦C

Substrate. n-Si (001) Substrate. n-Si (001)
4.5� cm 4.5� cm

Sufficiently thick Si/Si1−xGex layers with different Ge con-
centration were grown at low temperatures to reach high island
density with required dimensions. The variation of layer com-
position gives differences of the barrier height into the struc-
tures. Structures were grown on n-type Si (001) substrates.
Silicon buffer layers were boron doped, p = 1017 cm−3, for
electrical insulation from substrates. Structures contained sev-
eral Si/Si1−xGex layers for effective depletion of the doped
buffer layer. Note, it is possible in principle to control filling
of layers by charge carrier by means of making rear electrode
contact.

AFM measurements give us information about islands di-
mensions and densities. AFM images are presented at in-
set in Fig. 2. Lateral island size of 120 nm at island density
about 4×109 cm−2 were measured for structure #1 grown at
Tsub = 550 ◦C and contained four Si0.5Ge0.5 layers of 4.8 nm
thickness. It is clear that islands have shape of pyramids. Island
size for structure contained pure Ge layers of 1.2 nm thick-
ness grown at Tsub = 300 ◦C is noticeably less (≈ 40 nm)
while islands density is higher (≈ 2×1010 cm−2). Note that
for such low growth temperature islands size is relatively too
big (see [6]).

This appears probably owing to more thick Ge layers de-
posited at more high rates in our experiments. Ohmic contacts
were produced by vacuum deposition of aluminium followed
by 2 min alloying at T ≈ 550 ◦C. The current space size be-
tween contacts is equal (700× 30) µm2 and has 30µm longi-
tude toward current direction. I–V measurements were realized
in pulse mode for prevention heating of samples. Impulse sig-
nals corresponding to voltage and current values was detected
by two peak detectors and recorded by X-Y-plotter.

Fig. 2 displays current-voltage diagrams of produced resis-
tors measured at room and liquid nitrogen temperatures. One
can see that at room temperature both curves have evident S-
shape characteristic, what is in good agreement with theoretical
prediction. Smaller than presented in Fig. 1 field strength val-
ues at which observed effect can be explained much higher
experimental impurity concentration than used in calculation.
This confirms by measurements at liquid nitrogen tempera-
tures. I–V diagram of sample #2 is in accordance with theoret-
ical prediction — influence of heterojunction barrier increases
while temperature decreases. Initial part of curve where cur-
rent is limited by barrier extends towards high field intensities.
We do not reach current saturation at used field intensities. But
behavior of the sample #1 is absolutely different. Temperature
decreasing leads to the rectification of curve at total conductiv-
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Fig. 2. Measured current-voltage diagrams of produced resistors.
Insets display AFM images.

ity increasing. More probably this occurs because of shunting
influence of partly depleted buffer layer what indicates the im-
purity excess and, therefore, extremely high carrier density into
the islands. Rough extrapolation of measured values towards
high current shows that in sample #1 current passing region
reach into the buffer layer. (Thickness of current passing layer
is t = Is /(w×js), where Is — measured saturation current,
js ≈ 106 A/cm2 — saturation current density, w — current
channel width).

3. Conclusion

Developed theoretical model, examined charge carriers motion
into the ordered barriers system is applicable as well as aperi-
odic barrier system of island structures. One could hope that
parameter optimization of such structures gives expectation to
realization of negative conductance.
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Abstract. Experimental data are presented on variations of in plane lattice constant of Ge and Si films in the course of the
MBE film growth on silicon (100) surface. The in plane lattice constant of the silicon film is shown to alter as the film
grows; the changes reflect the process of relaxation of elastic strains that result from the misfit of the germanium and silicon
lattice constants. Due to the presence of germanium islands, a considerably thicker silicon film is required to provide the
strain relaxation.

1. Introduction

The Ge/Si heterosystem is of interest to semiconductor physics
due to their potential application as quantum-sized nanostruc-
tures. The practical optoelectronic applications of the silicon
structures with germanium quantum dots cover the regions
from IR [1] through the wavelengths used in fiber-optic com-
munications [2]. The Ge/Si heterosystem also is a convenient
object for studying the heteroepitaxial growth, growth mode
transition and strained states of the surface layer at various
growth stages. The traditionally used technique is reflection
high-energy electron diffraction (RHEED). The strains can be
estimated from variations of in plane lattice constant in the
growing Ge film. This approach was used to determine the
relaxation points in systems Ge/Si [3] and InAs/GaAs [4]. The
unique features of the RHEED technique enabled oscillations
of the in-plane lattice constant to be detected for the Ge film
growing according to the 2D mechanism on the silicon sur-
face [5].

The study of the process of growing over Ge islands on
the Si(100) surface is of cross-light interest. First, this is im-
portant for fabrication of low-defect epitaxial heterostructures.
Second, understanding of regularities of strain relaxation in the
epitaxial silicon film growing over the germanium island layer
will allow the surface arrangement of elastic strains to be con-
trolled. This phenomenon is of particular importance for syn-
thesis of multilayer heterosystems with alternating vertically
ordered germanium island layers. AFM was used earlier [6,7]
to study the dependence of the preferable arrangement of ger-
manium islands on the thickness of the silicon layer grown
above the preceding island layer. A suitable tool for this pur-
pose is in situ recording of RHEED patterns. Such an attempt
was made [8] to demonstrate the possibility of identification of
distortions of the in plane lattice constant of the Si film over
the Ge layer.

2. Results and discussion

A MBE installation Katun-C equipped with two electron beam
evaporators for Si and Ge was used for synthesis. Analytical
equipment of the chamber included a quadrupole mass spec-
trometer, a quartz thickness monitor and a high energy elec-
tron (20 kV) diffractometer. Diffraction patterns were mon-
itored during the growth using a CCD camera on line with
a PC. RHEED technique allows the deformation to be in situ
registered as a variation in the size of the in-plane lattice con-
stant (a‖). To do that, variations in the intensity of the diffrac-
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Fig. 1. In plane constant lattice a‖ relative to the silicon lattices as
a function of effective thickness of the Ge growing layer.

tion pattern was recorded along the line going across the streaks
and bulk spots. Fig. 1 shows in plane constant lattice a‖ of
Ge film relative to the silicon lattices as a function of effective
thickness of the growing layer [9]. Comparison of the depen-
dence with the phase diagram and diffraction pattern makes it
possible to identify the ranges corresponding different phases
of the growth of Ge film on the Si(100) surface. In is seen
indeed in the plot that the lattice constant of the Ge film ap-
proaches gradually that of the bulk material. The change in a‖
is 4% that coincides with the mismatch of lattice constants of
Ge and Si.

Relaxation of elastic strains in the silicon film grown over
the germanium layer was identified similar way. Variations in
the in plane lattice constant were determined from the RHEED
pattern both during the formation of the germanium layer and
the following silicon layer, while the germanium layer could be
of different morphological state. That was achieved by stop-
ping the germanium deposition at certain stages in accordance
with the dependence shown in Fig. 1. During the measure-
ments, the substrate was at the temperature of 500 ◦C. Fig. 2
shows the dependence of changes in the in-plane lattice con-
stant with respect to the initial value (silicon) during the growth
of germanium (0.6 nm) and silicon (50 nm) layers. The vertical
line divides the regions of Ge and Si growth. The germanium
layer thickness corresponds to the value at the maximal change
in parameter a‖ and to the region of transition from growth of
the continuous wetting layer to formation of “hut”-clusters.
As the silicon layer grows over the germanium layer, parame-
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Fig. 3. In plane constant lattice a‖ relative to the silicon lattices as
a function of thickness of the Ge (1.2 nm) and Si growing layer.

ter a‖, which tends progressively to the value characteristic of
the bulky material, illustrates the process of elastic strains re-
laxation. The full relaxation of elastic strains in the silicon film,
which are caused by the presence of 4 germanium monolayers,
needs the silicon layer not thicker than 2.5 nm. Fig. 3 shows
how the in plane lattice constant varies during the growth of 8
germanium monolayers and the subsequent silicon layer. This
process relates to the formation of “hut” and “dome” islands
on the germanium surface and to the start of plastic relaxation
in the germanium layer. In this case, the required thickness of
the silicon layer for strain relaxation is 10 nm. The presence
of islands on the germanium surface causes considerable de-
formations in the crystal lattice, and the silicon layer must be
much thicker to provide strain relaxation.
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Influence of lateral size of Ge nanoislands on confined
optical phonons: Raman study and numerical modelling
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Abstract. Ge nanoislands grown on Si (111) substrate with submonolayer Ge coverage were studied using Raman
spectroscopy. Comparative analysis of the experimental Raman spectra and the calculated ones was carried out in 3-D
model for the Ge nanoislands of triangle forms with 1 and 2 bilayers thickness containing from four up to several hundreds
Ge atoms. The influence of lateral island size on Raman scattering of system Ge nanoislands/silicon matrix is defined.

Introduction

A lot of attempts to create Si/Ge heterostructures with enhanced
opto-electronic properties have been made since beginning of
90-th. Traditionally, Ge quantum dots (QDs) are formed as a
result of structural reconstruction of stressed system in order to
minimize elastic energy (Stranski–Krastanow mechanism) [1].
It is known, that on (7×7) reconstructed Si (111) surface Ge
nanoislands are formed at submonolayer Ge deposition [2].
So, it is interesting to study the nanoislands formation at early
stages of Ge deposition.

1. Experimental

The experimental samples were grown using molecular beam
epitaxy (MBE) technique. The used MBE setup was described
elsewhere [1]. On previously standard cleaned Si (111) sub-
strate the buffer Si layer (50 nm) was grown at temperature
700 ◦C. According to RHEED data, the surface was (7x7) re-
constructed. Then, the 20 period Ge(0.3 bilayer)/Si(4 nm) het-
erostructure was grown at temperature 400 ◦C. The thickness of
Ge bilayer (BL) is 0.327 nm, it contains 1.56×1015 atoms/cm2,
the growth rate was 1.5 BL/min both for Ge and Si.

The Raman spectra were registered at room temperature
with excitation by 514.5 nm Ar laser line. The quasi-backscat-
tering geometry was used, the polarization of scattered light
was not analyzed. Due to small total value of Ge the Raman
signal from Ge nanoislands were extremely small (3 orders of
magnitude lower than LO-phonon signal from Si substrate), so
the accumulation of several scanning spectra was necessary to
improve signal/noise ratio.

For interpretation of the experimental Raman spectra the
calculation of phonon dispersion and Raman spectra were ma-
de. The calculations of the phonon frequencies and the vec-
tors of atomic displacements had been made within the frame
of extended Born-von-Karman model. The force constants in
the model were obtained using approximation of calculated
phonon dispersion and the data of neutron scattering for bulk
Ge [3]. The unit cells were built in mass substitution model.
The Raman spectra were calculated using the bond polarisabil-
ity model of Wolkenstein [4].

2. Results and discussion

The Raman spectra of an experimental sample and Si (111)
substrate in Stokes region are shown in Fig. 1. For sample,
containing Ge nanoislands, on the background of 2 transversal
acoustical phonon scattering from Si substrate [5] a peak is
observed. The peak is related to scattering by optical vibration
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Fig. 1. Experimental Raman spectra of Ge nanoislands and Si (111)
substrate.

of Ge-Ge bonds (about 280 cm−1), the frequencies of longi-
tudinal optical (LO) and transversal optical (TO) phonons in
bulk Ge is 302 cm−1, so, such shift may be caused by confined
effects in Ge nanoislands.

In the area about 420 cm−1 there are Raman peaks con-
nected with scattering on vibration of Ge-Si bonds. To analyze
the Raman spectra the signal from Si substrate was substracted.
The result is shown on Fig. 2.

According to direct STM data, the Ge adatoms form on
Si (111) (7×7) reconstructed surface nanoislands of triangle
shape [2]. At low deposition rate (about 10−3 BL/min), almost
all nanoislands have thickness of 3 BLs [6]. With increase of
the deposition rate the number of Ge nanoislands with thickness
1–2 BLs increases, and, approximating the dependence [2] to
our rate we can conclude, that about 2/3 Ge nanoislands have
thickness 1 BL, and the rest of them — 2 BLs.

Also according to STM data, with increase of the deposition
rate the density of Ge nanoislands increases [6] (and, subse-
quently, lateral sizes of them should decrease). So, in our case
we should have dense array (up to 1013/cm2) Ge nanoislands
with thickness 1–2 BLs.
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Fig. 2. Raman spectrum of Ge nanoislands (substrate signal is sub-
tracted.)

The modeling of Raman spectra of such clusters was carried
out. The results are shown on Figs. 3 and 4. The calculated
spectra were normalized by number of Ge atoms. The smallest
Ge cluster (curve 1, Fig. 3) contains 4 Ge atoms, the next cluster
contains 9 Ge atoms (curve 2, Fig. 3), and so on.

On Figs. 3 and 4 one can clearly see the influence of lateral
optical phonon confinement on Raman spectra. The influence
of lateral confinement is essential for nanoislands with lateral
sizes 2–3 nm and lesser. The influence of mechanical stress in
Ge clusters was not taken into account. The stress should shift
the experimental Raman peaks to higher wavenumbers.

The broad experimental peak on Fig. 2 can be interpreted as
contribution in Raman scattering of Ge nanoislands containing
different numbers of Ge atoms — from 4 up to several tens.
The relatively big Ge nanoislands with thickness 2 BLs (curves
3–8 on Fig. 4) should give contribution in Raman signal at
wavenumbers about 290 cm−1 and higher. In experimental
spectrum (Fig. 2) there is practically no such high wavenumber
signal. So, one can assume, that for our growth temperature and
deposition rate, the Ge adatoms form small nanoislands mainly
with 1 BL thickness. As one can see, even for the case of the
thinnest Ge layers (1 BL), if there was no lateral confinement,
the position of Raman peak is about 290 cm−1. It is because,
that for (111) surface mainly TO-like phonon modes are Raman
active. The dispersion of TO phonons is relatively weak, and its
frequencies are less sensible to layer thickness. So, in this case
the lateral confinement begins playing essential role. Because
in small Ge clusters a lot of Ge atoms are on the Ge-Si interface,
the contribution of Ge-Si bonds in Raman spectrum is essential
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Fig. 3. Calculated Raman spectra of Ge nanoislands of 1 BL thick-
ness. The number of curve is the lateral size of triangle Ge nanoisland
in Ge-Ge bond length units.
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Fig. 4. Calculated Raman spectra of Ge nanoislands of 2 BL thick-
ness. The number of curve is the lateral size of triangle Ge nanoisland
in Ge-Ge bond length units.

(Fig. 2).

3. Conclusions

The influence of lateral confinement in small Ge nanoislands
on optical phonon modes frequencies was observed for the first
time. It was demonstrated, that analysis of Raman spectra can
be effective tool for analysis of small semiconductor clusters.
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Stable Ge and Si nanoclusters within half-unit cells
of Si(111)-7×7 surface
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Abstract. Investigation of a minimal stable nucleus on Si(111)-7×7 surface was fulfilled by interatomic potential
calculations and STM image analyses. Potential relief for adatom diffusion through this surface was calculated using
Tersoff potential. Calculations demonstrated that a tetramer formed in the center of 7×7 unit cell after low deposited dose
may be considered as a minimal stable nucleus on Si(111)-7×7 surface.

The growth of Ge on Si(111) has received much attention
through fundamental studies and technological applications.
The idea of adsorption on the Si(111)-7×7 substrate as a tem-
plate for uniform Ge nanoscale islands formation was proposed
in [1]. This idea was based on the results in the homoepi-
taxial growth on Si(111)-7×7. To describe correctly atomic
processes on reconstructed surface one has to know potential
relief of this surface. The detailed STM analysis of the ini-
tial stage of homoepitaxial process on Si(111)-7×7 may be
found in [2–5]. It was shown that initial stage of nucleation is
similar for Si and Ge deposition on reconstructed Si(111)-7×7
surface [6]. One of the most suitable potentials for theoret-
ical calculations of the peculiarities of Si(111) reconstructed
surface by molecular dynamics are Tersoff [7] and Stillinger–
Weber potentials. Recently it was demonstrated that Tersoff
potential had shown more accurate nanostructure surface re-
construction [8]. In the present work detailed investigation of
the initial stage of growth on reconstructed Si(111)-7×7 sur-
face was fulfilled by STM and examination of the stable nuclei
of minimal sizes on this surface was carried out using Tersoff
potential.

The experiments were performed by using ultra-high vac-
uum system equipped by STM method (OMICRON). The Si
samples (12 × 3 × 0.4 mm3) were cleaning and heating by
passing direct current. The evaporation rate of Ge in our ex-
periments was from 10−3 to 10−1 BL/min (1BL — bilayer of
Ge(111) contains 1.44×1015 atoms/cm2). The growth temper-
atures varied in the range of 350–500 ◦C. The STM observa-
tions were performed at the room temperature.

In Fig. 1 one can see STM image of Ge islands on Si(111)-
7×7 surface at different moments of initial stage of growth.
After 0.4 BL deposition one can see usual triangular epitaxial
islands and a lot of nuclei with sizes less than one half-cell of
7×7 reconstruction (Fig. 1a). At earlier stage of deposition pro-
cess (Fig. 1b) we notice that such nuclei formed well-ordered
structure. It should be pointed out that these nanoislands are
formed predominantly in faulted half-unit cells (HUC). This
fact has been mentioned previously [9]. Fig. 1c demonstrates
STM image of silicon surface after 0.02 BL deposition. At the
center of the unit cell of 7×7 structure bright dot is clearly seen.
The model for this nucleus, tetramer model, was suggested by
Tanaka [10]. Tetramers were observed for the first time by
Sato [4] during absorption process of Si atoms on Si(111)-7×7
surface. Such tetramer may be the minimal stable nucleus on
Si(111)-7×7 surface.

(a)

(b)

(c)

Fig. 1. STM images of Si(111)-7×7 surface during initial stage of Ge
deposition: (a) 0.4 BL at the T = 350 ◦C with rate 6×10−3 BL/min,
size 23×23 nm, sample bias voltage+2 V, I = 0.05 nA; (b) 0.17 BL
at the T = 380 ◦C with rate 3×10−3 BL/min, size 14×14 nm,
sample bias voltage −1.8 V, I = 0.03 nA; (c) 0.02 BL at the T =
380 ◦C with rate 3×10−3 BL/min, size 7×7 nm, sample bias voltage
+1.5 V, I = 0.03 nA.

Calculations of energy relief of reconstructed Si(111)-7×7
surface was carried out using Tersoff potential. A silicon clus-
ter with sizes 46×26.9×8 Å, including two unit cells of 7×7
reconstruction was used for surface energy relief modeling
(Fig. 2). Cyclic boundary conditions were applied in lateral
directions and in vertical direction only 3 BL have to be con-
sidered since lower atoms were in bulk positions of perfect
Si crystal. Before examination of nucleation process, posi-
tions of atoms in the first reconstructed layer were defined. We
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Fig. 2. Schematic illustration of Si(111)-7×7 unit cell: (a) cross-
section and top view; (b) calculated energy relief for adatom over
the surface of two- unit-cell size. DAS atoms in the scheme are
indicated in black, rest atoms — in gray; 1, 4 — rest atoms and 2,
3 — DAS atoms along central cross-section of the model cluster.
Stars in the plot of potential energy isosurfaces indicate tetramer
position, darkest color corresponds to minimal energy (energy values
are indicated in eV).

were interested in the distance between atoms in dimer, ver-
tical coordinates of dimer and DAS atom (Fig. 2a), as their
lateral coordinates are known in sufficient detail from STM
experiments. Refinement of DAS atom positions was obtained
varying mutual arrangement of DAS atoms and their nearest
neighbors in vertical direction to achieve minimum of cluster
energy. An energy minimum of the system is achieved when
DAS atoms are located at the height 2.27 Å over the surface
and their 3 nearest neighbors are located at z = 1.03 Å, that
is 0.24 Å higher than their bulk positions. Such arrangement
of atoms in the surface layer provide deep local minimum for
DAS atoms — 1 eV. The cluster energy was minimal when the
distance between atoms in dimer was equal to 2.45Å and dimer
atoms were at the height of the monolayer with z = 0 (Fig. 2).
Notice that our results differ from the results of ab initio calcu-
lations [11] where all atoms of upper bilayer were lying lower
than in unreconstructed structure.

Figure 2b demonstrates energy relief of the reconstructed
surface: this is the minimal energy of the cluster plus an ad-
sorbed atom (adatom) for different x-y coordinates. There are
three possible sites for adatom localization in faulted (F) and
unfaulted (U) half-unit cells (HUC) — around each rest atom.
Adatom in these minima is localized at the height 3Å. The local
minima were found near dimers. So adatom may be delayed
over the rest atoms and near dimers. Energy and spatial po-
sitions of adatom energy minima are the same for faulted and

unfaulted HUCs. An adatom movement through 7×7 surface
was investigated. White line in Fig. 2b indicates the optimal
way for adatom hops between potential minima. Potential bar-
riers for adatom hops between rest atoms in the limits of one
HUC are not exceeded 0.75 eV, and to cross the boundary be-
tween HUCs adatom needs to overcome energy barrier 1.3 eV.
Our results are in agreement with ab initio calculations and
conclusions done on the base of STM examination of (7×7)
reconstruction [5, 12].

Further we calculate energy of the silicon cluster with
tetramer in the center of unit cell. Positions of tetramer atoms
are indicated in Fig. 2b by stars. It was turned out that minimal
energy of the system — silicon atom plus 4 adatoms — corre-
sponds to situation when these four atoms are not in the local
minima around rest atoms but form tetramer around the cen-
ter dimer between F and U HUCs. Tetramer configuration has
energy by 0.3 eV lower, than the energy of 4 non-interacting
adatoms. Atoms in tetramer form a square with the side length
2.3 Å. Height of these atoms equals 3.1 Å. Potential minimum
for each atom in tetramer is equal 1 eV. Two adatoms near cen-
ter dimer also can be considered as nucleus, but it is less stable
than tetramer. A hypothesis about mechanism of tetramer for-
mation was set up in [4]. Authors in [4] believe that only two
of Si atoms coming from the evaporation source are necessary
for tetramer formation, other 2 atoms are from the substrate.
However results of our calculations gives following: energy of
the cluster with such tetramer is higher that is tetramer from 4
adatoms is favorable. Moreover analyzing experimental results
of work [4 (Fig. 1)] we conclude that tetramers on Si(111)-7×7
surface evidently consist of 4 adsorbed atoms.
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Abstract. Molecular beam epitaxy (MBE) was used for Si/Ge multilayer nanostructure formation in Si whiskers. The
grown structures were investigated by Transmission Electron Microscopy (TEM). The analysis of compositional profiles
shows that the highest Ge concentration is ten times lower (x ∼ 0.12) and the half-width of the Ge distribution is 10 times
wider than nominal ones. Ge doping reduces the growth rate of the whiskers.

Introduction

There is an increasing interest on the formation and the physical
properties of different nanostructures supported, by possibility
to explore the quantum size effects [1–4]. For this purpose
the size of structural elements should be comparable with de
Broglie wavelength λ of charge carriers, which is about 10 nm.
Usually such bandgap engineering is implemented by local
variation of composition of the crystal. One of these structures
is nanowhiskers. Extensive investigations of silicon whisker’s
growth by the so-called “vapour-liquid-solid” (VLS) technique
started already in sixties and seventies [5–8].

Recently the MBE was successfully used for Si whisker
growth [9]. The MBE technique is characterized by a uniform
flux of Si atoms impinge on 〈111〉 Si surface with deposited
in advance tiny Au droplets. On the first glance no whiskers
should grow however this is not a case. Whiskers grow at a
constant rate collecting Si ad-atoms from surroundings. The
driving force for this process is the difference between chemical
potential of Si ad-atoms in distorted surface layer of Si substrate
due to Si/Au solid solution formation and on the top of whisker
where the elastic energy can relax [10]. The goal of this paper
is, to get a better insight on this specific growth mechanism of
the whiskers and possibility to incorporate thin Ge layers into
Si whiskers to form Si/Ge heterostructures by MBE.

Experimental

The whiskers were grown by MBE on 〈111〉 oriented 5′′ Si
wafers with small Au droplets varied between 10 nm and
300 nm. Growth occurred at TS = 545 ◦C and the constant
Si and Ge fluxes amounted to 0.05 and 0.01 nm/s, respectively.

The grown structures were investigated at JEM 4010 trans-
mission electron microscope with acceleration voltage 400 kV.
Images were taken with slow scan CCD camera to keep the lin-
earity between electron flux and output signal. To monitor the
Ge distribution in vertical Si/Ge multilayer structure the im-
ages were taken with large objective aperture βobj = 0.01 rad.
These imaging conditions make possible to minimise influ-
ence of diffraction contrast from structural defects and elastic
strains.

Results

Using this technique, we investigated formation of Si/Ge ver-
tical heterostructure in whiskers by MBE growth. Three thin
layers of Ge 0.5, 1 and 1.5 nm thick were deposited during
whiskers growth in equal time interval. The Si flux was in-
terrupted during Ge deposition. The concentration profiles

500 nm Au

Si substrate

A

B

C

D

Fig. 1. Bright field TEM image of whisker with 3 Ge layers, taken
with large objective aperture βobj = 0.01 rad. The thickness of
deposited Ge layers is 0.5, 1 and 1.5 nm.

(Si1−xGex) measured along A-B in substrate and C-D in the
whisker (see Fig. 1) are shown in Fig. 2a,b respectively. First of
all one should pointed out that Ge deposition occurred during
very short time, it was like a flash. However the peak half-
widths in Figs. 2a,b are approximately 2 and 10 times larger
than deposited layer thickness respectively. One can notice a
big difference between Ge concentration profiles in substrate
and whisker. In the first case Ge concentration almost momen-
tary reaches maximum value after opening of Ge shutter and
then drops slowly due to intermixing during the following Si
growth. In the case of the whisker, the situation is practically
reversed. Growth of Ge concentration x occurs relatively slow
after flashing and then drops sharply. The slow growth of the
Ge concentration on the first stage owes to the time needed for
Ge atoms to be transported from the gold droplet surface to the
Si/Au interface, where growth occurs. The half width of each
Ge layer in whisker and substrate are approximately 10 and 2
times larger respectively than deposited Ge thickness.

It has been found that Ge doping decreases the growth rate
of whiskers. To investigate the dynamics of this phenomenon
we deposited 5 Ge layers 1 nm thick each as markers in equal
time interval. Graph in Fig. 3 demonstrates decreasing of the
interlayer distance from 15,5 to 11 nm with the layer number.
The deposition of a larger amount of Ge (x > 0.05) even
results in dissolution of the previously grown Si whiskers as it
was observed experimentally. This finding is in contradiction
with the results received by conventional CVD-VLS technique,
where the Si1−xGex whiskers with composition x ≤ 0.45 can
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in substrate and whisker respectively (see Fig. 1).
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each 1 nm thick were incorporated in the equal time intervals. The Si
growth rate decreases due to incorporation of Ge layers. N- (N+1)-
distances between N-th and (N+1)-th Ge layers.

be grown [11]. This phenomenon can be explained by the
reducing of supersaturation due to additional elastic energy
introduced by Ge atoms into Si matrix [10].
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Important aspects for the growth of GaN-based
(opto)electronic devices on 4 inch sapphire
B. Schineller, O. Schoen, A. Alam, M. Luenenbuerger, J. Kaeppeler and M. Heuken
AIXTRON AG, Kackertstr. 15-17, D-52072 Aachen, Germany

Abstract. The mass production of electronic and optoelectronic devices is characterized by a strong drive to reduce the
Cost-of-Ownership of production tools such as MOCVD reactors. One approach to satisfy these requests is the increase of
the wafer area from the widely used 2 inch diameter to newly available 4 inch sapphire wafers, since the latter approach
helps to reduce the load on the device processing pipeline in the wafer fab. However, inherent material properties such as the
difference in thermal expansion coefficients between the sapphire host material and the growing layer, pose special
challenges to the growth on 4 inch. This, in combination with the largely different growth temperatures required to grow the
respective materials in an LED structure, can lead to bowing of the wafers during the different stages of the growth.

Introduction

The incorporation and clusterization of In in GaInN Multi-
Quantum-Well (MQW) structures depends strongly on the lo-
cal temperature at every spatial position on the wafer. Hence,
the growth of highly uniform MQW structures demands ex-
cellent temperature uniformities across the wafer. However,
strain between the sapphire substrate and the epitaxy layer due
to differences in thermal expansion coefficients can lead to sub-
stantial bow. In larger wafers this bow can cause a lift-off of
the substrate from the heated graphite substrate holder, causing
a loss of thermal contact resulting in variations of the surface
temperature.

The bow is mostly determined by the sapphire wafer thick-
ness, the layer thickness, the actual growth temperature during
a respective process step and the before mentioned unchange-
able material properties. Recent studies with different sapphire
wafer and layer thickness allowed us to determine an optimum
wafer thickness for the application of optoelectronic devices
to be in the vicinity of 650µm. This thickness is a tradeoff
between sapphire material cost, substrate stiffness, device pro-
cessing and tolerable wafer bow.

Experimental

Optimization of wafer pocket depth

To assess the influence of wafer pocket depth, a number of
5 period MQW structures with ca. 5.5µm thick GaN buffer
layers were grown on identical 4 inch wafers using pockets
with 0 (flat), 50µm, 100µm and 200µm center depression.
From room temperature photoluminescence mappings a “bow
indicator” value was calculated as a figure of merit, giving an
indication of the amount and direction of the bow during the
MQW growth step. As can be seen from Fig. 1 an ideal wafer
pocket depression of 145µm can be calculated from these ex-
periments which would facilitate perfect thermal contact of the
wafer to the graphite under the given growth conditions.

Using these predictions, a wafer holder with 150µm cen-
ter depression was machined and tested. Growth experiments
using this optimised wafer holder resulted in an excellent uni-
formity of the wavelength with a standard deviation of less than
1 nm at a mean wavelength of 469 nm on a 4 inch wafer without
edge exclusion (see Fig. 2). To our knowledge, this represents
the best ever reported uniformity value for blue emission on
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Fig. 1. Bow indicator calculated from Photo-Luminescence peak
wavelength variation versus pocket depth: optimal growth result
expected from pocket depth around 145µm.

4 inch. The remaining non-uniformities of the wavelength
distribution are believed to result from local strain fields orig-
inating from imperfections of the sapphire. While those strain
fields are always present, the more pronounced effects of ma-
terial composition and clusterization usually mask them.

Influence of sapphire off-cut on the width of the process window

To assess the influence of substrate surface off-cut from the
c-plane on the temperature process window, 2 inch substrates

Peak Lambda nm
480.0
478.0
476.0
474.0
472.0
470.0
468.0
466.0
464.0
462.0
460.0

Avge
Median
Std Dev

: 468.7
:
: 0.210%

(0.984)

468.6

Fig. 2. Photo-Luminescence peak wavelength map of full 4 inch
wafer, overgrown in 150µm deep pocket: wavelength variation with
less than 1 nm standard deviation at 470 nm average.
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wafer batches: growth window around optimal point broadens with
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with 0◦, 0.1◦, 0.2◦, 0.4◦ off-cuts towards the m-plane and 0.3◦
towards the a-plane were used. GaN single layers were grown
at 1100 ◦C, 1130 ◦C (optimum) and 1160 ◦C to scan the tem-
perature sensitivity of the growing layer. Fig. 3 shows the sur-
face morphology of the layers (all photos for layers grown at
1130 ◦C; general appearance similar for 1100 ◦C and 1160 ◦C
samples). As can be seen, terraces can be observed for off-cuts
of 0.2◦ and higher. This growth of terraces can be traced to
the off-cut of the substrate, as can be seen from the 0.3◦ sam-
ple which exhibits terraces which are rotated by 60◦ (a-plane).
Off-cuts of 0.1◦ and below (exact oriented material not shown
but similar to 0.1◦) yield material with rough and irregular
surfaces. In addition to the morphological studies, contactless
sheet resistance measurements were performed using a Lehigh-
ton sheet resistance mapper. As can be seen, off-cuts of 0.3◦
and higher yield the most stable results, while a quite strong
dependence of the resistance on the wafer temperature can be
observed for samples with off-cuts of 0.2◦ and lower. The sheet
resistance values for the 0.1◦ and 0◦ sample are not given for
reasons of clarity, since they were up to 1 order of magnitude
higher and their dependence on growth temperature was very
strong. Hence, it can be deduced that material of 0.3◦ and 0.4◦
off-cut has a wider process window. By this reasoning it is less
susceptible to slight temperature changes during growth and
allows higher tolerable temperature gradients across the wafer
due to wafer bow while still maintaining good layer quality. It
is, therefore, the preferred material for the growth on 4 inch.

Conclusion

We investigated the design criteria for MOCVD hardware and
developed a tool for the straightforward optimization of the
hardware to a given device structure and process. The design
rules were verified for the growth of a 5 period MQW structure
emitting in the blue spectral range. Unprecedented wavelength
uniformities of less than 1 nm standard deviation without edge
exclusion were achieved on 4 inch. In addition, the process
windows for sapphire substrates with different off-cuts from
the c-plane were investigated. Morphological and electrical
studies show that off-cuts of 0.3◦ and 0.4◦ offer the broadest
temperature process window for the growth of GaN making
it the ideal substrate material for the growth of electronic and
optoelectronic device structures, especially on 4 inch.
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Surface-plasmon-related enhancement of luminescence in InN
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Abstract. We report on complicated nature of infrared luminescence and absorption in narrow-gap InN films, whose
extraordinary properties, such as sharpness of an absorption edge and enhancement of a higher-energy part of emission
having noticeable p-polarization, can be related to surface plasmons excited in metal-like regions.

Introduction

Recently, it has been reported that strong enhancement of pho-
toluminescence (PL) intensity takes place in InGaN quantum
wells covered by metal films [1]. This phenomenon, arising due
to the coupling of recombining carriers with surface plasmons,
can provide breakthrough in efficiency of the white LEDs.
Emission in InN demonstrates some unusual characteristics,
such as a weak dependence on temperature and pressure, along
with high resistance to irradiation [2]. Our previous studies had
shown that the emission is strongly enhanced in a vicinity of
metallic indium nano-clusters, spontaneously formed within
InN layers [3]. Such extraordinary properties attract our at-
tention to surface plasmonic effects which could take place
near indium inclusions or other metal-like non-homogeneities
in InN.

In the paper, we report on results of comprehensive stud-
ies of InN films and demonstrate that their particular optical
properties can be related to the surface plasmons.

1. Experimental

The high-quality InN layers were grown by MBE without the
massive In inclusions. The films have the electron concentra-
tion density n varied in the (0.6−2.7)×1018 cm−3 range. De-
tails on energy dispersive x-ray (EDX) analysis, scanning elec-
tron microscopy (SEM) and thermally detected optical absorp-
tion (TDOA) studies of these layers have been described else-
where [4]. According to the EDX, all films were In-enriched,
and exhibited very strong emission below 0.7 eV. This per-
mitted us to measure PL excitation (PLE) at 20 K using a PbS
detector and a tungsten lamp, though with collection of a signal
during several hours. Selective PL excitation was done using 9
semiconductor laser diodes with wavelengths varied from 809
up to 1760 nm; other PL studies exploited the 809 nm laser
line. Magnetic fields up to 4 T were applied in the Faraday
geometry parallel to the structure growth axis.

2. Surface plasmons in an InN:In composite

The surface-plasmons can appear at a metal interface if ε1(ω)+
ε2(ω) = 0, where ε1(2) is a real part of a dielectric function of
metal (medium). In a vacuum, surface plasmons in indium [5]
arise atωp = 8.65 eV, below the bulk plasma energy (11.2 eV),
determining the Mie resonances — multipolar electron excita-
tion in a volume, studied previously in InN with the In clusters
[3]. Accordingly to the effective medium theory [6], energy

of both bulk and surface electron excitations can be shifted
towards an infrared range in a metal/semiconductor compos-
ite. The surface plasmon energy of ellipsoidal clusters can be
roughly estimated asω = ωp∗Lm, whereLm is the depolariza-
tion factor [7]. The parameter may be as small as 0.07–0.1 for
the oblate nano-inclusions [3,8]. Thus, the surface plasmons
in the InN:In composite may be in the 0.6–0.8 eV range, i.e.
be resonant with optical transitions in the narrow-gap material.

3. Results and discussions

In the layers, the TDOA spectroscopy reveals an onset of ab-
sorption at ∼0.7 eV, however with a dramatically sharp reso-
nance-like edge, which is significantly steeper than an ideal
edge calculated for the 0.7-eV-band-gap material [9] (Fig. 2).
It appears in the layers, which are far above the Mott tran-
sitions, keeping the exciton resonances out of consideration.
The feature is especially pronounced in a thinnest layer, where
the oblate In nano-clusters are visible at the bottom interface
(Fig. 1a). These TDOA findings are supported by results of
selective excitation by the lasers of the different wavelengths
(not presented here). They showed that the maximum of the
PL intensity in the layers corresponds to the excitation at∼1.0-
1.2 eV. Thus, the edge resonance seems to be extrinsic and may
be considered as manifestation of the surface plasmons.

Low-temperature emission in these films contains two com-

(a)

(b)

1000 nm

500 nm

In InN

AlN

sapphire

InNInN

sapphire

GaN

Fig. 1. Images of InN films with (a) n = 2.7 × 1018 and (b) n =
0.6×1018 cm−3, registered at 20 kV from a cleaved facet using back
scattered electrons.
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ponents with characteristic energies of 0.67 and 0.61 eV. Al-
though their intensity ratio varies between samples, they re-
producibly demonstrate specific temperature and power depen-
dences. Whereas the former survives up to room temperature,
the latter disappears at 80–100 K. With the power increase from
10 µW up to 400 mW, there is no significant shift of the line
maxima, rather a redistribution of intensities in favor of the
higher energy component. Both lines are saturated at high ex-
citation power, what contradicts interpreting of the lines as the
near-band-edge emission.

PL excitation (PLE) spectra, measured from the line max-
ima, are different for the two PL components as well. (Con-
sidering the PLE results, one should take into account the low
power of the lamp, which makes the excitation above∼1 eV in-
efficient, especially if light-emitting regions are deeply buried
in a layer.) The PLE spectrum registered from 0.67 eV has a
sharp edge similar to that in TDOA, whereas the edge corre-
sponding to the 0.61 eV registration is smooth (Fig. 2). Besides,
the maximum of this PLE spectrum is shifted to the higher en-
ergy. The energy gap between it and PL is about 200 meV. The
value would be reasonable for deep-acceptor-involved emis-
sion, while the extremely sharp PLE edge, closely matched to
the 0.67 eV PL, is rather characteristic for the emission related
to the surface plasmons. Note that the real part of the indium
dielectric function exhibits a strong drop near 0.7 eV, therefore
one could expect a threshold-like missing resonant conditions
for the surface plasmon excitation.

We studied polarization degree and angular dependences
of the PL intensities, taking in mind that emission related to
the surface plasmon should be enhanced with excitation wave
vector k parallel to the surface, and has to bep-polarized (vector
E in the plane of incidence) [7]. Indeed, the 0.67 eV PL line
is most intense with excitation at a small angle θ to a surface
(Fig. 3). It can be increased, as much as twice with respect to
variation of the other line. The 0.67 eV line has significant p-
polarization, while the 0.61 eV line is rather s-polarized. The
polarization degree P = (Ip− Is)/(Ip+ Is) contradicts to the
Fresnel coefficients for the p- and s-polarizations. Depending
on the angle and excitation power, it can exceeds ∼0.3. This
is a marked result, regarding structural non-homogeneity.

Among the other findings, supporting our hypothesis on the
coupling of the 0.67 eV transitions with the surface plasmons,
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Fig. 2. Optical spectra of two MBE films with (a) both 0.67 and
0.61 eV PL components (n = 0.6×1018 cm−3) and (b) only 0.61 eV
one (n = 2.7×1018 cm−3): 1 — TDOA; 2 — PL; 3 — PLE from the
0.67 eV PL line; 4 — PLE from the 0.61 eV PL line; 5 — calculated
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citation θ respectively to a layer surface; (b) Variation of maximal
polarization degrees in the spectra on θ .

is that the 0.67 eV emission is suppressed up to 25% in its in-
tensity by a magnetic field of 4 T. This is likely because the field
hampers the collective electron oscillations. Besides, the lines
have different resistance to the ion bombardment. The 0.67 eV
line has been registered in a close vicinity of a SIMS crater
with only a 5–6 times decrease in intensity, while the other
component has vanished completely. Note that the crater area
is enriched wih In droplets due to the non-congruent sputtering
of InN.

Summarizing, our findings are suggestive of influence of
surface plasmons on optical properties of narrow-gap InN. In
particular, this can explain polarization and angular depen-
dences of a higher-energy part of infrared emission. This
phenomenon can also enhance PL intensity. The location of
such plasmonic excitations, either in indium nano-clusters or
in other metal-like regions, is an issue which needs additional
studies.
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Abstract. A strong resonant behavior of Raman scattering from LO-phonons in n-InGaN alloys at excitation near the
interband absorption threshold was observed for the first time. A quasi-elastic approach has been developed to describe the
resonant Raman cross sectional profile in the presence of a Burstein-Moss shift of the interband optical transitions. It has
been shown that a simultaneous study of absorption, photoluminescence, and Raman spectra provides reliable information
about the band gap, band gap bowing, and free carrier concentration of alloys and can be efficient for the nanostructure
characterization.

A recent discovery that InN is narrow gap semiconductor
with Eg ∼ 0.67 eV has widened the range of application of
InxGa1−xN alloys [1, 2]. However, information on fundamen-
tal physical properties of InxGa1−xN alloys is scanty and con-
tradictory. This holds even for such an important characteristic
as the band gap bowing parameter, whose estimates range from
1.4 to 2.5 eV [1–4]. Useful information on optical properties
of alloys can be obtained from resonant Raman scattering [5].
Due to a strong electron-phonon Fröhlich interaction in polar
crystals, a drastic enhancement of light scattering from polar
LO phonons occurs under resonance conditions, i.e., when the
energy of the exciting photon is close to the band gap energy
of a semiconductor. The goal of this work was to study the
band gap behavior in the InxGa1−xN alloys by resonant Ra-
man scattering.

An In0.35Ga0.65N film was grown on a sapphire substrate by
molecular beam epitaxy [6]. X-ray and Rutherford backscat-
tering techniques were used to measure the alloy composition.
The nominally undoped film was of the n-type with a Hall
carrier concentration of 1.5×1018 cm−3.

Fig. 1 shows the Raman spectra of an In0.35Ga0.65N film
which were obtained by using different excitation energies of
Ar+ and Kr+ lasers. Multiple scattering from the A1(LO)
phonon is clearly observed in Fig. 1a, which is typical of reso-
nant scattering in polar semiconductors. The resonant behavior
of the multi-LO-phonon scattering involving the band-to-band
excitations can be used for the transition threshold estimation.
Fig. 1b depicts the Raman spectra obtained with the excitations
at 2.54 and 1.92 eV. It can be seen that at 2.54 eV excitation
there are strong A1(LO) and 2A1(LO) scatterings. However,
at 1.92 eV excitation the spectrum of the 2A1(LO) phonon has a
low intensity and in addition A1(LO) and 2A1(LO) spectra are
similar to the one- and two-phonon densities of states, respec-
tively. Such a transformation of the spectra can results from
changes in the Raman scattering caused by excitation above (at
2.54 eV) and below (at 1.92 eV) the absorption threshold.

The so-called quasi-elastic approach based on the known
asymptotics of the scattering amplitude is the simplest approx-
imation for description of resonant Raman scattering. In this
approximation the first-order Raman cross section σ(ω) as a
function of the exciting light frequency ω can be expressed as

σ(ω) ∼
∣∣∣∣dχββ(ω)dω

∣∣∣∣m , (1)
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Fig. 1. Room temperature Raman spectra of In0.35Ga0.65N (Gs1962)
at different excitation energies. The spectra of the alloy were nor-
malized to the intensity of the CaF2 spectrum.

where the interband dielectric susceptibility is

χββ(ω)= 4πe2

h̄ω2v0

∑
p,σ,σ ′,v,c

{∣∣∣jβc,σ ′,v,σ ∣∣∣2nvp,σ(1−ncp,σ
)
×

[
1

ω−εc
σ ′(p)+εvσ (p)+i0

− 1

ω+εc
σ ′(p)−εvσ (p)+i0

]}
. (2)

Here, jβ
c,σ ′,v,σ is interband matrix element of the electron

flux between the state characterized by the spin σ in the valence
band v and the state of the conduction band c with the spin σ ′,
and εc,vσ (p) are energies of electrons in the conduction and
valence bands. For the vertical interband transitions both states
are characterized by the same momentum p and summing in
Eq. (2) is over the first Brillouin zone; v0 is the volume of the
elementary cell. The Fermi function

nvp,σ =nvp,σ (εvσ (p))=
1

exp
[(
εvσ (p)−EF

)
/T

]+1
(3)

for the valence band for the n-type crystals is equal to unity.
A high concentration of electrons influences the interband

susceptibility by shifting the absorption threshold toward hig-
her energies. The population of the conduction band depends
on the electron concentration and on the temperature

ncp,σ =ncp,σ (εcσ (p))=
1

exp
[(
εcσ (p)−EF

)
/T

]+1
, (4)
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Fig. 2. Room-temperature experimental absorption spectrum (open
squares), PL spectrum (solid triangles), and resonant Raman cross
sectional profile (open circles) of In0.35Ga0.65N. Solid lines give
results of model calculations. The Raman cross sectional profile
was calculated by using Eq. (1) with m = 5.

where EF is the Fermi energy for the conduction band. As a
result, summing over p in Eq. (2) is restricted by the states of
the conduction band which remain unpopulated, i.e. for which
(1− ncp,σ ) �= 0.

The resonant behavior of cross section given by Eq. (1)
arises near the Van Hove singularities in the dielectric function.
The power index m is different for different scattering mecha-
nisms. For the first-order process, m = 1 for the deformation
potential mechanism, m = 3 for the Fröehlich interaction of
LO-phonons and for the phonon-plasmon modes if the momen-
tum conservation law is fulfilled, andm = 5 if the momentum
conservation law is broken.

In Fig. 2 the experimental data on the Raman cross sectional
profile near the absorption threshold are presented together
with absorption and PL spectra of this sample.

To fit the experimental Raman cross sectional profile (see
Fig. 2) the imaginary and real parts of the dielectric suscepti-
bility of Eq. (2) were calculated using the band gap Eg as a
parameter and the Fermi energy of the conduction band EF
derived from the Hall concentration. The cross section was es-
timated in the quasi-elastic approach through Eq. (1) and taking
into account both the in- and out-resonances. The quasi-elastic
approximation underestimates the resonant profile width and
the consideration of the two resonances allows one to deter-
mine more accurately this width. It was found that the profile
maximum position coincides with energy Emax = Eg + EF
which can be considered as the absorption threshold in doped
crystals. The best fit gives Eg = 1.9 eV. Therefore, the reso-
nant maximum position provides independent information on
Eg if the free carrier concentration is known.

The model fitting of the absorption and photoluminescence
spectra was performed by using the procedure described in [7],
which also gives possibility to estimate the band gapEg and the
Fermi energy EF of the conduction band. The obtained value
of Eg agrees well with its estimation obtained from resonant
Raman scattering. This shows that the resonant Raman exper-
iments can be useful for studying the interband transitions of
alloys.

Figure 3 depicts the literature data on Eg for InxGa1−xN
vs. alloy composition together with our estimate of Eg for
In0.35Ga0.65N obtained in this study. It can be seen that a
bowing parameter b of 2.5 eV provides an excellent fit to the
direct band gap of InxGa1−xN over the entire alloy range.

0.0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

0

1

2

3

T. Matsuoka
M.H. Kim
K.P. O'Donnell
A. Klochikhin
X.Q. Shen
M. Hori
V.Yu. Davydov
This work

Inx xGa N1−

E
ne

rg
y 

(e
V

)

InN fraction ( )x

44

Fig. 3. Eg for InxGa1−xN vs. alloy composition: full sym-
bols — estimates from the literature data, the open symbol —
our estimate of Eg for In0.35Ga0.65N, the solid line — fitting by
Eg = 3.493−2.843x−bx(1 − x) with a bowing parameter b of
2.5 eV.

To summarize, resonant Raman scattering together with the
absorption and PL studies was used to investigate the band gap
of InxGa1−xN alloys. It has been found that resonant Raman
scattering can be an efficient tool for estimation of some impor-
tant parameters of interband transitions. A value of 2.5 eV for
the band gap bowing parameter obtained earlier in our studies
of these alloys has been confirmed.
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Charge accumulation layer on GaN(0001) n-type surface induced by
Cs and Ba overlayers
G. V. Benemanskaya, G. E. Frank-Kamenetskaya, V. S. Vikhnin and N. M. Shmidt
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We report on first observation of charge accumulation layers for both Cs/n-GaN(0001) and Ba/n-GaN(0001)
interfaces. Photoemission has been found by excitation of visible light in the transparency region of GaN. Under Cs and Ba
adsorption, sharp decrease in photoemission thresholds is revealed and shown to be due to formation of an electron
accumulation layer in the near-interface region. A new phenomenon is ascertained, namely, appearance of oscillation
structure in spectra of photoyield. A model conception taking into account both the formation of charge accumulation layer
and occurrence of multiple-beam interference in parallel-sided GaN epilayer is suggested.

Introduction

Surface properties of III-nitrides are still poorly understood
and then they give rise controversy despite effective technology
progress in growing of high-quality materials and their applica-
tion to high power electronic, photodetectors and light emitting
devices. The Cs/GaN(0001) p-type interface was investigated
by conventional Auger electron, core-level, X-ray and ultravi-
olet photoemission spectroscopies. However, the fundamental
issue concerning origin of bonding and discrepancy in adsorp-
tion effect has not yet been settled. The Cs/n-GaN, Ba/p-GaN
and Ba/n-GaN interfaces are not studied. Therefore, studies
of electronic properties rouse interest especially to these inter-
faces. It is noteworthy to point out that accumulation layers
were obtained exclusively on clean InAs and InN surfaces.

1. Experimental

Measurements have been performed in situ in a vacuum ofP ∼
5× 1011 Torr. Samples are Si-doped (2–5)× 1017 cm–3 GaN
epilayers of thickness d ∼ 3–4µm grown on (0001) sapphire
substrate by MOCVD. Prior to studies, samples are annealed in
situ at∼ 800 ◦C. To ascertain Cs and Ba coverages, sources are
accurate calibrated to dosage using original technique. The Cs
and Ba overlayers are presented in monolayer (ML) units. Note
that the 1 ML is defined as one metal adatom per GaN(0001)
1 × 1 surface atom and equal to 9.89 × 1014 atoms × cm–2.
The technique of photoemission yield spectroscopy (PYS) with
excitation by the s- and p-polarized light has been used. PYS is
based on the separation of surface and bulk photoemission due
to key difference in mechanisms of thes- and p-polarized light
interaction with surface states. Details of PYS can be found
elsewhere [1,2,3].

2. Results and discussion

Figure 1 shows changes in the photoemission thresholds hνS
as a function of Cs and Ba coverage on n-GaN(0001). Points of
curves are obtained from an approximation of spectra IS(hν)
recorded for each coverage. Sharp decreases in the threshold
energy hνS down to a value of ∼ 1.40 eV at Cs coverage of
∼ 0.5 ML and down to a value of∼ 1.98 eV at Ba coverage of
∼ 0.4 ML are observed. The equality of thresholds hνS = hνP
has been obtained for both interfaces.

Thus, the data obtained evidence that the photoemission
proceeds from a quasi-metallic bulk states in space-charge re-
gion of length L ∼ 20−30 nm near the surface, that is, an
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Fig. 1. Change in photoemission thresholds hνS = hνP = ϕ as a
function of Cs and Ba coverage on n-GaN(0001).
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Fig. 2. The spectrum IS(hν) and intensity modulation spectrum
separated from IS(hν)with the use of a computer program for Fabry–
Perot interference.

electron accumulation layers induced by Cs and Ba adsorption
in the close vicinity of the GaN surface have been revealed.
We assume that formation of the electron accumulation layer
can be explained with a view of downward band-bending when
the conduction band edge at the surface lies below the Fermi
level. In this case, photoemission is originated from the quasi-
2D accumulation layer in the conduction band as well as from
other related localized states. Then, the photoemission thresh-
old corresponds to the work function hνS = hνP = ϕ.

Figure 2 represents spectrum of photoyield IS(hν) at Cs
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Fig. 3. Schema of interfaces at 0.7 ML of Cs and at 0.8 ML of
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adsorption.

coverage of 0.5 ML. As can be seen, character of the spectrum
is very unusual. The pronounced oscillation structure has been
found. The latter is observed also in photoemission spectra for
Ba/GaN interface. Oscillation period
 ∼ 0.7 eV is constant in
energy and remains unchanged at different Cs coverages. The
accuracy oscillation period 
 ∼ 0.69 eV corresponds well to
GaN sample of width d = 3.83µm used in experiment. To
explain origin of the oscillation structure, a model taking into
account both the accumulation layer and constructive interfer-
ence in parallel-sided plate of GaN is suggested. It should be
emphasized that both phenomena, namely, the photoemission
under light excitation in the transparency region of GaN and
the oscillation structure of photoemission spectra that depends
on the sample width have been first observed.

Surface photoemission spectra for both the Cs/GaN and
Ba/GaN interfaces have been studied at coverages up to 2 ML.
These spectra reflect density of surface states. Three sur-
face bands induced by Ba adsorption are found in spectra at
0.8 ML. Energy positions of induced surface bands are ob-
tained at 0.15 eV (1), at 0.35 eV (2) and at 0.6 eV (3) below
the Fermi level. One surface band has been observed for the
Cs/n-GaN interface.

In Fig. 3 schematic diagrams of electronic structure of both
the GaN surface and near-surface region are represented for
Cs/n-GaN and Ba/n-GaN interfaces. It is noteworthy to point
out that accumulation layer induced by Cs adsorption is more
powerful than that by Ba adsorption.

In summary, we have found that Cs and Ba adsorption is dra-
matically affected on electronic properties of the n-GaN(0001)
surface. First, the appearance of induced electron accumula-
tion layers in the near-interface region is revealed. Until now,
there is no report on III-nitride semiconductors. Second, pho-
toemission from the accumulation layer is found to excite by
visible light in the transparency region of GaN and to arise with
unexpectedly large quantum efficiency. Photoemission thresh-
olds hνS and hνP for the s- and p- polarized light, respectively,
are found to coincide and to correspond to the work function.
Three surface bands induced by Ba adsorption are revealed be-
low the Fermi level. Cs-adsorption produces one surface band.
Third, a new phenomenon is revealed, namely, the appearance
of the oscillation structure in photoyield spectra. To explain
origin of the oscillation structure, a model taking into account
both the accumulation layer and constructive interference in
parallel-sided plate of GaN is suggested.

Acknowledgement

This work was supported by grant 04-02-17621 of Russian
Foundation for Basic Research.

References

[1] A. Liebsh, G.V. Benemanskaya, and M.N. Lapushkin, Surf.
Sci.302, 303 (1996).

[2] G.V. Benemanskaya, D.V. Daineka, and G.E. Frank-Kame-
netskaya, Surf. Sci 523, 211 (2003).

[3] G.V. Benemanskaya, V.S. Vikhnin, N.M. Shmidt, G.E. Frank-
Kamenetskaya, and I.V. Afanasiev, Appl. Phys. Lett. 85, 1365
(2004).



13th Int. Symp. “Nanostructures: Physics and Technology” WBGN.05p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Ion induced segregation of indium in InN
V. V. Bryzgalov, Yu. S. Gordeev, V.Yu. Davydov and V. M. Mikoushkin
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Plasma Diagnostics of chemical composition of InN films has been developed. It was shown that all of the studied
indium nitride films contain additional chemical phases besides the InN phase. Effect of generation of In metallic clusters
was revealed under ion bombardment in the bulk and on the surface of InN. The effective thickness of In-segregate was
found to be 1–2 ML for different samples. The revealed effect was suggested to be used for integral characterization of the
structural quality of InN films.

Introduction

Recent revision of InN band gap to 0.7 eV instead of 1.9–2 eV as
believed previously has turned this material into one of the most
perspective for optical devices continuously covering a very
wide photon energy range from the deep-UV to near-infrared
region and has initiated a great activity in their research [1–
2]. However, only a few research performed with the help of
the surface-sensitivity methods of electron spectroscopy, which
provides sophisticated information about electronic structure
and chemical composition, have been reported [3]. These stud-
ies faced with two problems that seriously complicated using
electron spectroscopy. The first one is a technological prob-
lem. Single-phase InN films, which can be used as a reference
sample, have not been available. As a result, there are no re-
liable reference spectra of InN for diagnostics. Thermal and
chemical instability of indium nitride is the second problem.
Heating and ion etching needed in electron spectroscopy for
sample cleaning strongly modifies the material. But the result
of such a modification has not been clear. We present here
solution of the problem of InN diagnostic by means of electron
spectroscopy. Plasma diagnostics of chemical composition of
InN films on the bases of electron energy loss spectroscopy
(EELS) has been developed. The diagnostic allowed revealing
the effect of efficient release of In atoms from the InN cites un-
der ion bombardment followed by the creation of In- metallic
clusters in the bulk and on the surface of the material.

1. Element composition of the samples under study

Three samples of indium nitride films grown in different lab-
oratories were studied: mono-crystalline InN film (N1) grown
by metal-organic molecular beam epitaxy (MOMBE) with a
nitrogen plasma source [4], poly-crystalline film (N2) grown
by metal-organic chemical vapor deposition MOCVD [5], and
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Fig. 1. Element concentration depth profiles of the sample N1.

poly-crystalline film (N3) grown by rf-sputtering [6]. The car-
rier concentrations in the samples N1, N2, and N3 were 1·1019,
4 · 1020, and 6.5 · 1020 cm−3, respectively. Characterization
of element composition of studied samples was performed by
Auger electron spectroscopy (AES). Besides the composition
of initial near-surface region, the absolute element concentra-
tion depth profiles were measured up to 3–6 nm by ion etch-
ing the samples (Fig. 1). The depth profiles show significant
amount of carbon (10–20%) in the bulk of all of the investi-
gated samples. According to the C KVV Auger-energy chem-
ical shift, carbon atoms formed a separate fraction of amor-
phous carbon. Oxygen also was observed in the bulk of the
samples (3–10%), especially in one on them (30%, N3). Mod-
erate portion of In2O3 indicated that the most part of oxygen
was a component of the alloy In N1−xOx . Nitrogen KVV
Auger-spectrum showed the additional line associated with the
molecular nitrogen. The molecular satellite and therefore the
N2-clusters (bubbles) were observed both in pristine samples
and in the samples irradiated by ions. Two important results
follow from the Auger analysis of the element composition.
The first one is that the In-concentration essentially exceeds
that of the nitrogen one in the near surface region of some
samples before the ion bombardment. The excess indium was
assumed to form In-clusters in the bulk and on the surface of
pristine samples. The second result is that the In-concentration
sharply increases (2 times) just after the first ion bombard-
ment. The obvious conclusion was made that accelerated ions
destroy InN. Released indium atoms diffuse and create segre-
gates in the form of metallic clusters in the bulk and on the
surface of samples. This conclusion is confirmed by increase
of the contribution of those part of the In MNNAuger-spectrum
whose position coincides with that of the reference sample of
pure In-metal. Additional confirmation of the effect of the ion-
induced indium release and segregation gives the analysis of
the EEL-spectra.

2. Plasmon spectroscopy of “InN” and InN-reference spec-
trum

After removing several nanometers of the material, the research
was continued with the help of EELS in “reflection-mode”, that
is in the experiment with electrons reflected by the surface. The
energy of the primary electrons E0 = 1500 eV provided ob-
taining information about the near-surface area of about 2 nm
thickness. Analogue of the loss function of the electron energy
Im(1/ε(ω)), which is directly connected with dielectric func-
tion ε(ω), was used instead of the experimental EEL-spectrum
in the analysis (Fig. 2). “Loss function” (LS) allows specifying
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positions and intensities of the energy loss features more accu-
rately due to subtract-ing the intense contribution of the doubly
and multiply scattered electrons. The home-made computer
program was used for this subtracting. Fig. 2 demonstrates
decomposition of LFs of the samples N2 and N3 into LFs of
different chemical phases: metallic indium, amorphous car-
bon and pure InN. Prominent peaks in the LF of the metallic
indium and of the samples are connected with excitation of the
volume and the surface plasmons. The reference LFs of the
metallic indium and of the amorphous carbon were obtained
for pure materials in the additional experiment. Reference LF
of InN was obtained by averaging the LF picked out in the
first order of the decomposition procedure for the samples N2
and N3. Fig. 3 shows these LFs and the result of their averag-
ing. The re-producibility of the result evidences the reliability
of the obtained LF of pure InN. Prominent peaks of volume and
surface plasmons dominate in the LF of pure InN. The energy
of the InN volume plasmon (h̄ω = 14.5 eV) is close to that
(h̄ω = 15.5 eV) obtained for InN film by EELS in “transmis-
sion mode” [3], that is in passing 100 keV — electrons through
film. The important information gives the relative peak inten-
sities. High intensity of the surface plasmon of the InN phase
implies that the most part of the sample surface is not covered
by any atoms. Thus, In-clusters generated by ion bombard-
ment occupy the less part of the surface, they look like system
of separate clusters. Plasmon energy and LF-shape are a spe-
cific characteristic of chemical phase. Therefore LF can be
used for phase identification. Fig.2 evidences the multi-phase
structure of the samples. Though the most part of the metallic
indium was originated from the ion bombardment, this artificial
contribution can be easily removed in the analysis, and infor-
mation about chemical composition of pristine sample can be
obtained. The reference LF of InN can be used in diagnostics of
the “InN”. We mean the plasmon diagnostics giving the depth
distribution of pure InN phase throughout the “InN” layers, re-
lated structures and interfaces. The obtained LF was used for
quantitative estimation of the amount of In-atoms in the metal-
lic clusters created due to ion bombardment of the material.
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This task was solved by comparing the intensity of LF of the
metallic contribution into the LF of studied sample with that of
the reference sample of the massive In-metal measured at the
same conditions. The effective thickness of In-segregate was
found to be 1–2 ML for different samples. The observed effect
of the ion induced indium segregation proved to be strongly de-
pendent on the structural characteristics of the studied samples:
the worse crystalline structure and chemical homogeneity, the
stronger effect and the larger portion of In-atoms in clusters.
The efficiency of the effect was supposed to be connected with
efficiency of the diffusion of In atoms through dislocations,
phase and crystallite boundaries. Therefore, the revealed ef-
fect was suggested to be use for integral characterization of the
structural quality of InN films.

3. Conclusions

EELS based Plasma Diagnostics of chemical composition of
InN films has been developed. It has been shown that “InN”-
films fabricated in different laboratories are multiphase. Effect
of the ion-induced generation of In clusters in the bulk and on
the surface of “InN” has been revealed. The revealed effect
was suggested to be use for integral characterization of the
structural quality of InN films.
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Tamm-like interface states in periodical ZnSe/BeTe
heterostructures
A. S. Gurevich1, V. P. Kochereshko1, A. V. Platonov1, B. A. Zyakin1, A. Waag2 and G. Landwehr3

1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 Braunschweig Technical University, 38106 Braunschweig, Germany
3 Physikalisches Institut, Universität Würzburg, 97074 Würzburg, Germany

Abstract. Spectral dependencies of the in-plane optical anisotropy of undoped periodical ZnSe/BeTe heterostructures with
nonequivalent interfaces has been studied by spectroscopic ellipsometry. Peculiarities of two different types were observed
in the spectra in the range of the band gap. It was found that spectral position of the first type peculiarities is independent on
the period of heterostructures. Whereas the second type ones shift to the low energies with decreasing thickness of ZnSe and
BeTe layers. The observed behavior is interpreted in frame of a model, which takes into account existence of the Tamm-like
interface states.

Introduction

In 1949 James firstly expressed an assumption about existence
of the interface analogue of well-known surface Tamm states
(Tamm levels) [1]. In spite of number of theoretical papers
[2, 3] in which existence and possible energetic positions of the
such “Tamm-like interface states” (IS) was discussed, there is
now satisfactory experimental evidence which could indicate
that there is a IS in semiconductor heterostructeres.

Recent studies of the type-II ZnSe/BeTe periodic hetero-
structures with nonequivalent interfaces have revealed natural
in-plane optical constants anisotropy of the structures in the
spectral range of the spatially direct interband transitions [4].
This effect is due to the local symmetry of the interface separat-
ing two zinc-blende substances being lower than the symme-
tries of the original semiconductors [5]. In the present paper
the dependence of the in-plain optical anisotropy on period of
heterostructure was analyzed in wide spectral range. It allows
us to reveal peculiarities in the spectra, which corresponds to
optical transitions between IS.

Experimental technique

The samples were grown by MBE on (100)-oriented GaAs
semi-insulating substrates. Each structure contained 20 peri-
ods of ZnSe/BeTe. No purposeful doping of the studied sam-
ples was undertaken. Fig. 1 shows the band diagram of the
structures.

There are free types of the typical interband optical transi-
tions in studied structures. Namely they are: spatially direct
transitions involving electrons and holes both localized in ZnSe
layers (Fig. 1, DT); spatially direct transitions in BeTe layers
involving electrons associated with X-valley of BeTe (DxT);
and spatially indirect optical transitions (IT).

In the present paper the rotating-compensator ellipsome-
ter [6] was used in order to measure low temperature (77 K)
spectral dependencies of the relative phaseshift 
 between p
and s waves upon reflection from sample. Spectral dependen-
cies of the difference δ
 = 
[11̄0] − 
[110] were analyzed.
Here quantities 
[11̄0] and 
[110] are phaseshifts measured in
the case when sample axis [11̄0] was parallel and perpendicular
to the plane of incidence, correspondingly. Thus the quantity
δ
 represents summarized (absorption and refraction parts)
in-plain optical anisotropy.

2*L 2*L
L L

ZnSe ZnSeBeTe BeTe

2.6 eV

2.6 eV

1.9 eV

2.8 eV

Xvalley

4.5 eV

0.9 eV

DT

DxT

IT IT
DT

Fig. 1. Band diagram of the studied type-II ZnSe/BeTe periodical
heteroctructures.

Results and discussion

Figure 2 represents the spectral dependencies of δ
 obtained
for structures with thickness of ZnSe/BeTe layers 230Å/115Å,
100Å/50Å, 40Å/20Å and 30Å/15Å. There are two peculiari-
ties in the spectra caused by spatially direct interband optical
transitions in ZnSe layers (DT, Fig. 2 and Fig. 1) and in the
BeTe layers (DxT, Fig. 2 and Fig. 1).

These peculiarities shift to the higher energies with het-
erostructure period decreasing due to increasing of carrier con-
finement energy. Because of small oscillator strength of the
indirect optical transitions corresponding peculiarities cannot
be observed in spectra at the liquid nitrogen temperature.

Three peculiarities (BL, GL and YL, Fig. 2) were observed
in spectral range of the band gap of the structures. It’s clearly
seen that in comparison with spatially direct exitonic transi-
tions, their spectral positions is independent on the period of
heterostructures. Another one bright peculiarity lying in the
energy gap was observed at the energies being lower than spa-
tially indirect interband transitions (RL, Fig. 2). This line shifts
to the low energies with decreasing period of the structures.

Four observed peculiarities — BL, GL, YL and RL can not
be attributed to the interband optical transitions due to their
spectral position as well as absence of high energy shift with
heterostructures period decreasing. Also the amplitude of these
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Fig. 2. Spectral dependencies corresponding to the in-plain opti-
cal anisotropy for the periodical ZnSe/BeTe heterostructures with
different period.

peculiarities is comparable to the amplitude of interband opti-
cal transitions. Finally, these peculiarities can not be attributed
to some structural properties (islands etc.) of the individual
heterojunction because they were observed for the set of un-
doped samples with different period and each sample contained
high enough number of heterojunctions.

The observed experimental behavior points to existence of
the Tamm-lke interface states in the studied ZnSe/BeTe het-
erostructures. Based on spectral position of observed pecu-
liarities as well as theoretical results, which predicts possible
energetic positions of the IS [3], we propose the following
scheme of optical transitions between IS — Fig. 3. Electron
IS ie1 is caused by offset of conduction band associated with �
point (Ec, solid polyline). IS ie2 is caused by offset of X-valley
of conduction band (EXc , dotted polyline). Hole IS ih1 and ih2
are caused by offset of heavy and light hole valence band (Ev
solid polyline) and offset of spin-orbit splitted valence band
(ESO

v , dash-dotted polyline) correspondingly. In the frame of
proposed model optical peculiarities RL are caused by optical
transitions involving IS ie1 and ih1 (Fig. 3), peculiarities BL
are caused by transitions between IS ie1 and ih2, and pecu-
liarities GL are caused by transitions involving IS ie2 and ih1.
For explainingYL we should assume the existence another one
IS — ieh. This IS, unlike electron and hole IS — sattelites of
the conduction and valence bands, conforms to the center of
the band gap of the heterostructure, thus being the states of a
mixed kind.

BeTe BeTeZnSe ZnSe BeTe

ie2

ie1

ieh

ih1

ih2

RL

BL
YL

GL

E x
c

Ec

Ev

E so
v

Fig. 3. Energetic positions of the Tamm-like interface states in
ZnSe/BeTe heterostructures.
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Temperature dependence of photoluminescence and
absorption spectra of n-InN
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Abstract. Temperature dependences of photoluminescence (PL) and absorption spectra of n-InN samples with Hall
concentrations from 3.6×1017 to 7.3×1017 cm−3 are reported. It is shown that the PL spectrum structures observed at 4.2
and 77 K disappear at room temperature. A model approach taking into account the Urbach tails of conduction and valence
bands, the acceptor states, and the non-parabolicity of the conduction band is developed. The structure of the PL spectrum is
demonstrated to originate from the recombination of degenerate electrons and holes trapped by deep and shallow acceptors
and from the band-to-band recombination of free holes and electrons. The obtained results show that the hole energy
relaxation results in the almost equilibrium thermal distribution of holes. The temperature shift of the PL band strongly
depends on the momentum relaxation rate of the carriers and therefore can be applied to characterize the quality of the InN
based nanostructures.

At present, reliable information on optical and electrical
characteristics of n-InN epilaiers of different quality can be
found in literature [1,2,3,4], though fundamental characteris-
tics are still under discussion. Among them is the temperature
band gap shrinkage which demonstrates a puzzling difference
for n-InN samples of different quality (see, for instance [2]).

The temperature band gap shrinkage for many crystals can
be directly observed as a decrease of the interband transitions
energy in optical absorption. However, the doped semiconduc-
tors like n-InN present examples where neither interband ab-
sorption nor photoluminescence temperature dependence give
the band gap shrinkage directly. Qualitatively, the explanation
is that at different temperatures the transitions between differ-
ent states occur in both interband processes. In this report we
present a systematic study of this problem.

We studied high quality InN samples grown on sapphire
substrates by molecular beam epitaxy [5] with Hall concen-
trations from 3.6×1017 to 1.0×1018 cm−3 and with the layer
thickness from 12 to 0.42µm. The electron mobility at room
temperature was between 2000 and 1050 cm2/Vs. A set of
lasers operating in the energy range from 2.41 to 0.81 eV was
used for the PL excitation.

In Fig. 1 the typical PL spectra for the n-InN samples stud-
ied are shown. The spectra display three peaks in the energy
interval from 0.50 to 0.67 eV. It is known that the structure in
the PL spectra can be due to localized states of carriers or exci-
tons. It is a common feature of semiconductors with relatively
low free carrier concentrations. In the PL spectrum of n-type
InN, the structure can be attributed to the recombination of
degenerate electrons and holes in localized states.

Figures 2a-c show the PL and absorption spectra transfor-
mations in a wide temperature interval. The most strong change
in the PL spectrum shape is disappearance of any structure with
the temperature increase from nitrogen to room temperature.

These results can be explained under the assumption that
one of two low-energy features of the PL spectrum (0.610 eV)
is due to recombination of degenerate electrons with the holes
trapped by deep acceptors and the other one (0.537 eV) is its
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Fig. 1. PL spectra of sample Gs2055 at liquid helium and nitro-
gen temperatures (decorated dashed upper and lower curves, re-
spectively). Spectra were detected by an InSb diode with the cut-off
energy ≈ 0.4 eV (λ ≈ 3.1µm). Spectra are normalized at 0.55 eV.
Solid lines represent the results of model calculations.

LO-phonon replica. The PL peak at 0.663 eV can be attributed
to a complex band formed by transitions of electrons to the
shallow acceptor states and by the band-to-band recombina-
tion. Then the temperature behavior in Figs. 1 and 2 can be
understood in terms of the equilibrium distribution of the pho-
toholes over the valence band states.

To confirm this interpretation, model calculations of the
PL and absorption spectra were performed. The model as-
sumed the band gap dependence on the carrier concentration,
the non-parabolic conduction band with a linear dependence of
the electron effective mass on the kinetic energy for electrons,
and the presence of the Urbach tails for valence and conduction
bands.
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represent the experimental data, solid lines are the results of model
calculations. (a) T = 4.2 K, (b) T = 77 K, and (c) T = 300 K. The
fine structure of the PL and absorption spectra is due to the Bragg
interference.

The equilibrium Fermi distribution function for photoholes
can be written as

nhE(G, T ) =
{

exp
[
(E − µh(G, T ))/T

]
+ 1

}−1
, (1)

where the temperature is expressed in the energy units and
µh(G, T ) is the hole chemical potential defined by

Gτ(T ) =
∫ ∞
−∞

[
1− nhE(G, T )

]
ρh(E)dE , (2)

whereG is the photohole generation rate, ρh(E) is the density
of the hole states, and τ(T ) is the lifetime of holes in radiative
states.

At low temperatures and weak excitations, µh(G, T ) lies
above the valence band top and goes up with temperature. Then
the changes in the PL spectrum shape between 4.2 and 77 K
in Figs. 1 and 2a–b can be attributed to the redistribution of
the population between shallow and deep localized states of
holes. At room temperature, only the band states are populated
by holes and the band-to-band transitions dominate in the PL
spectrum (Fig. 2c).

The model calculations (Fig. 3) show that the hole distri-
bution shifts and broadens with temperature. The difference in
masses of the electron and heavy hole leads to different values
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Fig. 3. Model density of the valence band states ρh(E) (dot-
and-dashed curve) including the Urbach tail and shallow (sh) and
deep (da) acceptor states. Curves 1 and 2 are the hole populations
at liquid helium and room temperatures, respectively.

of their thermal momentaphT =
√

2mhT andpeT =
√

2meT . If
the momentum conservation law is working then the high ther-
mal momenta of holes phT corresponding to the maximum of
their thermal distribution prevent their annihilation with elec-
trons whose momenta are of the order of pF or peT . These re-
strictions are similar to those found in p-type GaSb and GaAs
crystals [6]. The momentum conservation law breaking in-
volves the thermal holes into recombination and increases ad-
ditionally the PL band energy.

The thermal band gap shrinkage shifts the PL band to low
energies, while an increase in the kinetic energies of carriers
produces effects of the opposite sign. The interplay of different
factors influencing the PL band position leads to a variability
of the PL band shift with temperature.
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Growth and investigation of the heterojunctions between
silicon carbide (SiC) polytypes
A. A. Lebedev, A. M. Strel’chuk, A. N. Kuznetsov and A. N. Smirnov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. In the present paper investigation of electrical characteristics of p−-3C-SiC/n+-6H-SiC heterojunction grown by
sublimation in vacuum was done. It was concluded that green band in p−-3C-SiC/n+-6H-SiC diodes is connected with
free-exciton annihilation in 3C-SiC and shift in maximum EL position may be connected with quantum-size effects at
3C-SiC/6H-SiC hetero-boundary.

In last years were published several papers about growth and
investigation of heterojunction between SiC polytypes [1–3].
It was shown that by method of sublimation epitaxy in vac-
uum (SEV) it is possible to grown 3C-SiC/6H-SiC pn heteo-
junctions with enough good characteristics [1]. The aim of
present paper was to grow p−-3C-SiC/n+-6H-SiC heterojunc-
tion and investigation of it electrical characteristics. Low doped
(Na−Nd = 3−4×1016 cm−3) layers of p-3C-SiC was grown
by SEV directly on (0001)Si plane of 6H-SiC Lely substrate
(Nd − Na ∼ 3×1018 cm−3). On the top of this layer was
grown by SEV strongly doped p-3C-SiC layer for ohmic con-
tact formation. Diode mesa structures with diameter 500 m
were produced by plasmo-ion etching in SF6 (Fig. 1).

p -3C-SiC+

n -6H-SiC+

p -3C-SiC−
EL emitting

Ohmic contact

Fig. 1. Cross-section of the investigated 3C-SiC/6H-SiC heterodi-
odes.

Electrical characteristics of the obtained diodes were closed
to electrical characteristics of p+-3C-SiC/n+-6H-SiC hetero-
junction described in [1]. I–V characteristics has exponen-
tial forms. Typical capacitance–voltage (C–V) characteris-
tics of the heterodiodes has two parts, both of each are lin-
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Fig. 2. C–V characteristics of the different heterodiodes.
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Fig. 3. Electroluminescence spectrum of the investigated diodes at
temperatures: 1 — 300 K; 2 — 450 K; 3 — 600 K.
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∆Ec = 0.55eV
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Fig. 4. Band diagram of the P−-3C-SiC/N+-6H-SiC heterostruc-
ture.

ear in coordinates 1/C2–V (Fig. 2). This mean that obtained
pn junction was abrupt. Down part of C–V characteristic
corresponds to low doped p-3C-SiC layer. Value of Na-Nd
in this part is equal to those, measured by mercury probe
directly on top of this layer before growth of p+-3C-SiC.
Thickness of this layer is about 0.7 µm. Upper part of C–
V characteristics corresponds to strongly doped p+-3C-SiC
layer (Na −Nd ∼ (0.4−1)×1018 cm−3).

In spectrum of electroluminescence of this diodes presents
green band close in spectrum position to band of free-exciton
annihilation in 3C-SiC and to so-called “defect electrolumines-
cence” in 6H-SiC [4]. But this band has another temperature
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dependence than defect EL and the same that exciton line in
3C-SiC — it’s intensity increase with increasing temperature
(Fig. 3). Maximum position of this line was shifted to short-
wave region of the spectrum on about 0.07 eV in contrast with
typical position of exciton band in 3C-SiC. This shift may be
connected with quantum-size effects at 3C-SiC/6H-SiC heter-
oboundary (Fig. 4). More detailed description of the obtained
results and it’s analysis will be done in full volume paper.

Finally we conclude, that by SEV it is possible to grow p−-
3C-SiC/n+-6H-SiC heterostructure with doping level in p- and
n-regions suitable for investigation of 2DEG at heterobondary.
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Band-edge and impurity-related photoluminescence of InN
A. V. Sakharov1, V.Yu. Davydov1, A. A. Klochikhin1,2, H. Lu3 and W. J. Schaff3
1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 St Petersburg Nuclear Physics Institute, St Petersburg, Russia
3 Department of Electrical and Computer Engineering, Cornell University, Ithaca, New York, USA

Abstract. Photoluminescence (PL) of intentionally undoped n-type InN samples grown by MBE has been investigated.
A typical PL spectrum consists of two bands around 0.67 and 0.61 eV (at 77 K) related to band-to-band recombination and
to acceptor-to-band recombination. PL spectra modification with changes in excitation densities was studied in a wide range
of excitation densities using different excitation sources.

Introduction

In spite of a great progress in creation of III-N optoelectronic
devices, such as light-emitting diodes and lasers, based on In-
GaN/AlGaN heterostructures, InN is still not well studied. Up
to now conflicting opinions about origin of PL and even about
fundamental parameters of InN (such as band gap and effective
mass) can be found in literature.

An epitaxial InN film is not so easy to grow, and first sam-
ples have very high concentration of defects, leading to giant
free carrier concentration, above 1019 cm−3. Progress in epi-
taxial technology results in MBE grown InN films with concen-
trations of about 4×1017 cm−3 and room temperature motilities
higher than 2000 cm2/Vs [1].

In this paper we report some data related to optical prop-
erties of good quality InN epitaxial structures providing infor-
mation about its phundamental properties.

1. Experimental

InN epitaxial structures with Hall electron concentration in a
range 5–9× 1017 cm−3 were grown on sapphire substrates by
molecular beam epitaxy. Sample thicknesses were in a range
from 1.7 to 12 µm. A set of lasers operating in energy range
from 0.8 to 2.4 eV was used for PL excitation; emission was
detected by uncooled InGaAs p-i-n photodiode (cut-off en-
ergy 0.57 eV) connected to lock-in amplifier. Transparency of
sapphire substrate allows measuring PL from both sides of epi-
taxial film, giving information on material properties change
with thickness. Excitation density was varied by using neutral
density filters and changing the laser spot size. Optical trans-
mission measurements were performed using halogen lamp.

2. Results and discussion

Fig. 1 shows PL spectra from sample GS2050 with thickness
7µm and Hall concentration 5.3×1017 cm−3 at different exci-
tation densities. At minimal excitation densities spectra is dom-
inated by PL peak at 0.61 eV; with increase in excitation density
redistribution between two lines takes place and for maximal
excitation density spectrum is dominated by band-edge related
peak around 0.67 eV. Additional peaks on PL spectra is due
to Fabri–Perot resonator formed by InN/air and InN/sapphire
interfaces.

Fig. 2 shows PL spectra for thinner sample GS1804 (thick-
ness 1.7 µm). Situation is identical with GS2050, except for
lower intensity of impurity band and absence of interference
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Fig. 1. Normalized PL spectra of sample GS2050 (thickness 7 µm)
at different excitation densities. 1 — 10 kW/cm2, 2 — 500 W/cm2,
3 — 10 W/cm2.

fringes. Nature of impurity-related band is still unclear: it can
be formed by any acceptor with binding energy of 50–55 meV.

It should be noted that in spite of relatively high carrier
density in a sample (7× 1017 cm−3) dependence of PL inten-
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Fig. 2. Normalized PL spectra of sample GS1804 (thickness 1.7µm)
at different excitation densities. 1 — 500 W/cm2, 2 — 50 W/cm2,
3 — 1W/cm2. In the inset shown dependence of integral PL intensity
on excitation level.
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Fig. 3. Normalized PL spectra of sample GS2050 at excitation den-
sities 10 W/cm2 measured from top of the sample and from back of
the sample (through sapphire substrate).

sity on excitation power is almost linear in a wide range of
excitation densities, indicating weak influence of nonradiative
recombination. Measurements of quantum yield (QE) of PL
on this sample shows QE=9% at 4.2 K [2].

Fig. 3 shows PL spectra recorded from surface and from
InN/sapphire interface region. Because of relatively thick sam-
ple (7 µm) and small absorption length of a laser (0.5 µm) we
have possibility to compare epilayer properties at surface and
interface regions. Modeling of PL spectra using electron ef-
fective mass m∗ = 0.07m0 [2] gives carrier concentrations of
2.4×1017 cm−3 and 1×1018 cm−3 for surface and interface re-
gions, respectively. So, we can point out that for thick samples
Hall data give averaged value of electron concentration (and
also averaged mobility value). This feature was observed for
GaN layers grown on sapphire, where high density of defects
on GaN/sapphire interface leads to formation of a conductive
layer [3].

To conclude, we have studied a set of intentionally undoped
n-type InN samples. For these structures PL spectra at 77 K
consists of two bands around 0.67 and 0.61 eV (at 77 K) related
to band-to-band and to acceptor-to-band recombination. For
thick samples measurement of PL spectra allows to determine
electron concentration at surface and InN/sapphire interface
regions instead of averaged Hall concentration.
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Depression of atom ionisation in 6H-SiC natural superlattice
at Wannier–Stark localisation condition
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Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. As well known the Wannier-Stark localization (WSL) phenomenon was discovered by optical observation. In this work WSl
and its influence on transport phenomenon are discovered in 6H-SiC natural superlattice. We pay attention to fact that at WSL a
mobility loss occurs and as a consequence electron does not leave its localization near donor impurity to create positive charge due to
positive ion of donor atom. This work makes a tray to discovery this prediction which is important both for principal and applied
problems. Structure of 6H-SiC field effect transistor with p-n junction as a gate, adapted for this type of investigations, was used as
sample. The dependence of short-circuit photo-current on the voltage applied to the source-gate (or drain-gate) p-n junction Vg was
studied. Defined value excess Vg causes a negative differential photoconductance, which, as showed by previous investigations, is
determined by Wannier-Stark localization in the region of Stark-phonon resonance. Moreover Isd ∼ Vg dependence shows a drop Isd to
zero at Vg significantly less than a pinched-off channel Vg . This phenomenon is explained by new effect of donor atoms ionisation
depressing in WSL regime and consequently by anomalously week field screening.

There is a natural superlattice (NSL) in the most of SiC polytypes ex-
cept for the 3C- and 2H-SiC. The Wannier-Stark localization (WSL)
[1] arises due to NSL in different SiC device structures at the large
electric fields. According to the principles of quantum mechanics,
electrons heated by electric field, having reached top of the allowed
band, experience Bragg reflection, move in a direction opposite to
the field, and electron motion becomes periodic (so called Bloch os-
cillations) [2].The major consequence of this new crystal state is that
negative differential conductance occurs. So far the following ef-
fects were discovered in different SiC bipolar and unipolar diode and
transistor structures fabricated on (0001) face [3]: 1. The depression
of electrons in the impact ionization in a wide range of fields. 2. The
anomalously high avalanche breakdown fields. 3. The negative tem-
perature dependence of the avalanche breakdown field. 4. The strat-
ification of avalanche breakdown current. 5. The Bloch oscillation.
6. The Stark-phonon resonance under Wannier-Stark ladder condi-
tions. 7. The resonance tunneling between the adjacent minibands.
8. The complete localization of the lowest minibands. 9. The mobile
domain and the premature avalanche breakdown. 10. The corre-
lation of drift velocities with superlattice parameters of different
silicon carbide polytypes. It is well known that under the WSL con-
ditions [1] a continuous band spectrum transforms into a discrete
one, and takes form of the so called Wannier-Stark ladder [4]. This
has to cause electron localization and virtual loss of mobility, i.e.
quasi free motion capability. It should note that this phenomenon
did not attract attention up to now. In its turn, this must lead to a con-
siderable charge density drop in n layer under n p junction contact
field. Indeed electron should leave its localization near donor impu-
rity to create positive charge due to positive ion of donor atom. Field,
created by positive charge, compensates contact field of n p junction.
At the increase of impurity concentration, the width of space charge
layer W diminishes. It is well known that under the WSL condi-
tions [1] a continuous band spectrum transforms into a discrete one,
and takes form of the so called Stark ladder. This causes electron

(a)Al

Ni

Source
Drain

Gate

The channel

p -type+
n-type

n -type+

Ni
Al

(b)Exciting light

Source Drain Gate

Fig. 1. The common view of the 6H-SiC JFET, (a); the cross section
of this JFET, (b).

localization and virtual loss of mobility, i.e. quasi free motion capa-
bility. In its turn, this must lead to a considerable charge density drop
in n layer under n-p junction contact field. Indeed electron should
leave its localization near donor impurity to create positive charge
due to positive ion of donor atom. Field, created by positive charge,
compensates contact field of n p junction. At the increase of impu-
rity concentration, the width of space charge layer W diminishes.
At the abrupt n-p junction, with the prevailing impurity concentra-
tion in one of the layers n or p, W ∼ N(−1/2). However under the
Stark ladder conditions at the electron mobility loss, electron stays
by donor, and positive charge density when even increased then far
less significantly, than without Wannier-Stark localization; a strong
increase of width W being necessary for field compensation. This
assumption, rather important even practically, naturally requires ex-
perimental verification. To reveal this effect a structure of 6H-SiC
field effect transistor with p-n junction as a gate (JFET), adapted
for this type of investigations, has been applied. It should note that
the part of presented experimental data was published in [5] as the
primary material.

The technology of fabrication of this JFET is as follows: the
p-type, 2-µm thick layer (gate) doped toNa−Nd = 2 ·1018 cm−3 is
initially grown on (0001)Si face of 6H-SiC substrates (n-type,Nd −
Na = 3 · 1018 cm−3); then the n-type, 2-µm thick layer (channel)
dopes to Nd − Na = 1.5 · 1017 cm−3 is grown on p-layer; two-step
photolithography is performed on evaporated Al/Ni combination to
form metal contacts. The JFET is produced by dry etching process.
The channel dimensions are 784×8×1µm3. The gate n-p+ junction
is abrupt and non-symmetric. The general view and cross section of
JFET are shown in Fig. 1(a, b).

In our experiments the JFET structures were illuminated (Fig. 1b)
with radiation of different wavelengths ranging from 0.25 to 0.40 µm.
The radiation penetrates into the channel n-layer through the open
surface. The diffusion lengths of electrons in the p+-layer and holes
in n-layer were determined to be Le = 0.4µm and Lh = 0.3µm
respectively. Thereafter we can create mainly hole or electron PC
using the radiation of different wavelengths. The dependence of
short-circuit photo-current on the voltage applied to the source-gate
(or drain-gate) junction Vg is shown in Fig. 2.

One should consider the fact that the photo-current (PC) begins
to drop with voltage exceeding certain threshold value. This is sur-
prising, because PC must tend to the saturation at a voltage with the
channel pinched off by the gate space charge region (SCR). In addi-
tion (Fig. 2), it was found that the higher the electron part in the PC,
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the higher is the value of the PC drop (which can be controlled by the
wavelength of the exciting radiation). For a comparison the parallel
investigations were conducted with two industrial Si JFETs with a
structure similar to that of 6H-SiC JFET under study. The results
obtained for Si JFETs are trivial: the expected increase of PC and
its tendency to saturation with increasing gate voltage (the inset of
Fig. 2) have been observed. Thus 6H-SiC JFET behaves uncom-
monly. Such a negative photo-conductance is never (or very rarely)
observed in other semiconductors. But as mentioned above, similar
effects in 6H-SiC are discovered elsewhere in different manifesta-
tions [3]. We believe that the observed effects should be attributed
to the WSL-regime as well, because the field magnitude coincides
with Stark-phonon resonances phase of the WSL process in 6H-SiC
superlattice [3] and obviously the PC drop is due to the electron
component of the PC as well.

In addition to uncommon photo-conductance behavior, unex-
pected source-drain current Isd versusVg (or more illustrative d−W )
dependence is observed in transistor linear regime, where d is the
channel thickness,W is the width of the gate SCR consequently the
difference d−W is the width of the neutral part of the channel. The
plot of Isd versus d−W is expected to be linear, namely such linear
dependence is observed for the Si-based JFET (see inset of Fig. 3).

In contrast, Isd versus (d−W ) dependence measured for 6H-SiC
JFET has a knee at d−W = 0.6µm, with Isd being dropped to zero
at d−W ≈ 0.3µm, i.e. at a condition when there is non-pinched-off
part of the channel (Fig. 3). It should be noted that the PC’s drop
(Fig. 2) occurs at the same Vg value. Both phenomena obviously
result from the WSL. To avoid casual coincidence both of these
phenomena have been subjected to a temperature rise. The results
of this subjecting show a quality coincidence of both characteristics
(Fig. 4(a, b)).

The threshold voltage in characteristic PC ∼ f (V 1/2) shifts to
its lower values with temperature rising from 300 K to 400 K and does
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at different temperature.

not change with temperature rising to 500 K (Fig. 4a). It is likewise
controlled by a change in phonon structure spectrum, which pro-
duces phonon with lower energy in stark-phonon interaction. Sim-
ilar shift to the lower voltages Vg has a knee on Isd ∼ f (d − W)
(Fig. 4b). This experimental result clearly demonstrates that un-
usual behavior Isd ∼ f (d − W) is caused by WSL process. As
is known, the effect of WSL becomes apparent for carrier transport
along the C-axis [3], while in JFETs under study the direction of
drain current flow is orthogonal to the C-axis. Thus it seems that
unusual transformation of one-dimensional WSL-effect into almost
three-dimensional effect occurs. However in reality the experimen-
tal facts indicate that premature pinching-off of the channel occurs.
Sufficient explanation should be as follows: as is shown in [3] the
electron spectrum at stark-phonon resonances phase of the WSL
process in 6H-SiC superlattice becomes discrete. In this case elec-
trons lose their mobility. A probability of electron departure from
donor atom strongly decreases and a positive charge density corre-
spondingly diminishes. Therefore the field in p-n junction gate is
shielded at the larger width than it would occur in uniform semicon-
ductors where W ∼ V 1/2

g /(Nd − Na)−1/2 because of the effective
charge density decrease. Therefore the channel is pinched off at
significantly less Vg . The p-n junction capacity behavior confirms
this idea. Departure from linearity of the C−2 ∼ Vg characteristic
can be observed at Vg > 1.2Vt , where Vt is voltage at the knee on
Isd ∼ f (d −W) (Fig. 3) and 1.2Vt is experimental magnitude.

As a conclusion it is important to consider that along with elec-
tron heating depression and early breakdown because of electrical
domain [3] an effect of anomalous field screening became another
consequence of the WSL conditions, revealed for the first time. Al-
though WSL revealing in PC ∼ f (V 1/2

g ) dependence is evidence
of discreet electron spectrum arising, it is new evidence of WSL
existence in 6H-SiC NSL as well.

Outlined above the mechanism of field spreading in crystal at
presence WSL will be creative and useful for explanation some un-
usual phenomena in SiC devices.
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Abstract. 40 period ZnCdSe/ZnSSe MQW structures were grown by metal-organic vapour phase epitaxy on GaAs
substrates. Based on these structures, an etalon for vertical cavity surface emitting laser was fabricated. Lasing at
λ = 535 nm with 3.2W output power was achieved by longitudinal pumping of a scanning electron beam at room
temperature. The threshold current density was as low as 8A/cm2.

Introduction

E-beam pumped vertical cavity surface emitting laser (VCSEL)
emitting in a red, green and blue spectral ranges is promising
as an efficient light source for display technologies [1, 2]. High
input-output efficiency of about 12% was realized in a VCSEL
(645 nm) with a resonant periodic gain using GaInP/AlGaInP
structures [3]. Recently, blue (462 nm) lasing was achieved
with ZnSSe/ZnMgSSe MQW structures also [4]. In this pa-
per, we demonstrate the first results of an e-beam pumped
ZnCdSe/ZnSSe MQW VCSEL emitting in the green spectral
range.

The ZnCdSe/ZnSSe QW with ZnMgSSe clading layers
for the formation of an optical waveguide is a typical active
structure for green-emitting ZnSe-based laser diodes [5]. This
structure as well as structures with CdSe quantum disks were
successfully used in edge-emitting lasers with e-beam pump-
ing [6]. Lasing under longitudinal e-beam pumping was also
achieved using ZnCdSe/ZnSe structures grown by MBE on
GaAs and ZnSe substrates [7, 8]. However, laser threshold
was high because the number of QWs was nonoptimal and
the structures exhibited a large number of defects. These re-
sults were achieved using MBE deposition, however MOVPE
is preffered for volume production. The best results to date
have been obtained by MOVPE on ZnCdSe/ZnSSe structures
of an edge-emitting laser diode at low temperature (77 K) [9].
Thick ZnCdSe/ZnSSe structures suitable for a laser with res-
onant periodic gain with longitudinal pumping by an electron
beam or optical pumping grown by MOVPE has now been
demonstrated.

1. Experimental

Periodic ZnCdSe/ZnSSe MQW structures were grown by
MOVPE on GaAs substrates misoriented by 10◦ from (001)
to (111)A. Structures were fabticated with 20 to 40 periods
with thicknesses ranging from 100 to 200 nm. The MQW
region was grown on a ZnSSe buffer with a thickness from
400–700 nm with a ZnCdSe QW thickness from 3 to 8 nm.
The Cd content was about 25–30% for green emission. The
structures were completed by a ZnSSe layer equal to the thick-
ness of the ZnSSe barrier layers. Growth was carried out in
a custom built horizontal quartz reactor including an optical
window for in situ multi-wavelength reflectrometry control of
layer thickness. The growth run was carried out in hydrogen

at atmospheric pressure using diethylzinc (Et2Zn), dimethyl-
cadmium (CdMe2), diethylsulfide (Et2S) and dimethylselenide
(Me2Se) as precursors. The substrate temperature was 425 ◦C.

A quarter wave 7 pair SiO2/ZrO2 layer stack was deposited
on the structure to form the first cavity mirror. The sample was
then mounted with epoxy to a sapphire holder and the GaAs
substrate was removed by polishing followed by chemical etch-
ing. The sample was then etched in a diluted CrO3-HCl-H2O
solution removing 200–300 nm of Ga doped ZnSSe from the
GaAs substrate. A second mirror of 7.5 pairs of SiO2 and ZrO2
and 0.1µm of aluminum was deposited on the etched surface
to complete the etalon.

As-grown structures were studied by photoreflection (PR),
cathodoluminescence (CL), X-ray diffraction, optical, lumi-
nescence and atomic force microscopy (AFM). CL was mea-
sured at T ≈ 14 K and RT, electron energy Ee = 10 and 30 keV,
continuous current Ie = 1µA and an e-beam spot diameter
de = 1 mm. The cavity was pumped by a scanning electron
beam with Ee = 25–60 keV, Ie = 0–2 mA and de = 20–
50µm, depending on the electron energy and current. The
scan velocity was approximately 4×105 cm/s with a repetition
rate of 50 Hz.

2. Results and discussion

2.1. Structure characterization

The main issue in growing a high quality, thick ZnCdSe/ZnSSe
MQW structure is to compensate for compression strains in the
CdSSe QW layers due to mismatching with GaAs by inten-
tional tension strains in ZnSSe barrier layers. The thickness
of CdSSe layers should be less than the critical thickness to
prevent the formation of misfit dislocations.

If the S content is greater than 8%, dark lines along the
〈1–10〉 direction and dark lines misoriented from the 〈110〉
direction by ±5◦ are observed in luminescence microscope
image which is the result of relaxation of tension strains by
the formation of dislocations along the [111] planes. These
surfaces intersect the (001) surface along the 〈1–10〉 and 〈110〉
directions. In the case of a misoriented GaAs substrate, the
(1− 11) and (−1− 11) surfaces should intersect the substrate
surface along the two different lines misoriented from the 〈110〉
direction. Small dark spots are observed in the image also and
it is speculated that these defects are formed in the QWs since
their proliferation appears highly dependent on the CdSSe layer
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thickness.
If the S content is less than 6%, dark lines along the direction

of the intersection of the (100) and (010) surfaces with the
substrate surface become apparent in the luminescence image
caused by the relaxation of internal compression strain along
these planes. By tuning the S content it is possible to decrease
these dark line defects.

Exceeding the critical thickness for the CdSSe layer leads
to a proliferation of dark spot defects and the emission field
becomes microscopically nonuniform although the emission
intensity may be large or even increase. Further increasing of
the CdSSe layer thickness eventually leads to a drop in emission
intensity.

The structures grown at optimized conditions have a mirror-
like surface with AFM roughness parameter — root mean
square (RMS) — of less than 2 nm across a 10× 10µm2 area.
The typical FWHM of the X-ray rocking curve was 100 arcsec.
The CL spectra of a 40-period MQW structures is presented in
Fig. 1. The intensity of the QW emission line is much higher
than one of the ZnSSe barrier emission line at both RT and
T ≈ 14 K. This demonstrates adequate transport of nonequi-
librium carriers into the QWs.

2.2. Laser characteristics

In Fig. 2, the cavity emission spectra below and above the lasing
threshold are presented. Below the threshold the spectrum con-
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sists of several longitudinal cavity modes. Above the threshold,
the spectrum contains two cavity modes. The threshold current
at Ee = 40 keV was 0.025 mA (about 8A/cm2 in current den-
sity). Output power of 3.2W was achieved at RT,Ee = 40 keV
and Ie = 1.8 mA. The laser efficiency was about 4.5%. Fig. 3
shows the dependence of output power on e-beam current at
Ee = 35 keV. A far-field pattern of the laser is typical for an
e-beam pumped VCSEL. It contains a central spot with total
divergence angle of about 15 degrees and one ring at angle of
23 degrees.

3. Conclusion

Optimization of growth conditions and composition of quan-
tum well and barrier layers was demonstrated resulting in a
laser structure with low defects and intense cathodolumines-
cence at RT. Lasing with 3.2W output power was achieved
at RT and 40 keV at 530–545 nm under longitudinal pumping
by a scanning electron beam. The threshold was as low as
8A/cm2. Optimization of the design of the structure will allow
for further improvement in laser characteristics.
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Abstract. Wide-band-gap materials like GaN, BN, diamond and others can have different structures: cubic, wurzitic or
hexagonal. ECR-plasma enhanced CVD technology demands the application of RF induced negative DC bias of different
values to deposit cubic or hexagonal BN [1, 2], diamond or graphite. This bias is needed to furnish bombarding energetic
ions in order to transform a more stable hexagonal crystal layer into cubic.

Introduction

Our approach was to grow cubic or hexagonal GaN by the
ECR-MOVPE method by mixing an nitrogen plasma stream,
extracted from the plasma confinement vessel, with trimethyl
gallium (TMA) released from the gas ring in the vicinity of a
silicon (111) wafer. The application of nitrogen (not ammo-
nia) gives an additional advantage to decrease the hydrogen
concentration and to use a liquid nitrogen panel to provide bet-
ter conditions for structure growing.

The experimental EpiLab setup used for layer growing is
shown in Fig. 1. The ECR plasma was excited in a 150 stain-
less steel chamber and “extracted” into the process chamber
by divergent magnetic field. Nitrogen was introduced into
the source chamber in which activated nitrogen species were
formed. The plasma density in the ECR source chamber was
about 1013 cm−3, the ion energy was 17–25 eV. 13.56 MHz
radio frequency (RF) biasing was used together with the ECR
source to control incident ion energy. RF bias provides a sep-
arate means of controlling ion energy which is essentially in-
dependent of the ECR plasma parameters. Since the potential
due to RF bias develops close to the substrate (about 1 mm),
this improves the control over the energy of chemical reactions
on the substrate surface.

Fig. 1. The experimental EpiLab 150 setup used for layers growing.

1. Experimental

Gallium nitride layers were deposited onto high-ohmic Si (111)
plates 400 µ thick, which were pretreated in a 25% HF so-
lution for 10 min and followed by 10 min treatment by hy-
drogen ECR plasma. Directly before deposition, the plates
were subjected to nitrogen ECR plasma for 10 min. Then
a pre-determined flow of gallium trimethyl was added to the
nitrogen plasma for 3 s and the deposition began. The de-
position conditions were varied by changing the microwave
powerW = (20−100) watts, the value of the self-bias voltage
Ub = (−30−−160)V upon 13.56 MHz HF field application,
the pressureP = (0.2−2)mTorr, and the ratio of nitrogen flow
F(N2) to gallium trimethyl flow F(TMG), R = (1−24).

Fourier transmission infra-red spectrometry (FTIR) was
used for an express analysis of the chemical composition of a
deposited GaN layer. The period of interference bringers in the
base line of the Fourier transmission infra-red spectra (FTIRS)
was measured to calculate the product of the layer refraction
index by the layer thickness. The FTIRS were recorded on
a 1720X Perkin–Elmer spectrometer with the signal to noise
ratio 3000 for a single spectrum scanning. The spectra were
registered with a 36-times accumulation of scans. The FTIRS
discussed in the work are presented on an optical density scale
after subtraction of the base line. Structural analysis was per-
formed on a JEOL 2000FX transmission electron microscope
with an accelerating voltage of 150 kV.

2. Results and discussion

Figures 2 and 3 present FTIRS of GaN layers deposited under
different conditions. For the sake of convenience, the spec-
tra are normalized to unit optical density by the main peak
540 cm−1 amplitude (A = 1). The 540 cm−1 peak can be at-
tributed to bands of symmetric and asymmetric Ga-N stretching
vibrations. The features in the region 1700 cm−1 to 2200 cm−1

are due to Ga-H and H-Ga-H stretching bands. The bands C-H
and H-C-H stretching vibrations are in the region 2900 cm−1

peak. And the features in the region 3100 cm−1 to 3600 cm−1

are due to N-H and H-N-H stretching vibrations. The bands of
C-H and H-C-H stretching vibrations observed in the FTIRS
L(1) become disappearingly small in the FTIRS L(2) when
the ratio F(N2) to F(TMG) increases from1.5 to 6.0 (Fig. 2).
The bands due to Ga-H, H-Ga-H, as well as N-H and H-N-H
vibrations observed in the L(1) and L(2) spectra become dis-
appearingly small as the ratio F(N2) to F(TMG) increases to
16, as can be seen in the spectrum L(3) (Fig. 3).
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The comparison analysis of the FTIRS obtained showed
that the concentrations of carbon and hydrogen in the GaN
layers decrease when a self-bias voltage Ub of−30 to−160 V
is applied to the substrate, under otherwise equal process con-
ditions.

Electron microscopy studies were performed to determine
the crystal structure type. Figure 4 displays the diffraction vec-
tor lengths measured from the selected area diffraction (SAD)
patterns of GaN layers and calculated for hexagonal (2H-GaN)
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Fig. 5. Dependence of GaN layer growth rate from relation R = F
(N2)/F(TMG).

and cubic GaN. The analysis of the measured and calculated
diffraction vectors for 2H-GaN and cubic GaN showed that the
L(3) layers deposited in ECR plasma at Ub = −160 V and
R = 16.0 was hexagonal. The SAD pattern of the L(4) layer
deposited in ECR-plasma at Ub = −120 V and R = 16.0
showed the presence of both hexagonal and cubic phases, with
the cubic phase dominating (Fig. 4).

Figure 5 presents the dependence of the GaN layer growth
rate on the ratio R. On deriving this dependence, the area in
the FTIRS from 400 cm−1 to 800 cm−1 was used as a value
proportional to the number of Ga-N bonds in the layer in the first
approximation. The maximum growth rate of the GaN layer
Vmax ≈ 73 Å/min is obtained, under the conditions of Fig. 5,
when the nitrogen flow exceeds that of gallium trimethyl by
nine times.

3. Conclusions

These studies helped understand the major regularities of im-
plantation of impurity hydrogen and carbon atoms into the layer
structure. The rate of GaN layer growth is a curve with the
maximum Vmax ≈ 73 Å/min, when R ≈ 9. Under other-
wise equal conditions, the layer quality improves as the ratio
F(N2)/F(TMG) increases. The gentle slope of the curve in
Fig. 5 suggests that the rate of layer growth remains rather
high (70% of the maximum) even at substantial excess (by
∼ 24 times) of nitrogen flow over that of gallium trimethyl.
The analysis of selected area diffraction patterns showed that
the layers are of hexagonal structure. In the cases when the cu-
bic phase dominates, the hexagonal structure is also observed.
We suspect that crystal structure dependence from applied DC
bias value is the common feature for ECR–PECVD growth
processes of wide-band-gap materials.
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Degradation mechanism in blue light emitting diodes associated with
nanostructural arrangement
A. V. Kamanin , A. G. Kolmakov, P. S. Kop’ev, V. N. Mdivani, A. V. Sakharov, N. M. Shmidt, A. A. Sitnikova,
A. L. Zakgeim and R. V. Zolotareva
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A degradation mechanism in blue light emitting diodes based on MQW InGaN/GaN grown by MOCVD on
sapphire has been investigated. New approach to analyze the degradation mechanism has been used. It takes into account
the nanostructural arrangement determined by the extended defect system relaxation. This system includes a high density of
threading dislocations and a mosaic structure. The results obtained suppose that the migration and secretions of Ga on
domain dislocation boundaries of the mosaic structure under high injected current density are important reasons of
degradation.

Introduction

Since 1992 the degradation mechanism in blue light emitting
diodes and lasers based on MQW InGaN/GaN has been studied,
but it is not still completely clarified [1–3]. These investiga-
tions supposed that the well-known degradation mechanism of
III–V and II–VI compounds took place in the nitrides. This
mechanism is connected with a dislocation multiplication by
non-radiative recombination at threading dislocations [4, 5]
under high injected current density. However, the results [3]
showed that no dislocation multiplication was observed in blue
light emitting diodes and lasers.

In present paper another approach to analyze the degrada-
tion mechanism has been suggested. It takes into account the
nanostructural arrangement of III-nitrides determined by the
extended defect system relaxation.

1. Experiments

The comparative investigations of two types of light emit-
ting structures (LES) with different nanostructural arrangement
were carried out. The LES based on MQW InGaN/GaN with
an active region consisting of 5 periods of (3 nm InGaN and
7 nm GaN) were grown by MOVPE on (0001) sapphire sub-
strates. The nanostructural arrangement was determined by
the extended defect system relaxation. This system included
a high density of threading dislocations and a mosaic struc-
ture. The nanostructural arrangement classified quantitatively
using a multifractal parameter, namely, the degree of order (
).
The parameter 
 was evaluated from the treatment of a dig-
ital ensemble corresponding an AFM surface view, using the
multifractactal analysis. The procedure was described in de-
tail before [1, 2]. The AFM views of LES with different
 are
presented in Fig. 1.

These two types of LES differed not only in the values 
,
but in the values of external quantum efficiency as well. They
were 10% for well-order LES (
 = 0.320) and 0.5% for poor-
order LES (
 = 0.370).

The LES were studied by transmission electron micro/-
scopy (TEM) Philips 420-EM using both plan view and cross-
sectional modes. Usually two equivalent ways are used to study
the degradation mechanism: either under high current density
or under the operating current during more than 1000 hours.
The first way was used in the present investigation. The degra-
dation of the unpacked LES structures with design and metal-
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Fig. 1. AFM views of LES with different D

lization for the operating forward current of 20 mA was studied
at the pulsed current of 100–200 mA in 0.5–2 hours.

2. Results and discussion

It is well known that important structural peculiarities of the
III-nitrides are a mosaic structure with domains size of 100–
800 nm and a high dislocation density. The existence of high
local stress connected with both domain coalescence and mixed
dislocations is typical of the nitrides. The migration of dislo-
cations in such system is practically impossible.

The TEM investigation of LES with different nanostructural
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Fig. 2. TEM views of LES with different nanostructural arrange-
ment: a, c – well ordered LES, b, d – poor ordered LES

arrangement was undertook to find weak places of an extended
defect system. This investigation of LES showed that two basic
types of domain coalescence were observed. The first was
the coherent concordance of domains with the formation of
the dilatation boundaries (Fig. 2a), and the second was the
poor domain coalescence with the formation of the numerous
dislocation domain boundaries (Fig. 2b). Moreover, the both
types existed in LES investigated, but the first one was the
main for the well order LES (
 = 0.32) and the second one
predominated for the poor order LES (
 = 0.37) (Fig. 2c, d).

Our previously investigations of optical and electrical prop-
erties of the III-nitrides with different nanostructural arrange-
ment showed that, for the nitrides with the predominance of
domain dislocation boundaries [6, 7], the unstable nonradiative
centers, persistence photoconductivity, low values of quantum
efficiency, a high level of leakage current were observed. The
experience of work with the poor-ordered GaN layers and LES
showed that the Ga secretions after spreading of metallic layer,
weak heating, electron and γ -irradiation usually were observed
in these materials.

These results suppose that the dislocation domain bound-
aries are the weak places of the extended defect system. The
LES behavior under high current density injection confirmed
this assumption, that was in a good agreement with the results
of papers [3, 4]. The authors of those papers also observed the
increase in conductivity at voltages below the threshold volt-
age and the secretions of metallic phase. The using of a special
etchant allowed us to make clear, that metallic phase was Ga.

The behavior of LES with different arrangement distin-
guished noticeably. The small improvement of the shapes
of both I−V characteristics and electroluminescence spectra
were observed at small exceeding of current to 50–80 mA only
for poor ordered LES. The fast degradation developed at the
current of 100–150 mA in several minutes and the conductivity
increased for several orders at voltage below 2 V and the Ga
secretions began.

The conductivity for well-ordered LES was slowly increas-
ing in several hours at the same values of the current. Further
increase in the current caused the Ga secretions. The spots

100 nm

Fig. 3. TEM view of dislocation domain boundaries after degrada-
tion

of Ga in the regions of domain dislocation boundaries were
observed in a TEM view of LES after degradation (Fig. 3).

Thus, the migration and the secretions of Ga on the domain
dislocation boundaries of the mosaic structure are important
reasons of degradation under high injected current density.
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Fundamental parameters of InN versus non-stoichoimetry
T. V. Shubina and M. M. Glazov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We report dependence of fundamental parameters of InN on deviation from stoichiometry. The empirical
nearest-neighbor tight binding theory and the Harrison bond-orbital model are exploited to investigate variation of the band
gap, electron effective mass and high-frequency dielectric constant on this phenomenon. Reasonable agreement with
experimental trends is demonstrated. A model to describe absorption edges in heavily-doped non-parabolic InN is proposed.

Introduction

In spite of intense studies of InN films all over the world, dra-
matic uncertainty still exists in its fundamental parameters:
band gap, dielectric constants, and effective masses. The situ-
ation is unique for semiconductor already employed for com-
mercial applications and very perspective for next generation of
solar cells, optoelectronic and microwave devices. The optical
gap energy Eg demonstrates exceptional variation over a huge
spectral range from ∼0.7 up to 2.2 eV. It takes place in sam-
ples grown by modern techniques that excludes, e.g., oxygen
contamination. The electron effective masses m∗/m0 differ-
ing more than twice have been exploited so far for modeling
optical processes in the narrow-gap InN [1,2]. High frequency
dielectric constant ε∞ deviates from 6.7 in the narrow gap ma-
terial [3] up to 9.5 in that with the wide gap.

Currently, the Burstein–Moss effect is considered as a ba-
sic reason for the dispersion of the optical gap energy. Vari-
ation of the effective masses has been ascribed to the non-
parabolic band structure of InN, with lower position of the
conduction band bottom in the � point [4]. In the frameworks
of single-electron approximation, it is assumed that an unlim-
ited increase of the Fermi level energy with increasing carrier
concentration is possible. However, current InN is a typical
heavily-doped semiconductor in accordance with the defini-
tion N · aB3 > 1 [5], where N is electron concentration and
aB is the Bohr radius. Namely, InN is heavily-doped starting
from N ∼ 1017 cm−3, while the lowest carrier concentration
achieved in the state-of-art InN films is more that 6·1017 cm−3.
The heavily-doped semiconductors are characterized by poten-
tial fluctuations, which lower energy of an effective absorption
edge.

Recently we have proposed that non-stoichiometry in InN
(N/In �= 1) may be a crucial reason for the optical gap energy
deviation [6]. Our assumption is based on the fact that InN is
a material tending to the non-stoichiometry and In clustering.
Phase diagrams for epitaxial growth [7,8] show that a range
of technological parameters to form ideal films is very narrow.
For instance, the temperature range is about 20 ◦C only.

In the paper, we consider InN as non-stoichiometrical ma-
terial, whose fundamental parameters suffer from the phe-
nomenon. Also, we propose a model to describe absorption
spectra in heavily-doped InN.

1. Deviation of the fundamental parameters

With the large excess of nitrogen content (CN ), InN can be
considered as amorphous InxN1−x compound. Many proper-
ties of the wide-gap InN, such as poor mobility and Raman
characteristics, are consistent with that [1]. This material has

usually high electron concentration. We assume that the non-
stoichometry dominates its properties withN ∼ 5 ·1019 cm−3,
while the band filling is more important for the lower concen-
tration. For the narrow gap material, situation is more com-
plicated, because the In clustering can modify dielectric and
optical properties in a specific way [9].

The energy gap at the � point in a direct gap semiconduc-
tor is a function of atomic orbital energies, which are strongly
different for nitrogen and indium [10]. Therefore, both exces-
sive incorporation and elimination of one sort of atoms should
change the parameter. We have examined the trends using the
approximation of the empirical nearest-neighbor tight binding
theory [10,11]. In the calculations, part of anions and cations
are replaced by vacancies or by antisite defects, whose energies
are either taken from [10] or replaced by weighted averages.
The calculated energy gap dependences on defect concentra-
tion, normalized to the 1.2 eV, are plotted in Fig. 1. The method
does not pretend to determine the true band gap. The 1.2 eV
value is chosen for the fitting, as corresponding to the average
band gap of the stoichiometrical films (CN − 0.5 = 0). The
reasons of the gap fluctuation need thorough studies.

Our estimation shows that the 5–10% excess of atoms can
shift the InN optical gap in the 0.7–2 eV range, with N/In < 1
and N/In > 1 corresponding to the lower and higher energies,
respectively. Comparison of the calculated trends for various
defects with experimental data shows that NIn states are hardly
realized; rather N2 molecules are formed, likely, due to the
strong N-N bonds. Both enhanced formation of VIn vacancies
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Fig. 2. (a) Dependences of electron effective mass m∗/m0 (solid
curve) and ε∞ (dashed curve) calculated using the nearest-neighbor
tight binding approximation and assuming N2 to be a dominant de-
fect.

and N2 molecules should increase the optical gap. Incorpora-
tion of excessive In into the crystal lattice (InN ) has to decrease
its magnitude, although in a smaller degree. The VN vacancies
provide a decrease in Eg followed by some increase.

We check these trends for the wide-gap material using also
the Harrison bond-orbital model [12]. The energy gap calcu-
lated in the model is ∼1.5 eV, therefore the dependences in
Fig. 1 are 0.3 eV shifted down in energy for the sake of demon-
stration. In general, the tendencies turn to be similar to those
described above. Although, the energy shift is stronger for N2
and weaker for VIn formation.

The Eg and the electron effective mass values at the bot-
tom of the conduction band are linked by a simple equation
m∗/m0 = (1+Ep/Eg)−1, where Ep is the energy parameter
related to the Kane momentum matrix element. This param-
eter is rather stable in III–V compounds, being ∼14.5 eV in
wurtzite nitrides [13]. The results of the m∗/m0 estimation
with Ep = 14.5 upon the non-stoichiometry are presented in
Fig. 2. They are well consistent with experimental data. The
value for N/In = 1 is close to 0.085m0 derived from studies of
the plasma frequencies in the narrow-gap InN [14]. Note that
extraordinarily small Ep ∼ 10 eV must be accepted to explain
the deviations of the parameters by the Burstain-Moss effect
only [4].

The Harrison bond-orbital model permits us to examine
the trends in variation of the dielectric constants in the non-
stoichiometrical InN. In particular, the ε∞ has to increase in
the wide-gap material, enriched by the N2. With N/In = 1,
the minimal ε∞ of ∼8.7 is realized, which is very close to the
most frequently used value of 8.4 [1].

2. Absorption in heavily-doped InN

Absorption spectra in the heavily-doped InN have frequently
a long tail below a principal absorption edge. It induces some
uncertainty in determination of the true band gap value. To
describe the complicated density of states in a proper way, we
consider a following model: Eg is kept constant and the elec-
tron is assumed to experience a slowly varying electric field de-
pending on mean square of potential fluctuation γ 2. The band
effective mass md is supposed to be energy-dependent, like in
the non-parabolic band structure [15]. Here we present the final
result which is in fact the generalization of Efros-Shklovskii

formulae [5] taking into account the band non-parabolicity:

〈ρ(E)〉 = 21/2md(0)3/2γ 1/2

π2h̄3 G

(
E

γ

)
, (1)

where

G(x) = 1√
π

∫ x

−∞
e−y

2
(x − y)1/2µ(x + y)dy, (2)

and

µ(x) =
(
md(γ x)

md(0)

)3/2

. (3)

Preliminary results on fitting of the absorption spectra (not
presented here) demonstrate reasonable agreement between ex-
perimental and theoretical spectra shapes. It permits one to
exclude mistaken interpretation of the tail as a principal edge
and to determine Eg more accurately.

3. Conclusions

We propose that InN fundamental parameters can be influenced
strongly by the film non-stoichiometry. Significant part of ex-
perimentally registered deviation can be related to this phe-
nomenon. A model to describe density of states in a heavily-
doped non-parabolic InN is developed.
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Investigations of the optical properties of InGaN/AlGaN structures
D. S. Sizov, V. S. Sizov, G. E. Onushkin, V.V. Lundin, E. E. Zavarin, A. F.Tsatsul’nikov and N. N. Ledentsov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We investigated InGaN/GaN and InGaN/AlGaN quantum dots for UV light source applications. It is shown that
in case of GaN matrix, nonradiative carrier leakage across the barrier is comparable with the leakage in lateral direction at
room temperature. At high pumping power the leakage across the barrier becomes dominating. Both the kinds of leakage
can be suppressed by embedding the QDs in AlGaN matrix. Carrier leakage across the AlGaN barrier becomes considerable
only at the temperature about 400 K. This allows obtaining significantly better temperature stability at various pumping
power that is important for development in UV lasers and light emitting diodes.

Introduction

Investigations of the InGaN/GaN structures [1] are motivated
by opportunity in development of light sources working in
visible and ultraviolet (UV) optical range. Highly efficient
InGaN/GaN blue and green light emitting diodes have been
commercially realized for recent years [2]. Blue lasers have
also been fabricated [3]. Regarding light sources of UV range,
their efficiency is significantly lower as compared with blue
analogues. This is believed to be due to relatively weak car-
rier localization in these InGaN/GaN structures [4]. However
it is still not definitely known what areas of the structure are
responsible for nonradiative recombination which results in
decreasing of the efficiency. Thermal escape of carriers from
InGaN/GaN leads to carrier transport to the nonradiative traps.
At the same time we have recently shown that although the
value of localization energy between quantum dot levels and
matrix is high the carrier leakage in the normal direction over
the matrix is also considerable even for InGaN/GaN structures
emitting in blue range [5,6]. As it is shown in the present work
the leakage rises with pumping power increase that becomes
important for lasers or high power light emitting diodes (LED)
working at high power regimes. The leakage in the direction
that is normal to the active region plane (the carrier moving
across the matrix barrier) must be even more important in UV
range structures which are characterized by shallow carrier lo-
calization. Moreover, progress in GaN epitaxial growth with
low defect density [7] makes this kind of leakage dominating
over the lateral leakage. A way to decrease the leakage in the
normal direction is increase of barrier height by incorporation
of Al [8] into the barriers. In the present work optical proper-
ties and carrier statistics in InGaN/AlGaN structures are inves-
tigated in detail in comparison with well known InGaN/GaN
system.

1. Experimental

The structures for optical investigations were grown on (0001)
sapphire substrates. The active area contained stacked InGaN
layers was deposited on GaN buffer layer. The first InGaN
layer was deposited at lower temperature as compared with
the other layers leading to deeper carrier localization in the
first InGaN layer. The idea of the deposition of this layer is
to control stress in the active region and improve of quality.
The InGaN layers were separated by either AlGaN or GaN
barriers. AlGaN blocking layer and GaN cap layer were grown
after deposition of the active region. PL was excited by CW
HeCd or pulse N2 lasers on structure surface and investigated
at different temperatures.

2. Results and discussions

PL spectra of the structures with GaN andAlGaN barriers mea-
sured at different temperatures and excitation powers are shown
in Fig. 1. One can see that peak at ∼380 nm dominates at low
temperature for both the structures. This peak is attributed to
the recombination in the upper InGaN layers. One can also
see that for the structure with GaN barriers this peak posi-
tion is slightly red shifted as compared with the AlGaN barrier
containing structure that is expectable due to higher barriers
in these structures. PL of the first InGaN layers (peaks at
∼ 440 nm) is much weaker at the low temperature that is since
most of the photons of the exited light are absorbed in the upper
layers of the active area. Carrier redistribution at low temper-
ature is so slow that almost all carrier recombination occurs in
the areas where the carriers were excited. There is significant
difference in influence of temperature increase and pumping
power on spectra shape for the different structures. In case of
the structure with GaN barriers the temperature increase leads
to relatively slight decrease in the PL intensity of the first In-
GaN layer. But more than two orders of magnitude decrease of
PL intensity of the upper InGaN layers is observed. Pumping
power increase at the room temperature leads to dominating of
the first InGaN layer PL and the UV peak becomes irresolvable.
Quite another behavior is observed in the case of the structure
with AlGaN barriers: the ratio of the blue peak and the UV
peak changes slightly with the pumping power and tempera-
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Fig. 2. PL peak positions and FWHM for the structures with GaN
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ture increase up to room temperature. This result shows that
the temperature induced carrier leakage is strongly suppressed
in the structure with the AlGaN barriers. As one can see in
Fig. 3 increase in PL intensity of blue peak with temperature
is observed at the temperature higher than 380 K. It allowed us
to conclude that thermally activated carrier transport across the
AlGaN barrier with their future capture to the first InGaN layer
becomes considerable at this temperature while it is negligible
at the room temperature. Increase in the pumping power leads
to the degenerate carrier population in the InGaN layers that is
testified by significant short wavelength shift of the UV peak
[9]. In this case increase of carrier population in the InGaN
and matrix states is not proportional because rate of nonradia-
tive recombination of delocalized carriers increases faster than
rate of radiative recombination of the localized carriers [6]. At
the same time efficiency of radiative recombination from the
first InGaN layer remains reasonable due to suppressed car-
rier delocalization from this deep localizing layer. At the same
time UV peak efficiency is extremely weak in the structure
with GaN barriers and a little higher in the structure with the
GaN barriers. These results demonstrate also strong kinetic
lag in carrier redistribution through the barrier in the normal
direction. These kinetic lags lead to suppression of leakage
due to thermal activation of carriers to the matrix In order to
investigate carrier transport in the lateral direction we studied
properties of the InGaN-based active region. Symmetrical UV
PL peak of the both structures is observed. This is typical for
the QD structures with quantum dots (QDs) with gaussian-like
bandtail and quasi- equilibrium carrier statistics [9] and can
also be observed in case of deviation of the quasiequilibrium
[10]. As it can be seen in Fig. 2 dependence of PL peak po-
sition on temperature corresponds to typical QD behavior i.e.
S-shape in the dependence of peak position on temperature is
observed. At the same time, though no redshift with pumping
power decrease, the peak does not remain symmetrical at low
temperature and the peak is broadened to the short wavelength
side. We believe that this is due to large values of carrier lo-
calization in the QDs and so strongly inhomogenous carrier
population [10].

Full width at half maximum decreases with temperature de-
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Fig. 3. . Dependences of PL intensity on the temperature for the
structures with GaN barriers (a) and AlGaN barriers (b)

crease that we attribute to the contribution of excited states in
QDs. for both the structures, however this decrease becomes
slower when the temperature is below 230 K that also indicates
on strongly nonequilibrium carrier distribution. The value of
FWHM is higher for the structure with AlGaN barriers indi-
cating on stronger fluctuations of localizing potential in this
structure [9] and so deeper localization in QDs that can be due
to higher values of the band offsets. As we have recently shown
for InGaN/GaN QDs, the deeper carrier localization leading to
stronger deviation from quasiequilibrium and the better tem-
perature stability of efficiency is observed. Thus, deeper car-
rier localization in QDs can be the other reason of better PL
efficiency temperature stability in this structure with AlGaN
barriers due to suppressed lateral transport. As it can be seen
in Fig. 3 fall of the UV PL intensity is observed for the structure
with GaN barriers at the temperature∼250 K that is below the
room temperature (RT) and for the structure with AlGaN bar-
riers at ∼ 300 K. With the temperature increase up to the RT
the PL intensity of the structure with AlGaN barriers decreases
in 5 times. In conclusion, it was shown, that at room tempera-
ture nonradiative carrier leakage across GaN barrier from UV
InGaN quantrum dots is comparable with the leakage in lateral
direction. Both the kinds of leakage can be suppressed employ-
ingAlGaN matrix allowing us to achieve improved temperature
stability of PL efficiency at various pumping power.
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Optical study of InGaN/GaN and InGaN/InGaN QDs grown in a wide
pressure range MOCVD reactor
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Abstract. InGaN quantum dot (QD) formation in a wide pressure range MOCVD reactor was studied. We found that an
increase of the reactor pressure (from 400-1000 mbar) enhances In incorporation and leads to an increase in light emission
efficiency of the QDs and of bulk layers. An increase of the InGaN QD photoluminescence intensity and inhomogenous
broadening accompanied by slight lateral carrier transport suppression is observed. In addition, the possibility of increasing
carrier localization and emission wavelength is demonstrated by embedding the QDs in an InGaN matrix. In this case
significant suppression of lateral carrier transport due to the influence of matrix disordering is observed. Thus, in spite of the
decrease in average localization energy, the InGaN matrix enhances carrier localization in the QDs.

Introduction

InGaN quantum dots (QDs) [1] are known to have some peculiar-
ities, such as deep carrier localization due to the high value of the
band offsets [2] and the presence of a strong built-in electric field
[3,4]. Together with the possibility of covering all of the visible
spectral range, these properties make InGaN QDs promising for a
variety of applications. InGaN QD formation is known to occur
due to a strain-induced phase separation during the growth of ultra-
thin InGaN layers (∼12 monolayers) [1] and this phase separation
is usually greater for higher In content [5]. At the same time, dif-
ferent applications require that localization energies vary between
zero confinement of carriers and strong confinement (i.e., QDs), and
that the inhomogenous strain, composition and sizes of the QDs
vary. For example, a fast carrier redistribution rate and weak in-
homogeneities in the QD array are necessary for high optical gain
and a narrow lasing line [6,7]. On the other hand, a low spatial
and spectral density of states as well slow carrier redistribution is
desired for some purposes (for example, single photon sources) [8].
It is also well known that suppression of delocalized carrier trans-
port leads to a decrease in the nonradiative carrier recombination.
Thus, control of the light emission wavelength, carrier localization
and QD array inhomogeneity of InGaN QDs is important. We have
demonstrated the possibility of increasing carrier localization in In-
GaN QDs using growth interruptions [9] and postgrowth annealing
[10]. It was shown that extremely deep carrier localization in the
QDs can be achieved, leading to a deviation of the non-equilibrium
carrier distribution at temperatures higher than 300 K. In this work
the influence of the MOCVD total reactor pressure during InGaN
QD growth on carrier localization and optical properties was stud-
ied. The influence of the InGaN matrix on the properties of the QDs
is also investigated.

1. Experiment

The structures studied here were grown in an EpiquipVP50RP
growth machine modified for growth of III/N compounds with the
ability of varying reactor pressure over a wide range. The structures
were grown on (0001) sapphire substrates. After deposition of a
GaN buffer layer the active area was grown. In the first series of
structures (A1-A4), 3 nm (∼12 monolayer) InGaN QD layers were
grown in a GaN matrix, with 7 nm spacers. In the other structures
the QDs were grown on bulk In0.1Ga0.9N layers. Also grown was
a series of bulk In0.1Ga0.9N layers in order to optimize the matrix
growth regimes. Details of the QD active area growth are presented
in Table 1. The structures were investigated by far field photolumi-

nescence (PL) and by near-field PL. The PL was excited by a CW
HeCd laser and by a He+ lamp. The PL FWHM and peak positions
were determined using spectral Fourier filtration.

2. Results and discussions

Room temperature PL spectra of the structures A1-A4, C1, and D1
are presented in Fig. 1. One can see that an increase in the reactor
pressure leads to a PL red shift, indicating on an increase in the aver-
age In content and (or) stronger phase separation. The PL intensity
strongly increases with increasing pressure from 400 to 600 mbar.
According to the research experience of different authors, the reactor
pressure increase is accompanied by improving structural and opti-
cal properties of III/N epitaxial layers [11]. For the results reported
here, the optimal pressure for growth of InGaN/GaN QD layers was
determined to be 800 mbar. For bulk InGaN layers, the best struc-
tural properties by X-ray and PL data are obtained at 1000 mbar.
Therefore, the InGaN/InGaN QDs were grown at 1000 mbar reactor
pressure.

Let us consider the optical properties of the InGaN/GaN and In-
GaN/InGaN QDs. As we can see from the insertions in Fig. 1 and
in Table 1, the higher value of PL FWHM corresponds to stronger
PL intensity. It is known that the disordering of ultrathin InGaN
layer leading to QD formation suppresses lateral carrier transport
and thus decreases nonradiative recombination [12]. Thus, we be-
lieve that the increase in QD layer inhomogeneity also improves PL
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Table 1.

Structure Matrix Reactor QD growth Number of PL peak PL FWHM
Sample title type pressure (mbar) temperature (◦C) QD layers intensity (a.u.) (meV)

#1 A1 GaN 400 730 5 0.15 80
#2 A2 GaN 600 730 5 0.74 80
#3 A3 GaN 800 730 5 0.98 115
#4 A4 GaN 1000 730 5 0.95 100
#5 B1 GaN 400 750 1 0.01 152
#5 C1 GaN 1000 730 1 2.1 260
#5 D1 GaN 1000 750 5 1.92 181
#5 E1 GaN 1000 730 5 1.94 144

efficiency due to deeper carrier localization. In the case of embed-
ding InGaN QDs in an InGaN matrix, a further FWHM increase
was observed. Again, from Table 1 and Fig. 1, the PL peak posi-
tion of structure E1 is almost the same as structure A4, while the
value of FWHM is significantly higher. This increase in FWHM is
believed to be caused by the additional fluctuations in the InGaN
matrix. These fluctuations can also be stimulated by InGaN phase
separation, which in turn increases disordering in the QD layer it-
self. Our measurements of a low-temperature (5 K) near-field PL
spectra (spatial resolution∼200 nm) of InGaN/InGaN QD structure
reveal series of sharp lines in energy range 2.4–2.7 eV. The FWHM
of the lines equals spectral resolution of our set up (0.8 meV). Num-
ber of lines (up to 30) gives density of QDs ∼ 103 µm−2. We did
not observed diamagnetic shift for these lines up to magnetic fields
of 10 T, which indicates small lateral size of QDs (< 5 nm). For
optimized growth of the InGaN matrix, improvement of the QD PL
was observed. We believe that this is due to a suppression of lateral
transport of the delocalized carriers. In order to investigate the car-
rier transport we measured the dependence of the PL peak position
on exciting photon energy at 77 K. For all the structures a redshift of
the PL peak is observed with decrease of the exciting photon energy
(Fig. 2). We attribute this to a suppression of the carrier transport
in the lateral direction. In this case, carriers excited by the lowest
photon energies in a given area relax into the ground QD states and
recombine in the local region where they were excited. In contrast,
in the case of fast transport, the carrier distribution would obey a
quasi-equilibrium law [9] and the spectral shape would not depend
on the exciting photon energy at low power. As we can see in Fig. 2,
the shift of the PL peak versus exciting photon energy for structures
A2 and A4 is much weaker than that for samples C1 and D1. In
addition, the shift for A4 (with a wider PL peak) is stronger than for
A2. This confirms that an increase in reactor pressure leads to an
increase in localization depth of the QDs, which is accompanied by
a decrease in carrier motion and a stronger PL shift. We believe that
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Fig. 2. Dependence of PL peak position on exciting photon energy
measured at 77 K.

significantly slower carrier transport in the structures with the InGaN
matrix is caused by decreased mobility in the disordered matrix and
the induced inhomogeneities in the InGaN QD layers themselves. It
is important to stress that although the average carrier localization
energy between InGaN QDs and the InGaN matrix is lower than in
the case of the GaN matrix, carrier transport is even more suppressed
in the case of the InGaN matrix.

3. Conclusions
We investigated the influence of reactor pressure during the growth
of an InGaN matrix on the formation and optical properties of InGaN
QD arrays. An increase of the MOCVD reactor pressure improves
In incorporation and PL efficiency. An increase of disordering in the
QD layers accompanied by lateral transport suppression was also
observed. Further increase in PL wavelength and PL efficiency can
be obtained by embedding the QDs in an InGaN matrix. In this
case, near field measurements show sharp PL lines corresponding
emission from QDs with small size (< 5 nm). Although the average
carrier localization energy between the InGaN QDs and the InGaN
matrix is lower than in case of GaN, significant suppression of car-
rier transport at 77 K was also revealed. The most optimal reactor
pressure for this purpose is 1000 mbar.
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Strains in hexagonal GaN/Al(Ga)N superlattices:
Raman spectroscopic studies
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Abstract. Raman spectroscopic studies have shown that GaN/AlN and GaN/AlGaN superlatices grown on α-Al2O3

substrates and having different buffer layers have considerable strains. It was found that in-plane strains are of the tensile
type for AlN and of the compression type for GaN. Analysis of dependences of variations in strains in GaN/AlN and
GaN/AlGaN superlatices on the Al content and on the ratio between layer thicknesses have been performed.

1. Introduction

At present heterostructures based on nitrides of group III metals
receive a good deal of attention in the fields of basic and applied
research. This is due to possibility to develop high-power,
high-frequency, and high-temperature microelectronic devices
and also optoelectronic devices operating in a wide spectral
range [1,2]. Of special interest are the superlattices (SL) based
on GaN and Al(Ga)N. To grow SLs with desired parameters,
their physical properties should be studied. One of the factors
responsible for physical properties are the strains in the SL
layers caused by a large mismatch between thermal expansion
coefficients and lattice parameters of GaN and AlN.

Raman spectroscopy is an efficient tool for characteriza-
tion of SL structures. Studies of the phonon properties of
GaN/AlN and GaN/AlGaN SLs have been described in several
experimental [3-6] and theoretical papers [6-8]. It was found
that optical phonons in GaN/AlN SLs can be divided into two
groups [4-6]. The first group includes the phonons (A(TO) and
E(LO)) that propagate through the entire superlattice structure
and exhibit a “one-mode” behavior [6]. These phonons char-
acterize average parameters of a SL (for instance, the average
composition). The second group involves the phonons (E(TO),
A(LO) and E2) localized in the layers comprising a SL. These
phonons exhibit a “two-mode” behavior [6] and can be used
for characterization of the GaN and AlN layers constituting a
SL [4].

Studies of bulk crystals of GaN and AlN have shown that
the most strain-sensitive characteristic is the energy position of
the phonon of the E2(high) symmetry [9,10].

Therefore, this phonon can be used to estimate strains in the
layers comprising GaN/Al(Ga)N SLs. In this work we demon-
strate the applicability of Raman spectroscopy for estimation
of strains in the SL structures based on GaN and Al(Ga)N.

2. Experimental details

The SL structures (Table 1) were grown by MOCVD and con-
sisted of 500-1000-nm GaN orAlxGa1−xN buffer layers grown
directly on sapphire substrates followed by SLs [11,12]. The
total thickness of each GaN/AlxGa1−xN SL was about 3µ. The
GaN/AlN SL consisted of 200 periods of alternating hexagonal
GaN and AlN layers grown on a (0001) sapphire substrate, the
SL period (dp) being 5–12 nm. The SLs were characterized by
x-ray diffraction, atomic force microscopy, and electron probe
microanalysis. Raman spectra of the SLs were measured in a
backscattering configuration at room temperature with an Ar+
laser (λ = 488 nm) excitation.

Table 1. Details of the SLs studied in this work.

d(GaN) d(AlxGa1−xN)
Samples Buffer (nm) (nm) x

1 AlGaN 5 5 0.13
2 AlGaN 5 5 0.22
3 AlGaN 5 5 0.28
4 AlGaN 5 5 0.44
5 AlGaN 5 5 0.45
6 AlGaN 5 10 0.28
7 AlGaN 2.5 2.5 0.28
8 GaN 2.5 2.5 0.28
9 GaN 5 5 0.28
10 GaN 3.5 3.5 1
11 GaN 5 5 1

3. Experimental results and discussion

Fig. 1 shows Raman spectra in the region of the E2(high)
phonon recorded for GaN/AlxGa1−xN SLs with equal peri-
ods (10 nm) but different contents of Al (x). The line having a
maximum intensity refers to the GaN layer. The observed high-
frequency shift of the intense E2 (high) line relative to its po-
sition in strain-free GaN is due to in-plane compression strains
in the GaN layer. Strains in the layers (Fig. 2) can be estimated
from the phonon line shift 
ω(E2): εxx = σxx/C̄, where
σxx = K
ω(E2) (GPa) is stress. For GaN: C̄ = 463 GPa
[10], K = −2.7 GPa/cm−1 [9], for AlN: C̄ = 469 GPa,
K = −4.5 GPa/cm−1 [10]. Fig. 2a shows changes in strains
in the GaN layer of the GaN/AlGaN SL as a function of Al
content obtained from Raman spectroscopic data.

It can be seen from Fig. 1 that the low-frequency edge of the
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Fig. 1. Raman spectra of GaN/AlxGa1−xN SLs in the region of
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AlGaN phonon lines, respectively, in the SL. The arrow shows the
position of the E2 phonon line in strain-free GaN.
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Fig. 2. In-plain strains in GaN (a) and AlGaN (b) layers of
GaN/AlxGa1−xN SLs with different Al contents.

intense line of the GaN layer has a pronounced shoulder related
to the AlGaN layer. Analysis of the spectra has revealed that
AlGaN layers are characterized by a low-frequency shift of the
E2(high) line with respect to its position in the strain-free ma-
terial. This shift is due to the presence of tensile strains in the
layers. Estimation of strains in the AlGaN layers encounters
difficulties because there are no literature data on constants
of the phonon deformation potential for AlGaN alloys. For
this reason, we performed a linear approximation of these con-
stants as functions of Al content. The frequency position of
the E2(high) phonon in strain-free AlxGa1−xN was estimated
as ω(E2) = 567.8+ 17.3x + 40.0x2 [13]. Calculated strains
in the AlGaN layers in the GaN/AlGaN SL are presented in
Fig. 2b. It is evident from Fig. 2 that an increase in the Al
content in the SL causes a considerable increase of strains in
both the GaN layer and AlGaN layer. The GaN layers in the
SL are characterized by compression strains and AlGaN layers
are characterized by tensile strains. It should be noted that the
magnitude of strains in the AlGaN layer is much lower than
that in the GaN layer. The obtained dependences qualitatively
coincide with the data of X-ray measurements [14].

Analysis of the data obtained for the GaN/AlGaN SLs has
shown that the strains in the GaN layers depend only slightly
on what buffer layer (AlGaN in sample 3 or GaN in sample 9)is
used. These data are consistent with the X-ray measurements
for the GaN/AlGaN SL [14]. At the same time, as indicated by
the X-ray data, the AlGaN layers in the SL grown on an AlGaN
buffer layer are less strained than the AlGaN layers in the SL
grown on a GaN buffer layer. These conclusions are confirmed
by Raman data.

Figure 3 shows Raman spectra of the GaN/AlN SLs (sam-
ples 10 and 11) with different periods. Analysis of the spectra
has revealed that a decrease in the SL period leads to an in-
crease in strains in both GaN and AlN layers. According to our
estimates, strains in the GaN/AlN SL are εxx = −1.75 · 10−2

for the GaN layer and εxx = 0.76 · 10−2 for the AlN layer in
sample 10 (dp ≈ 7 nm); and εxx = −1.46 · 10−2 for the GaN
layer and εxx = 0.70 · 10−2 for the AlN layer in sample 11
(dp ≈ 10 nm).

Analysis of the data obtained in studies of the GaN/Al GaN
SLs with different ratios between SL layer thicknesses (sam-
ples 3 and 6) has shown that an increase in the thicknesses of
the AlGaN layers leads to lower strains in the AlGaN layers
and higher strains in the GaN layers.
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Fig. 3. Raman spectra of GaN/AlN SLs with different periods. The
arrows show the positions of the E2 phonon line in strain-free GaN
and AlN.

4. Summary

Thus it has been demonstrated that Raman spectroscopy is an
efficient tool for estimation of strains in the layers comprising
the GaN/Al(Ga)N SL. It has been shown that the layers con-
stituting the GaN/Al(Ga)N SL are appreciably strained. An
increase in the Al content, as well as a decrease in the SL pe-
riod, leads to higher strains in GaN and Al(Ga)N layers. The
use of the AlGaN alloy as a buffer layer allows one to reduce
strains in the SL layers.
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Diffusion length and effective carrier lifetime in III-nitrides
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Abstract. The results of comparative investigations of carrier lifetime and diffusion length in GaN and in the light emitting
structures (LES) based on MQW InGaN/GaN with different ordering of mosaic structure are presented. The EBIC
investigations have shown that the effective diffusion length measured on GaN structures could be determined by the mosaic
domain boundary effect on the excess carrier transport. Such nanosize domains could also determine the lateral localization
in the MQW light emitting diodes. The mosaic structure ordering effect on the quantum efficiency of LES, high values of
effective carrier lifetime in well ordered LES is discussed.

Introduction

Excess carrier lifetime and diffusion length are very important
parameters determining the sensitivity of photodetectors and
the quantum efficiency of light emitting devices. In the most
papers the diffusion length was measured in GaN and prac-
tically no data concerning the lifetime and diffusion length
values in the active layers of light emitting structures (LES)
based on multi-quantum well (MQW) InGaN/GaN layers. In
the most publications the values of diffusion length in GaN
layers did not exceed 1 µm and as a rule is in the range of 10–
100 nm. If one assumes that in the active layers the diffusion
length is close to these values, it is not so easy to understand
the high (higher than 20%) quantum efficiency in such struc-
tures. Moreover, excess carrier lifetime value estimated from
the diffusion length does not exceed 100 ps while a value es-
timated from the photoluminescence decay is of about 100 ns.
To explain this discrepancy it is widely accepted that such high
quantum efficiency is determined by the carrier localization in
QW in the growth direction and in the potential fluctuations
inside InGaN wells [1]. The last fluctuations are usually asso-
ciated with the lateral fluctuations in In content and/or in layer
thickness although the lateral potential fluctuations were ob-
served in GaN layers also [2]. However, the relation between
these potential fluctuations and the defect structure has not be
established up to now.

To clarify the structural peculiarities effect on the excess
carrier lifetime and diffusion length the comparative investiga-
tions of diffusion length in GaN and LES based on InGaN/GaN
MQW with different ordering of mosaic structure, different
quantum efficiency and excess carrier lifetime have been car-
ried out in the Electron Beam Induced Current (EBIC) mode.
The nonradiative recombination center distribution has been
studied also.

1. Experimental

Investigated GaN layers and LES with different nanostructural
arrangement were grown by the metal-organic chemical vapor
deposition on (0001) sapphire substrates. The LES consists of
3 µm thick n-GaN lower layer, InGaN/GaN MQW with 5 pe-
riods of 3 nm InGaN and 7 nm GaN layers, p-AlGaN layer and
0.3–0.5 µm p-GaN cap layer. The nanostructural arrangement
was determined by the extended defect system (dislocations
and mosaic structure) relaxation and could be characterized
characterized using multifractal parameter — the order degree
of mosaic structure 
 [3]. Two types well- and less-ordered

GaN layers and corresponding LES were investigated. For
the less-ordered epilayers and LES with 
 ≥ 0.350 a 3D-
growth was observed with a formation of large agglomerates
of the mosaic structure domains in the region near threading
screw dislocations and numerous dislocated domain bound-
aries. Such layers are characterized by low values of electron
mobility (about 100 cm2 V−1 s−1 at 300 K) and the LES quan-
tum efficiency less than 0.5%. For the well-ordered mosaic
structures a 2D-growth with a formation of additional growth
steps was observed and the defect relaxation in such structures
occurred via the coherent concordance of mosaic structure do-
mains with a formation of dilatation boundaries [4]. These lay-
ers are characterized by a rather high electron mobility (about
600 cm2 V−1 s−1 at 300 K) and the LES quantum efficiency
higher than 10%.

The Schottky barriers for the EBIC measurements in the
lower GaN layers were formed by the Ni/Au thin layer evap-
oration. For the EBIC investigations of LES mesa structures
were prepared and p-n junction was used for the induced cur-
rent collection. The EBIC measurements were carried out in
the scanning electron microscope JSM-840A (Jeol) using the
Keithley 428 current amplifier. All measurements were carried
out in the normal geometry with e-beam perpendicular to the
Schottky barrier or p-n junction plane. The diffusion length
in the structures studied was obtained by fitting the collection
current Ic dependence on electron beam energy Eb [5].

2. Results and discussion

The Ic(Eb) dependencies normalized on the product of beam
current Ib andEb for well- and less-ordered GaN layers and for
the corresponding LES are presented in Fig. 1. These depen-
dences can be fitted with the diffusion length 300 and 100 nm,
respectively (the simulated dependencies are presented in the
same Figure). With decreasing temperature to liquid nitro-
gen temperature the diffusion length decreases in both types of
structures in similar way but this decrease does not exceed 30–
40%. As follows from fitting, the electron diffusion length in
p-layers of LES is of about 100 nm for the both types of struc-
tures. It should be also noted that in the light emitting struc-
tures the collected current is about three times lower than that
for GaN layers that could be associated with the finite transmis-
sion of MQW structure for the excess carriers. The threading
dislocation density in GaN structures, as revealed by the EBIC,
is about 2×108 cm−2 for the well-ordered structure and higher
than 109 cm−2 for less-ordered one. In spite of rather high
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Fig. 1. Normalized Ic(Eb) dependencies for well- (squares) and
less-ordered GaN layers (circles) and corresponding LES (open sym-
bols). Results of fitting are shown by solid lines.

Fig. 2. EBIC image of LES obtained at 10 keV. Image size is
42µm×42µm.

dislocation density, a dislocation effect on the diffusion length
is small for both types of structures studied [6, 7]. A typical
EBIC image of LES with well-ordered structure is shown in
Fig. 2. Inhomogeneous lateral distribution of collected current
is well seen. On LES with less-ordered structures the image
is more homogeneous that could be determined by the smaller
size of electrical inhomogeneities in these structures.

From the diffusion length studies the recombination cen-
ter concentration can be estimated as Nt = 103×D/σ , where
D is the hole diffusivity and σ is their capture cross-section
on these centers. With σ equals to 10−15−10−16 cm2, that
is typical for point defects, this gives for the recombination
center concentration a value, exceeding 1018 cm−3. In our
knowledge nobody revealed such high defect concentration by
the direct methods. Even under an assumption of large traps
with σ of about 10−12 cm2 their concentration seems to be too
high. To explain the low diffusion length in GaN structures it
could be assumed that some potential relief exists in this mate-
rial, a height of which increases with decreasing mosaic struc-
ture ordering. Such relief could decrease the effective electron
mobility and, if a distance between the potential barriers is
small enough, the effective diffusivity. The diffusion length

in the both types of structures is observed to be practically in-
dependent of temperature in the temperature range from 90 to
300 K that well correlates with tunneling mechanism of passing
the potential barriers following from I–V characteristics mea-
sured on nitride based structures [8]. As photoluminescence
and electroluminescence investigations of very similar struc-
tures have shown [9], the high quantum efficiency is obtained
in the well-ordered LES only, that could be understood if the
potential fluctuations and the carrier localization are associated
with the mosaic structure. The EBIC investigations revealing
some cellular structure with the cell size comparable with that
of domains [10] seems to confirm such assumption.

Thus, it is shown that the extremely low diffusion length in
the structure studied and its small temperature dependence al-
low to assume the strong mosaic domain boundary effect on the
effective excess carrier (hole) diffusivity. Under such assump-
tion the effect of mosaic structure ordering could be associated
with a different height of potential relief in the structures with
different ordering. Such relief should also affect the carrier lo-
calization in the active layers of LES that determines the mosaic
structure effect on the LES quantum efficiency.

Acknowledgements

The authors gratefully thank Dr. W.V. Lundin for growing a
part of structures used in this study. This work was partially
supported by the Russian Foundation for Basic Research (Grant
04-02-16994).

References

[1] F. A. Ponce et al, Phys. Stat. Sol. (b) 240, 273 (2003).
[2] H. Witte et al, J. Appl. Phys. 97, 043710 (2005).
[3] N. M. Shmidt et al, Inst. Phys. Conf. Ser. No 169, 303 (2001).
[4] A. V. Ankudinov et al, Physica B 340-342, 462 (2003).
[5] C. J. Wu and D. B. Wittry, J. Appl. Phys. 49, 2827 (1978).
[6] E. B. Yakimov, J. Phys.: Condens. Matter. 14, 13069 (2002).
[7] N. M. Shmidt et al, Inst. Phys. Conf. Ser. No 180, 597 (2003).
[8] N. M. Shmidt, J. Phys.: Condens. Matter. 14, 13025 (2002).
[9] A. I. Besyulkin et al, Phys. Stat. Sol. (c) 2, 837 (2005).

[10] N. M. Shmidt et al, Phys. Stat. Sol. (c) 2 (2005).



13th Int. Symp. “Nanostructures: Physics and Technology” WBGN.19p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Magneto-optical studies of epitaxial cobalt films on CaF2 /Si
N. L.Yakovlev1, A. Balanev2, A. K. Kaveev2, B. B. Krichevtsov2, N. S. Sokolov2, J. Camarero3 and
R. Miranda3

1 Institute of Materials Research and Engineering, 117602 Singapore
2 Ioffe Physico-Technical Institute, St Petersburg, Russia
3 Departamento de Fisica de la Materia Condensada, Universidad Autonoma de Madrid, Spain

Abstract. Epitaxial cobalt films on CaF2 buffer layers on Si were grown by molecular beam epitaxy. It was found that Co
grows in face centred cubic lattice. Magnetic properties of the films were studied using magneto-optical Kerr effect.
In-plane magnetic anisotropy was revealed in Co/CaF2(110)/Si(100) structures with goffered fluoride layer. Due to light
interference in the transparent fluoride, the value of polarisation rotation can be higher than 1 degree in polar geometry.

Introduction

Ferromagnetic films on semiconductor substrates are very at-
tractive for numerous applications [1]. Magnetic properties of
these films can be studied using magneto-optical Kerr effect
(MOKE). In the structures containing transparent insulating
layers, considerable enhancement of MOKE has been recently
reported [2]. It facilitates optical studies of individual single-
domain nanomagnets. In the present work, we study magnetic
properties of cobalt films and nanostructures grown by molec-
ular beam epitaxy on silicon with calcium fluoride buffer layer.
To our knowledge, this system has not been explored yet.

1. Growth and structure of cobalt films

Depending on substrate orientation, the fluoride film has differ-
ent surface morphology and epitaxial relation to the substrate.
On Si(111), CaF2 grows with atomically flat (111) surface. On
Si(001) and relatively high temperature around 750 ◦C, CaF2
has (110) growing surface goffered with {111} facets. The
goffers run along [1̄10] direction of Si, which is also [1̄10] di-
rection of CaF2. It was found that when cobalt grows on CaF2
in the range from room temperature to 500 ◦C, it has cubic face
centred crystal lattice with the axes coinciding with those of
CaF2. This was observed by reflection high energy electron
diffraction during the growth. The factors suppressing hexag-
onal lattice growth are: template effect of the fluoride, high
lattice mismatch with consequent high strain, kinetics of Co
nucleation in the conditions far from thermodynamic equilib-
rium.

Cobalt layers were covered with 5 nm CaF2 layer to prevent
oxidation or atmospheric damage. Atomic force microscopy
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Fig. 1. Atomic force microscopy images of cobalt layer on goffered
surface of CaF2(110) on Si(100): (a) Co 2 nm grown at 500 ◦C,
(b) Co 6 nm grown at 100 ◦C.

was measured on these films in air after the growth and showed
that Co nucleates as 3D clusters. At a high temperature, they
grow individually, Fig. 1(a), even CaF2 surface can be seen.
At low temperature, coalescence of the clusters produces a
continuous layer, Fig. 1(b). Although the nucleation of Co
clusters is in the bottom of the grooves and coalescence occurs
along the grooves at first, the clusters grow wider fast and
quickly overlap across the ridges of CaF2 layer. Therefore Co
layer morphology is not like thin wires, but like a corrugated
sheet.

2. Magnetism of cobalt films

Magnetic field dependences of polar, longitudinal and trans-
versal MOKE were studied in Co/CaF2/Si nanostructures with
different orientation of Si-substrate and thickness of Co and
CaF2 layers. Measurements were carried out with light wave-
length 633 nm in magnetic fieldB ≤ 1.5 T at room temperature
294 K. The sensitivity of light polarization rotation was about
10 arc s.

Magnetic anisotropy of these nanostructures is related
mainly to demagnetization form factor. Magnetic field B nor-
mal to the film surface results in the magnetization rotation
from the plane of film and the appearance of polar MOKE,
Fig. 2. The maximum magnitude of saturation magnetic field
in investigated nanostructures was about 1 T. In structures with
the thickness of CaF2 layer 100 nm and the thickness of Co
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Fig. 2. Magnetic field dependence of polar MOKE in Co/
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thick polycrystalline Co film and in bulk Co. Labels are at the cor-
responding curves.
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Fig. 3. Hysteresis loops of longitudinal (filled circles) and transver-
sal (open circles) MOKE in cobalt film grown on goffered CaF2(110)
layer on Si(100) at different angles between the direction of goffers
and magnetic field. The morphology of this sample is shown in
Fig. 1(b).

layer 15 nm, maximum value of polar MOKE α = −1.4 deg
has been observed. This value is considerably (by a factor
of 3) higher than observed in the bulk cobalt samples and in
polycrystalline Co films 200 nm thick, Fig. 2. Usually the
enhancement of MOKE in magnetic multilayers is related to
the effect of multiple reflection of light in transparent buffer
or covering layer. Nevertheless the calculation shows that in
frames of usual approach [3] the sign and the magnitude of
MOKE are not adequately described and additional mecha-
nisms accounting the film microstructure should be taken into
account.

In nanostructures grown on Si(111) substrates the hystere-
sis loops (HL) of longitudinal MOKE (magnetic fieldB is in the
plane of film and in the plane of light incidence) do not depend
on the orientation of magnetic field B in the plane of film. In
contrast to that, the HL in the films grown on CaF2(110) buffer
layer with goffered surface reveal a pronounced anisotropy,
Fig. 3. Coercive field Bc has maximum values for orientation
of magnetic field B along the direction r of goffer structure and
the shape of HL is approximately rectangular. The tilting of
magnetic field B from r in the plane of film leads to decrease
of Bc and to change of HL shape. Transversal MOKE, mea-
sured together with longitudinal Kerr effect using light beam
splitter, Fig. 3, clearly indicates the appearance of magnetiza-
tion M⊥ oriented perpendicular to the direction of magnetic
field during the magnetization reversing. This shows that the
magnetization process is determined mainly by the magnetiza-
tion rotation mechanism. The sign of magnetization rotation
(clockwise or counterclockwise) is determined by orientation
of magnetic field B relative to the direction of goffer structure
r. The angle variations of Bc and the change of HL shape in-
dicate the presence of uniaxial magnetic anisotropy described
by anisotropy energy δWa = −Ku(M · u), where Ku is the
parameter of uniaxial anisotropy and u is easy axis direction
in the plane of the film. In principal, the direction of u should
coincide with the direction of r but the shape of HL for direc-
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Fig. 4. Dependence of remnant magnetization in longitudinal
MOKE from Fig. 3 on azimuthal angle φ between the direction
of goffers and magnetic field (filled circles) and cos(φ) (solid line).

tion of magnetic field B perpendicular to r does not correspond
to the predicted by simple model of uniaxial anisotropy. Ac-
cording to this model for B ⊥ u, the coercive field Bc = 0
and field dependence M(B) should be linear function; that was
not observed in experiment, Fig. 3. This disagreement may be
explained, if there are areas of the films with some distribution
of easy axes direction u around the direction of r. Calculations
show that, supposing Gaussian distribution of u, the deviation
of u from r should be about 30 deg for adequate description
of HL. The reason of the distribution of easy axis is the cluster
structure of Co layer, Fig. 1.

The remnant magnetization in Co film on goffered CaF2
layer depends on the azimuthal angle φ between goffers and
magnetic field as cos(φ) until φ = 72o, Fig. 4. This effect is
due to shape anisotropy and is consistent with magnetization
rotation mechanism, so that when the value of the field returns
to zero, the magnetisation vector returns to the direction of the
goffers and has the same magnitude as at φ = 0. Note that Kerr
rotation is proportional to scalar product of the magnetisation
and light wave vector. However there is a spike of remnant
magnetisation and absence of transversal MOKE at φ = 90o;
i.e. when the field is along Co[100] axis. This fact is probably
related to crystallographic anisotropy; according to [4], the
easy magnetization axis is [100] in face centred cubic cobalt.
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Abstract. Free standing hexagonal InGaAs nanowire arrays with minimum diameter of 60 nm have grown on partially
masked InP (111)B substrates by catalyst-free selective-area metalorganic vapor phase epitaxy (SA-MOVPE), and their
structural, optical, and transport properties have bee characterized. Although transmission electron microscopy study shows
the nanowires contains high-density of rotational twins in Zincblende lattice, photoluminescence at 0.75 eV is confirmed for
nanowires arrays. Transport measurement of nominally undoped nanowires have revealed that they shows good ohmic
characteristics of n-type semiconductors.

1. Introduction

Recently, semiconductor nanowires have been attracting inter-
est for a new class of building blocks for nanoscale electronics
and photonics in the bottom-up approach [1,2,3]. So far, most
of the nanowires have been formed by catalyst-assisted vapor-
liquid-solid (VLS) growth [4]. We have reported an alternative
catalyst-free approach to form III/V compound semiconductor
nanowires and their arrays utilizing selective-area metalorganic
vapor phase epitaxy (SA-MOVPE) [5,6]. This method is orig-
inally developed to form semiconductor pillar arrays for the
application of photonic crystals [7]. In this report, we describe
the growth of InGaAs nanowires on InP substrates, and their
characterization of structural, optical, and electronic proper-
ties.

2. Experimental procedure

We prepared patterned InP (111)B substrates partially covered
with SiO2 for SA-MOVPE. Periodic array of circular mask
openings was defined by using electron beam lithography and
wet chemical etching. The size of the mask opening d0 was
ranged from 50 nm∼120 nm, and the pitch a was also varied
from 0.2µm to 3µm. Since the diameter d of the nanowire is
directly related to the opening diameter d0, we tried to obtain
smaller d0 as possible by controlling the amount of the EB
dose as well as the designed opening size. Then, SA-MOVPE
of InGaAs was carried out on the masked InP substrates at
growth temperature of 650 ◦C.

3. Results and discussions

Figure 1(a) shows typical SEM images of InGaAs nanowires
grown on (111)B. The growth time is 20 minutes. We can see an
uniform array of vertically standing InGaAs nanowires on the
substrate. The cross section of the nanowires is hexagonal, in-
dicating that they are surrounded by of six {110} sidewall facets
normal to (111)B plane. Here, the diameter d and height h of
the nanowires is about 180 nm and 0.7µm, respectively. Fur-
thermore, as we reported previously [7], the height h becomes
higher as the decrease of d0 or d . Thus, thin InGaAs nanowires
can also be grown by reducing d0 as shown in Fig. 1(b). As

1 µm 2 µm 100 nm(b)(a)

Fig. 1. Typical Bird’s eye SEM image of InGaAs nanowires.
(a) High-density uniform nanowire arrays and (b) thin and long
nanowires, which are obtained in the same growth run with different
pattern geometry.

a result, we obtained InGaAs nanowires with d ∼ 60 nm and
h ∼ 5.6µm. From these results, we conclude that semicon-
ductor nanowires with diameter of several tens of nanometers
can easily be obtained simply by reducing the initial size of the
mask opening in SA-MOVPE.

Figure 2 shows high-resolution TEM image of the InGaAs
nanowire with d ∼ 200 nm. It was also confirmed that nanowi-
res was grown along the [111] direction. In an image with
lower magnification (Fig. 2(b)), we can see the nanowire was
straight and not tapered, that is, the diameter was the same at its
bottom and at its top, and had a flat (111)B surface at the top.
It was also confirmed that the sidewalls of the nanowires were
extremely flat. On the other hand, in higher magnification of
Fig. 2(b), we can see the multiple rotational twins are present
in InGaAs nanowires.

200 nm

10 nm

(b)

(a)

Fig. 2. High resolution TEM image of InGaAs nanowires. (a) Lower
magnification and (b) higher magnification.
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Figure 3 shows a photoluminescence of InGaAs nanowire
array, whose SEM image is shown in the inset. With all the
twins in nanowires, we found a single peak at 0.75 eV. Alloy
composition of In in nanowires seems slightly to be shifted to
In rich region from that on planar substrate and is estimated to
be 0.59. The origin of this high In incorporation is probably
long diffusion distance and/or low desorption rate of In atoms.

Finally, we measured the conductance through InGaAs na-
nowires. InGaAs nanowires were cut down and dispersed
onto SiO2/p

+Si substrate. Ohmic contacts for nanowires were
made using Ti/Pt, and the Si substrate was also used as a back
gate. Typical two-terminal resistance of the nanowires at 2 K is
shown Fig. 4. Although the InGaAs nanowires are nominally
undoped, we get transistor characteristic of n-type channel. In
a separate measurement , the electron density is estimated to be
1× 1017 cm−3 and the mobility is around 1000 cm2/Vs at 2 K.
The result is still preliminary, but we are confident that our
nanowires are cleaner than those grown by VLS approaches
and contain less unintentional impurities.
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MBE growth of GaAs nanowhiskers stimulated by the ad-atom
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Abstract. In this work we present the recent results on the investigation of formation mechanisms and physical properties of
GaAs nanowhiskers grown by molecular beam epitaxy on the GaAs surface activated by Au. We demonstrate the possibility
to grow nanowhiskers with very high length/diameter ratios (>100) and length up to 15 microns. It is found that GaAs
nanowhiskers exhibit a non-classical decreasing length/diamater dependence. It is shown that the nanowhisker length is
several times larger than the thickness of deposited GaAs. These facts can not be explained within the frame of the known
vapor-liquid-solid mechanism of whisker growth. We attribute the observed growth behavior to the effect of ad-atom
diffusion from the surface along the whisker side facets towards their top. A kinetic model of nanowhisker formation is
developed that accounts for the effect of ad-atom diffusion. Simulation results are compared to the experimental data and a
good correlation between them is shown.

Introduction

Semiconductor nanowhiskers (NWs) are wire-like nanocrys-
tals with high (10–100) length/diameter ratio and the diameter
of several tens of nanometers. Unique structural properties
of NWs make them very attractive in numerous applications
including optoelectronics, microelectronics, field emission de-
vices and analytical chemistry [1]. At the moment, NWs of
different semiconductor materials (Si, GaAs, InP) are mainly
grown by chemical vapor deposition (CVD) [1]. However,
molecular beam epitaxy (MBE) method may offer a number of
advantages in the NW growth technology [2]. Strongly non-
equilibrium conditions and a high surface diffusivity of ad-
atoms during MBE may bring new features into the traditional
concept of the so-called “vapor-liquid-solid” (VLS) growth of
whiskers [2]. In this work we investigate theoretically and ex-
perimentally the formation mechanisms and physical proper-
ties of GaAs NWs grown by MBE on the GaAs(111)B surface
activated by Au growth catalyst.

1. Theoretical model

In the theoretical model of NW formation (Fig. 1) we consider
(i) adsorption and desorption processes on the surface of liquid
drop, (ii) crystallization of supersaturated liquid alloy on the
crystal surface under the drop, (iii) the growth of non-activated
surface and (iv) the diffusion flux of ad-atoms from the surface
to the NW top.

The NW growth rate in the case of mono-center nucle-
ation [4] reads

VL = πD2hI (ζ )/4 , (1)

where h is the monolayer height and I (ζ ) is the rate of nucle-
ation from the liquid alloy given by the Zel’dovich formula [4].
Supersaturation of liquid alloy ζ is found from the stationary
equation of material balance for a semiconductor material in
the drop

πD2

4
J−πD

2

2

rlCeq

τl
(ζ+1)−

(π
4
D2

)2 h

�s
I (ζ )+j=0. (2)

LA

Substrate

NW

D

Molecular beam

Diffusion
Desorption

L
2D nucleation

Vs

V

HsHs

Fig. 1. The model of NW growth during MBE. NW is a cylinder
of diameter D and length L. The deposition rate from a molecular
beam is V , the surface growth rate is Vs and the NW growth rate is
dL/dt .

Here the first term stands for the adsorption on the drop,
the second term describes desorption, the third term describes
the crystallization of liquid alloy on the crystal surface and
the fourth term gives the diffusion flux of ad-atoms from the
surface to the NW top along their side facets. Parameter J is
the deposition flux, rl is the interatomic distance in the liquid
phase,Ceq is the equilibrium concentration of liquid alloy, τl is
the mean lifetime of atom in the liquid phase,�s is the volume
per arom in the crystal and j is the ad-atom diffusion flux to
the NW top. This flux is found from the diffusion equation
for the ad-atom concentration on the side facets of NW. The
detailed analysis of Ref. [3] shows that for sufficiently thin
NWs with length L smaller or comparable with the diffusion
length of ad-atoms on the side facetLf (∼ 10µm for Ga atoms
on GaAs(110) side planes [5]) the model (1), (2) is reduced to
the pure diffusion-induced growth mode

dL

dt
= hV

[
ε − γ + D∗

D cosh(L/Lf )

]
. (3)

Here γ = 2xeq/Wτl is the desorption contribution, xeq is the
percent equilibrium concentration of alloy and W the growth
rate in monolayers per second (ML/s). This equation for NW
growth rate at given D, L and Lf is governed by two con-
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trol parameters: the relative difference between the deposi-
tion rate and the surface growth rate ε = (V − Vs)/V and
the characteristic diameter at which the diffusion-induced ef-
fects become predominant D∗. This parameter depends on ε,
NW surface density NW and average NW perimeter PW as
D∗ = 4(τl/τf )ε/NWPW , τf being the mean life time of
ad-atom on the side facet. To calculate ε we have devel-
oped the theory of epitaxial growth on a non-activated sur-
face with an outdoing flux of ad-atoms to the NWs. It has
been found that for typical growth conditions during MBE of
GaAs ε ∼ 0.2−0.4, the diffusion of ad-atoms towards the NW
top thus considerably reducing the surface growth rate. For
typical values of xeq ∼ 0.1, W ∼ 1 ML/s, τl ∼ τf ∼ 1 s,
PW ∼ 300 nm, NW ∼ 3×109 cm−2 we obtain γ ∼ 0.2 and
D∗ ∼ 100−200 nm. Therefore, desorption from the liquid
drop may reduce the vertical growth rate of NW up to 1/5,
however, for thin NWs with R ∼ 10 nm the ad-atom diffusion
may increase the growth rate in order of magnitude. Integration
of Eq. (3) gives explicitly the NW length L(t) in the form

I (ϕ, λ) = ϕ
λ∫

0

dx

ϕ + cosh(x)
(4)

with ϕ ≡ Rc/R(ε − γ ). This equation is used for the simula-
tions of NW L(D) dependencies and for the comparison with
the results obtained in the experimental part of the work.

2. Experimental

In our growth experiments, the NW formation procedure con-
sisted of three stages [6]. GaAs layers with the effective thick-
ness H from 500 to 1500 nm were deposited to form NWs.
The deposition rate of GaAs W = 1.0 ML/s and the substrate
temperature T = 585 ◦C were kept constant for all samples.
The visualization of surface morphology was performed by
applying the CamScan S4-90FE scanning electron microscope
(SEM) with a field emission gun, operating in the regime of
secondary electron emission. The energy of primary beam was
amounted to 20 keV. Cross-sectional SEM image of NWs sam-
ple is presented in Fig. 2.

3. Results and discussion

It is seen that the maximum length of GaAs NWs is much higher
than the thickness of deposited GaAs 3 600 nm against 500 nm.

Fig. 2. SEM image of Sample 2 grown at dAu = 1.0 nm, H =
500 nm, T = 585 ◦C andW = 1 ML/s.
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Fig. 3. Experimental and theoretical length/diameter dependencies
for Sample 2. Theoretical curve is obtained at H = 500 nm, Dc =
200 nm, γ = 0.15 and ε = 0.2.

From the analysis of SEM image we obtained the experimental
length/diameter dependence of NWs. The experimental L(D)
curve is decreasing function. Experimental L(D) curve is pre-
sented in Fig. 3. It is seen that the minimum diameter is about
30 nm and the maximum is about 170 nm. The length of NWs
amounts to 3600 nm atD = 30 nm and decreases to 420 nm at
D = 170 nm, the L/D ratio thus changing from 120 for the
thinnest NWs down to 2.4 for the thickest ones. The maximum
length of NWs is more than 7 times higher than the thickness
of deposited GaAs. Therefore, the NWs in our experiments are
formed by the diffusion-induced mechanism rather than by the
classical VLS mechanism.

TheoreticalL(D)dependence obtained from Eqs. (4) is also
presented in Fig. 3. The best fit to the experimental results is
provided atDc = 200 nm. We may therefore conclude that the
MBE growth of GaAs NWs on the GaAs(111)B surface acti-
vated by Au at given growth conditions implies the domination
of the diffusion induced growth for drops smaller with radius
smaller than 100 nm. Also, it should be noted that our experi-
mental curve does not obey simple 1/D dependence within the
whole range of NW lengths and diameters. This is in contrast
to the recent results on the MBE grown Si NWs of Ref. [2],
where the 1/D dependence was found to fit the experimental
L(D) curves for all D from 70 nm up to 230 nm.

To conclude, we have developed the kinetic model of NW
formation during MBE that explains the observed effects and
provides a good qualitative correlation with the experimental
results.
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Abstract. A kinetic theory of an early stage evolution of an ensemble of strained islands during growth interruption is
developed. The evolution starts from a broad distribution of flat islands with a low height-to-base length ratio. Due to highly
asymmetric strain-induced barriers for nucleation of a next atomic layer on different facets, islands having a fixed base grow
predominantly vertically. Different sub-ensembles of islands having different island bases evolve independently. The
evolution of islands within each sub-ensemble is mediated by the chemical potential of the adatom sea. The evolution may
result in either growth or dissolution or sticking in Gibbs free energy local minima related to shapes with complete facets. A
growth scenario is possible where islands having initially shorter base length stop the vertical growth at a smaller height.
This explains a multimodal distribution of InAs/GaAs QDs recently revealed from photoluminescence spectra.

Introduction

The spontaneous formation of nanostructures on surfaces offers
an attractive route for the self-organization of three-dimensio-
nal (3D) semiconductor islands or quantum dots (QDs) [1,2].
The QD structures have important applications in the design of
novel devices such as QD lasers. However, size distribution is
a critical issue for device applications.

A remarkable feature of the epitaxy of highly lattice-mis-
matched systems (InAs/GaAs, Ge/Si, etc.) is the size-limiting
growth of strained islands. This occurs, when the ensemble
is subject to a growth interruption, and the evolution stops as
the islands reach a certain size. First, the size-limiting growth
preserves a defect-free state of a mismatched system if the lim-
iting size of the islands is below the critical size for the onset of
dislocations. Second, this may provide a rather narrow size dis-
tribution of islands close to the limiting size. Both thermody-
namic and kinetic models explaining the size-limiting growth
are discussed in [2]. Under certain conditions bimodal and
three-modal distributions of island sizes have been observed
and models for explanation have been proposed (for a review,
see [2]).

Recent photoluminescence (PL) studies of an ensemble of
MOCVD-grown self-organized InAs/GaAs QDs have intrigu-
ingly revealed [3,4] several (up to eight) clearly resolved nar-
row peaks (Fig. 1). These were attributed to a multimodal
distribution of the exciton ground state recombination energy.
Narrow PL peaks were referred to a monolayer (ML) varia-
tion of the QD height and half-base length. Observation of
such a monolayer splitting implies the existence of structurally
and chemically well-defined upper interfaces. The optical re-
sults allowed to draw quantitative conclusions about the shape,
composition and the height of the investigated QDs based on
realistic eight-band k · p/configuration interaction model cal-
culations [5]. The latter had earlier been proved to yield a good
agreement with optical data, particularly, between the calcu-
lated excited exciton states transition energies and peak posi-
tions in photoluminescene excitation (PLE) spectra, for both
strained [6] and unstrained [7] QDs. In [4], the comparison of
the PL spectra with calculated exction ground state transition
energies allowed to conclude that the base length of the QDs

increases (in steps of 2 lattice parameters) with increasing QD
height (in 1 ML steps). The system of islands with a discrete
variation of the QD size in monolayer steps was named an
ensemble of shell-like QDs [4].

None of earlier theoretical approaches has allowed to ex-
plain the formation of a multimodal distribution of QDs. In
the present paper a new growth model is developed addressing
this issue.

1. QD ensemble evolution

The evolution of an ensemble of strained InAs islands over an
InAs wetting layer (WL) on the GaAs substrate during growth
interruption is considered. The islands are surrounded by the
adatom sea. Islands having the shape of a truncated pyramid
with the square base can grow or dissolve via adatom attach-
ment or detachment.

The key point is the stress concentration at the base perime-
ter of the strained islands which leads to a logarithmic singular-
ity in the elastic energy density creating a barrier for the forma-
tion of a new atomic layer on a side facet [8]. Given the base
length, the barrier strength increases upon the island height.
At the initial state, the system consists of the flat (1 ML high)
islands over the WL with a broad distribution in base lengths.
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Fig. 1. Photoluminescence spectrum of InAs/GaAs quantum dots
fitted with Gaussians demonstrating a full width at half maximum
(FWHM) for each sub-ensemble of ∼ 30 meV. [3]
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These islands can grow in both base length and height. As 2 ML
high islands form, the barrier strength increases hindering fur-
ther island growth in base length. The further growth will then
occur preferably via the monolayer nucleation on the top facet.
Then the island base remains constant and the height increases
by one monolayer after another. Different sub-ensembles of is-
lands having different initial island bases evolve independently.

The energetics of the growth of every next atomic layer
atop a given truncated pyramid is described by a change of the
Gibbs free energy of the system δ� due to the formation of an
embryo which partially covers the top facet,

δ�island = δEedge + δEelast − µ̄δN . (1)

Here δEedge is the step energy of the embryo edge, µ̄ is the
adatom sea chemical potential, and δN is the number of atoms
in the embryo. The elastic relaxation energy change δEelast
can be found by using the small slope approximation [9].

Figure 2(a) illustrates that δ�island > 0 as the embryo for-
mation starts and, only if the embryo achieves some critical
size, δ�island becomes negative so that the embryo formation
lowers the system free energy. As the island having the shape
of a truncated pyramid grows up one monolayer after another,
the size of the top facet decreases. At a certain height, the top
size is no longer large enough to favor the formation of the
next embryo. Then the growth of this island will stop and its
size will stabilize. As soon as islands with larger initial bases
have larger top sizes at the same height, such islands will stop
growing at a larger height.

The ensemble evolution model considers elementary pro-
cesses of the growth of an island having a base L and a height
h by an increase of the height by 1 ML (h→h+ 1) or partial
dissolution of an island (h→ h − 1). The processes involve
overcoming a barrier as shown in Fig. 2(a), and their rate obeys
the Arrhenius law,

W(L, h→h± 1) = ω exp [−
�barrier/ (kBT )] , (2)

assuming the prefactor ω same for all the islands. The tempo-
ral evolution of the distribution function P(L, h; t) obeys the
master equation,

∂P (L, h; t)
∂t

= W(L, h− 1→h)P (L, h− 1; t)
−W(L, h→h− 1)P (L, h; t)
−W(L, h→h+ 1)P (L, h; t)
+W(L, h+ 1→h)P (L, h+ 1; t) . (3)

The growth or dissolution of the islands occurs due to the mass
exchange between the islands and the adatom sea. For the
growth interruption, the mass conservation law reads,

qadatom(t)+
∑
L

∑
h

P (L, h; t)V (L, h) = Q = const , (4)

where the island volume V (L, h) is counted in number of
atoms, qadatom is the surface concentration of adatoms over
the WL, andQ is the excess amount of the deposited material
over the critical WL thickness. The adatom concentration is
related to the adatom sea chemical potential,

qadatom = exp [µ̄/ (kBT )] . (5)
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Fig. 2. (a) The Gibbs free energy change δ�island due to the forma-
tion of a monolayer embryo on the top facet. (b) Schematics of the
islands ensemble evolution from the initial distribution in L and h
(top) to the final steady-state one (bottom).

As the islands start growing, the number of adatoms in the
adatom sea decreases thus lowering the chemical potential µ̄.
The latter results in a larger critical embryo size, and the lim-
iting heights of the islands become smaller. This additionally
contributes to the stopping of the island growth.

2. Results and discussion

Figure 2(b) depicts a sample result of the solution of the coupled
set of Eqs. (3)–(5). It shows that an initial distribution of flat
islands evolves into a steady-state distribution of 3D islands,
where islands with larger base have also a larger height. The
result allows an explanation of three groups of experimental
data. First, the particular island distribution in base length
and height. Second, the temporal evolution of the PL spectra
upon growth interruption, where the intensity of each peak
corresponding to a certain island height h first increases and
then decreases [10]. This is due to the fact that islands with
many different base lengths first reach the height h and then the
islands with larger base length grow in height further. Third,
a small blue shift of the PL peaks with time [10] is explained
similarly, as, given the height h, islands with larger bases grow
further in height and remaining islands with smaller bases shift
the envelope PL peak to higher photon energies.
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Abstract. We explored two methods to obtain laterally ordered Ge/Si quantum dot arrays. For the first we exploit the two
independent growth instabilities of the SiGe/Si(001) heterosystem, namely kinetic step bunching and
Stranski–Krastanov (SK) island growth, to implement a two-stage growth scheme for the fabrication of long-range ordered
SiGe islands. The second approach is to deposit Ge/SiGe onto pre-patterned Si-substrates, which are prepared via
lithography and subsequent reactive ion etching (RIE). It results in perfectly ordered, 2D dot arrays that can be extended into
3D by strain-ordering of a Ge-dot superlattice.

Introduction

The self-organized growth of Ge/Si quantum dot heterostruc-
tures has attracted considerable interest because of its potential
for electronic and optoelectronics devices, and its compatibil-
ity with the well-explored Si-technology. Recently, laterally
ordered Ge/Si quantum dots have also been suggested for the
implementation of quantum computing functions, as well as
quantum information storage, which both require the separate
identification and external addressability of each quantum dot.
To obtain laterally ordered Ge/Si quantum dot arrays, we ex-
plored two methods. i) A route which is only based on self-
organization to achieve ordering is based on a slightly vicinal
Si(001) surface, which is intrinsically unstable against kinetic-
step-bunching during homoepitaxial growth. The resulting rip-
ple morphology serves as a one-dimensional template for pref-
erential Ge dot nucleation. ii) Another approach is to deposit
Ge/SiGe onto two-dimensionally pre-patterned Si-substrates,
which are prepared via lithography and subsequent reactive ion
etching (RIE).

1. Results and discussion

The Si(001) surface is intrinsically unstable against kinetic
step bunching during Si homo- and SiGe heteroepitaxy [1–4].
This phenomena was originally attributed to lattice-mismatch
strain [5], but it is now clear that it is of purely kinetic origin.

Recent kinetic Monte Carlo simulations in connection with a
basic stability analysis provide strong evidence for step bunch-
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Fig. 1. (a) Dependence of the step-bunching ripple height on sub-
strate temperature for a 1000Å Si-buffer. The maximum of the
instability for 4◦ miscut and a Si-rate of 0.2Å/s is around 425 ◦C;
(b) Increase of the ripple period with thickness for the optimum
Si-buffer temperature at 425 ◦C.

ing being caused by the interplay between the adsorption/de-
sorption kinetics at single atomic height steps and the pro-
nounced diffusion anisotropy on the reconstructed Si(001) sur-
face [6–7]. The simulations show excellent agreement with
STM experiments, and qualitatively reproduce the pronounced
temperature dependence of the step bunching phenomena.

The detailed understanding of homoepitaxial step bunch-
ing on Si(001) allowed us to tailor the period and height of the
bunches by controlling substrate miscut, growth temperature,
deposition rate and layer thickness (Fig. 1). This way, homo-
epitaxial layers with ripple periods of 100 ± 10 nm were pre-
pared on Si(001) substrates with 4◦miscut along [110] (Fig. 2).

(a) (b)

2 µm

8.0
nm

0.0

[010]

[100]

~105 nm miscut

4° [110]

Fig. 2. (a) Kinetic step bunching of a homoepitaxial Si layer on a
vicinal Si(001) substrate with 4◦miscut along [110]. (b) Fast Fourier
Transform showing a spacing for the step bunches of 100± 10 nm.

These were then employed as templates for the ordering of
SiGe or Ge dots grown in the strain-driven Stranski-Krastanov
mode. When the period length of the template complies with
the mean spacing of the dots, only one dot row fits into one
period (Fig. 3).

We could show that the dots then nucleate at the step bunches,
where the energetically favorable {105} facets of the dots are
most easily created by step-meandering [8–11]. Considering
growth further away from thermal equilibrium, the Si0.55Ge0.45
film deposited at 425 ◦C does not completely disintegrate into
individual islands, but reveals how and where island nucle-
ation commences: Upon SiGe deposition the flanks of the step
bunches are converted into a zigzag train of adjacent (105)
and (015) facets. The originally smooth flanks match quite
well the slope of the [551] intersection line between two ad-
jacent {105} facets and thus can easily be converted into a
{105} faceted SiGe ridge structure, which is perpendicular to
the step-bunches. This is a step-meandering instability induced
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Fig. 3. (a–b) Self-organized SiGe dots on the Si template from Fig. 2.
with the 50Å Si0.55Ge0.45 epilayer deposited at 625 ◦C; (c) Surface
orientation maps derived from Fig. 2a. The dots show preferentially
{105} facets (inner circle). (d) Fast Fourier Transform of Fig. 3a,
revealing rectangular, face-centered ordering of the dots.

by strain and the low-energy {105} facets of SiGe on Si(001).
It marks the transition (Fig. 4) from conformal Si/SiGe epilayer
growth to strain-driven, ordered 3D-growth which is observed
at 625 ◦C for the Si0.55Ge0.45 epi-layer. This leads to a fair
degree of 2D rectangular, face-centered ordering of the SiGe
dots (Fig. 3d) in an approach that employs self-organization
mechanisms only [9–12].

To realize perfectly ordered SiGe and Ge dots in 2D and 3D,
we used lithographically defined pit arrays. For small enough
periods, only one dot per unit cell is created, which nucleates
at the lowest point of the pit (Fig. 5).

XTEM images reveal that the nucleation site is defined by the
intersection of neighboring facets, which form during Si buffer
layer deposition on the nanostructured templates 13]. Thus,
by combining nanostructuring with self-organized growth, ar-
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Fig. 4. (a–b) 3D representations of a 50Å Si0.55Ge0.45-layer grown
at 425 ◦C showing a strain-induced {105} zigzag structure decorating
the bunch flanks. The dominant facets for SiGe layers deposited at
425 and 550 ◦C are depicted schematically in (c) and (d) respectively.
At 550 ◦C also retrograde {105} facets appear which are necessary
to form 3D-islands as depicted in Fig. 3.

397
198

0

Å

2 2

1.5 1.5
1 1

0.5 0.5
0 0

µm µm

(b)

10 µm

(a)

Fig. 5. Perfect 2D arrays of self-organized Ge on a Si template
defined by lithography and reactive ion etching.

bitrarily large areas of perfectly ordered 2D SiGe and Ge dot
arrays can be implemented [14–16]. On this base we also re-
alized perfect 3D Ge dot arrays by additionally exploiting the
strain-driven vertical ordering of Ge dots in a Si/Ge dot super-
lattice [17].

Lithographically defined ordering of SiGe and Ge dots ful-
fills an essential precondition for all but the must elemental
applications of self-organized dots, namely their addressabil-
ity. Vertical stacking of such arrays provides the option to use
the topmost dot layer as a self-aligned mask for selective ion
implantation.
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Mechanical stress in selective oxidized GaAs/(AlGa)xOy structures
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Abstract. Raman spectroscopy was applied to study wet selective oxidation processes of Al0.97Ga0.03As layers. The
mechanical stresses induced in GaAs/(AlGa)xOy structures by different regimes of wet selective oxidation processes were
determined. Effects of local sample heating by laser radiation under Raman measurement, photoresist hardening during
oxidation and over-oxidation phenomenon were analyzed. Optimization of selective oxidation apparatus and regimes was
done. It allows to realize integrated matrix of vertical-cavity surface-emitting lasers (VCSELs) based on double InGaAs
quantum well active region with oxidized top (AlGa)xOy /GaAs and AlGaAs/GaAs bottom distributed Bragg reflectors.

Introduction

The technique of wet selective oxidation of AlxGa1−xAs alloys
has been widely applied to the fabrication of different AIIIBV

semiconductor devices: light emitting diodes (LED) [1], metal-
oxide-semiconductor field effect transistors (MOSFET) [2] and
vertical-cavity surface emitting lasers (VCSELs) [3]. This
method offers a unique possibility to form high quality buried
oxide layers. These layers can be used as VCSEL current aper-
tures and optical confinement regions. However, several im-
portant issues are still not resolved with respect to selective ox-
idation technique. The problem of mechanical reliability and
stability of device after oxidation is among of such issues. Suf-
fice it to say, after wet selective oxidation ofAlxGa1−xAs alloys
the (AlGa)xOy generally appears as small-grain polycrystalline
γ -(AlGa)2O3 embedded in an amorphous matrix [4]. Since γ -
phase of alumina is significantly more dense than initial AlAs,
a tensile stress is induced in (AlGa)xOy . This stress partially
relaxes by shrinking along the growth direction (up to 20%).
The specific thickness contraction degree (for given structure)
depends on layer thickness and composition as well as oxida-
tion process regimes. In this connection the investigations of
mechanical strain induced in oxidized GaAs/(AlGa)xOy struc-
tures are very important. In this work we estimated the local
mechanical stresses induced in GaAs layers by the lateral se-
lective wet oxidation of an underlying Al0.97Ga0.03As layers
layers. The Raman spectroscopy was used as an experimental
technique. Obtained results were applied for optimization of
the VCSELs fabrication process.

1. Experiment

The samples investigated were grown by molecular beam epi-
taxy (Riber 32P)on semiinsulating (100) GaAs substrate. After
deposition of GaAs buffer, an Al0.97Ga0.03As (227 nm) layer is
grown, followed by a GaAs (94 nm) layer. The mesa-structures
of a size 30 and 100 µm (1 µm deep) were prepared using a
standard photolithography with the special photoresist harden-
ing method [5] and reactive ion etching. In order to get rid of
plasma induced damage or contamination to the sidewalls of
the mesa (which are dramatically change oxidation reaction)
directly after the dry-etch process the samples are exposed to
a short wet-etch dip in a NH4OH:H2O2:H2O (1:2:50) solution
for 4 s at room temperature. It is noteworthy that in order to

avoid the deterioration of the surface morphology (due to par-
tially oxidation of top surface GaAs layer) and the undesirable
oxidation (due to the surface pinholes and other defects) we
used the photoresist as a protective mask.

The lateral wet selective oxidation of the Al0.97Ga0.03As
layers was performed in the double chamber system. In or-
der to remove the absorption water from the sidewalls of the
mesa the samples are preliminarily heated up to 160 ◦C in the
charging port. The gas flow is sufficient to insure a water va-
por saturated oxidation regime. The samples were exposed to
a water vapor (90 ◦C), which is carried by nitrogen at 420 ◦C
with consequent in situ annealing in atmosphere of dry nitro-
gen. Before exposure to air the samples was cooled off slowly
(0.2 ◦C/s) to 160 ◦C. The Raman spectra were measured in the
backscattering z(x, x)z geometry using a 488 nm Ar+ laser.
The Ne-lamp is used for absolute calibration of the spectrom-
eter before each measurement. The characteristic absorption
length of this laser line in GaAs is about 100 nm, therefore the
influence of GaAs buffer and substrate on detected signal can
be neglected.

2. Results and discussion

The Raman spectra of the unoxidized (A) and oxidized samples
without (B) and with (C) in situ annealing are shown at Fig. 1.
The unoxidized sample (A) demonstrates simple spectra: the
peaks at 292 cm−1 and 403 cm−1 are attributed to GaAs-LO
and AlAs-LO phonons. The low intensive (forbidden in cross
polarization geometry) peaks at 269 cm−1 and 361 cm−1 are
GaAs-TO and AlAs-TO phonons. After the oxidation process
the AlAs-peaks vanished, suggesting that the Al0.97Ga0.03As
has converted to As, (AlGa)xOy and As2O3. In Raman spec-
tra of sample B, the prominent feature (range from 180 cm−1

to 280 cm−1) is the superposition of the several peaks aris-
ing from crystalline As (197 and 257 cm−1), amorphous As
(227 cm−1) and GaAs-TO phonon (269 cm−1). The broad and
weak peaks due to As2O3 and Al2O3 are observed at 475 cm−1

and 587 cm−1, respectively. Note, that the quality and me-
chanical stability of oxidized layers are strongly related to the
removal of volatile products (As and As2O3) [6]. Besides, an
amorphous (AlGa)xOy contains a large quantity of hydrated
phases, which are metastable and the oxidation reaction can be
continue [7]. To reduce the concentration of these intermedi-
ate products and to transform an initial amorphous phase to a
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polycrystalline γ -(AlGa)xOy phase in situ annealing was used
after oxidation. After preliminary investigation the optimal an-
nealing regime (temperature of oxidation, time up to 30 min)
was found. As a result, the As and As2O3 features are disap-
peared in Raman spectrum obtained from sample C. Besides,
after rapid thermal annealing (imitation of contact annealing)
samples do not suffer from the delamination and shown good
thermal and mechanical stability.

Lattice deformations induced in surface GaAs layers by the
selective oxidation of an underlyingAl0.97Ga0.03As layer result
in the energy shift of the GaAs phonon line in Raman spectra,
which is given by 
ωLO (cm−1) = −3.9σ (GPa) assuming a
uniform bi-axial stress σ [8]. To begin with, the comparison
of Raman spectrum obtained from an initial and unoxidized
mesa-structures show that the photolithography and reactive
ion etching do not induce the appreciable stress in structures
(below the detection limit). It is noteworthy that local heat-
ing by the focused laser beam can yield the contribution to
the phonon peak shifts (mainly due to thermal expansion). To
separate this effect we have measured the pump power depen-
dence of the peak position of the GaAs-LO phonon (see inset in
Fig. 1). Extrapolation of this curve to zero power density takes
a real peak shift 
ωLO = −0.39 cm−1 (compressive stress in
growth direction).

In order to estimate the stress induced in the GaAs layer
by selective oxidation correctly, we have analysed the effect
of photoresist hardening under oxidation process (see Fig. 2a).
The existence of small compressive stress in the GaAs lay-
ers is observed. Therefore, to take into account effects of lo-
cal heating by laser beam and photoresist hardening we es-
timated the actual GaAs-LO phonon line shift as 
ωLO =
−0.46 cm−1 and the corresponding level of tensile stress is
σ = 118 GPa. These results correlate with previously reported
data for GaAs/(AlGa)xOy structures [9].

The influence of excess oxidation on structures mechanical
stability was studied (see Fig. 2b). The further prolongation
of oxidation process increase compressive stress in sample and
results in dramatically change of optical properties of such
structures.
The optimization of setup and wet selective oxidation technolo-
gy resulted in realization of integrated matrix of vertical-cavity
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surface-emitting lasers (VCSELs) based on double InGaAs
quantum well active region with oxidized top (AlGa)xOy /GaAs
and AlGaAs/GaAs bottom distributed Bragg reflectors. The
individual VCESLs with 8–10µm oxidized apertures demon-
strated lasing at 960–965 nm with room-temperature threshold
current of 1.0–2.5 mA, external efficiency up to 0.4 mW/mA
and maximum CW output power more than 2.0 mW [10].
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Formation of magnetic GaAs:Mn layers for InGaAs/GaAs light
emitting quantum-size structures
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Abstract. The possibility of the formation of light emitting devices, containing GaAs:Mn layers was demonstrated.
Luminescent and electrical properties of the GaAs structures with Mn doped layers were studied. It was shown that
GaAs:Mn layers exhibit ferromagnetic properties at room temperatures after the laser annealing. The laser annealing leads
also to the change in electrical and luminescent properties of light emitting devices.

Introduction

The structures, that include Mn-doped GaAs layers with ferro-
magnetic properties, are of strong interest because of their ap-
plicability as the basis of spintronic devices. The great success
in the formation of (Ga,Mn)As structures was achieved using
MBE method [1]. Luminescent properties of these layers in
structures with p-n junction were studied in [2]. Formation of
(Ga,Mn)As layers by MOCVD method is also of obvious inter-
est [3]. Incorporating this layers in well studied light emitting
structures, containing In(Ga)As/GaAs quantum dots and quan-
tum wells, may lead to a creation of new devices in which the
low dimension advantages are combined with ferromagnetism.
In this work we investigate electrical and electroluminescent
properties of light emitting diodes, containing GaAs:Mn lay-
ers, grown by MOCVD epitaxy.

1. Experimental

Investigated structures were grown in a horizontal quartz re-
actor in an atmosphere of hydrogen. The precursors used for
MOCVD epitaxy were trimethylgallium, trimethylindium and
arsine. For doping by Mn we used the evaporation of Mn metal
target by the emission of a Nd:YAG laser operating in the Q-
switched mode. For fabrication of test GaMnAs/i-GaAs Hall
samples the GaAs layers were deposited using laser sputtering
of GaAs wafer. In this case, a target, composed of GaAs and
Mn, was used. The composition of the alloy could be specified
by varying of sputtering times for each material (GaAs and
Mn).

Measurements of the Hall effect in magnetic field, variable
in the range of ±0.36T, were taken on van der Pauw samples
at room temperature (RT) and 77 K. Ohmic contacts were pre-
pared by alloying of In dots to layer surface. The photolumi-
nescence (PL) spectra of the structures were measured at 77 K
under excitation by a He-Ne laser with a power of 40 mW.

For the structures, grown completely by MOCVD epitaxy
on n+-substrates, we studied the spectra of photovoltage (PV)
at RT and electroluminescence (EL) at 77 K. Forward bias I–V
characteristics were taken at 77 K and RT. The structure for EL,
PV and I–V measurements is shown at Fig. 1.

The front ohmic contact was deposited on p+-GaAs surface
through the mask with the diameter of 500 mm. Uncovered
surface of the sample was etched. Back ohmic contact was
prepared to n+-substrate.

Ohmic contact

Back ohmic contact

Quantum size
layer

n -GaAs substrate+

n-GaAs

GaAs:Mn

p -GaAs+

Fig. 1. The schematic picture of studied device.

2. Results and duscussion

As-grown layers of GaAs:Mn have high resistance (> 105�),
resulting in problems for Hall effect measurements. To ac-
tivate the Mn atoms, incorporated into GaAs, we subjected
the samples to annealing with one pulse (25 ns, power den-
sity ∼ 107 W/cm2) of a ruby laser (wavelength of 0.68µm).
After annealing the GaAs:Mn layers reveal p-type conducti-
vity and anomalous Hall effect at both RT and 77 K (Fig. 2).
It should be noted that curve at 77 K demonstrates hystere-
sis loop characteristic for ferromagnetic films. Calculation of
electrical parameters from RT curve for 80 nm GaAs:Mn layer
gives values of hole mobility ≈ 10 cm2/V s and concentration
≈ 3×1020 cm−3.

The PV spectra for samples, containing only p-n junction
with GaAs:Mn without quantum size layer are demonstrated
on Fig. 3.

As can be seen, the band with the energy <0.6 eV appears
for annealed sample (curve 2). Such band is not present at
as-grown sample spectrum. The PL and EL spectra of this
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Fig. 2. Magnetic field dependences of Hall resistance for GaAs:Mn
layers deposited at 600 ◦C.
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structure, taken at 77 K, are shown at Fig. 4. On the PL spec-
trum (Fig. 4, curve 1) besides the fundamental peak of GaAs
luminescence at 1.507 eV, another two peaks are observed at
1.4 eV and 1.25 eV. Although the origin of these peaks is not
clear, the emission energy of the first one is well correlated with
Mn energy level in GaAs, that lies 105–110 meV above Ev .

For the EL spectra of forward-biased p-n junction (Fig. 4,
curves 2, 3) the 1.507 eV peak is shifted to smaller energies.
The laser annealing of the structures does not lead to a change
in the form of the spectrum but it causes the decrease of the
EL intensity at the same current. The threshold current of
effective light emission is equal to 5 mA for both as-grown and
annealed samples. The forward-bias I–V characteristics for as-
grown structure (Fig. 5, curve 1) are typical for p-n junction.
The value of non-ideality factor is equal to 2.3 that is probably
due to the presence of high resistance GaAs:Mn layer.

The I–V characteristics of the annealed sample show non
ideality factor value of 1.9 and the decrease of device resis-
tance. Thus, we have demonstrated the possibility of creat-
ing the light emitting devices, which contain GaAs:Mn fer-
romagnetic layers. Results, presented above, mostly respect
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Fig. 5. I–V characteristics of structures at 77 K. 1 — as-grown
sample; 2 — laser annealed sample.

to structures without quantum-size layer. The structures with
(Ga,Mn)As layer and quantum dots (wells) are currently under
investigation.
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Self-assembling in AlxGa1−xNyBV
1−y alloys (BV = P, As, Sb)
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Abstract. AlxGa1−xNyP1−y , AlxGa1−xNyAs1−y and AlxGa1− xNySb1−y alloys with two components of dopant
concentration may undergo self-assembling under certain conditions. We study the conditions and concentration range in
which self-assembling is thermodynamically advantageous. The chemical and strain energy factors in the free energy of the
alloy provide the benefits for self-assembling.

Introduction

The III-V AxB1−xCyD1−y-type alloys have found wide prac-
tical use due mainly to simultaneously controlled band gap
and lattice parameter. However, one of important character-
istics, the atomic arrangement, of these alloys is still not un-
derstood. Nonrandom arrangement of atoms was observed in
InxGa1−xAsyP1−y , InxGa1−xNyAs1−y andAlxGa1−xNyAs1−y
alloys [1, 2, 3]. The explanation of the origin of this phe-
nomenon was firstly done in Refs. [4, 5] forAlxGa1−xAsyP1−y ,
AlxGa1−xSbyAs1−y and InxGa1−xAsyP1−y alloys, respecti-
vely. Recently, nonrandom arrangement was described for
InxGa1−xNyAs1−y alloys consisting of the strongly dissimi-
lar constituent compounds [6]. As it was determined, the main
origin of this phenomenon for all quaternary alloys is the dif-
ference to the free energies of the constituent compounds. Ex-
change of cations or anions of their lattice sites in AxB1−xCy
D1−y alloys can lead to variation of the concentrations of differ-
ent bonds. This variation is a result of reactions between bonds
nA-C+ nB-D→ nA-D+ nB-C (n = 1, . . . , z), where z is the
coordination number. The free energy of alloy is changed as
a result of this reaction. These reaction leads to the preferable
formation of two types of bonds. The bonds providing the
smaller value of the free energy of the alloy are formed rather
than other bonds. This preferable bond formation can lead to
the phase separation in the form of spinodal decomposition of
the alloys if atomic concentrations are sufficiently large. In the
ultra dilute limit in GaAs- and AlN-rich AlxGa1−xNyAs1−y al-
loys should form quadruplets of the 3As1N1Al and 1As3N1Ga
tetrahedral cells, respectively [7]. The vast cohesive energy of
AlN provides the self-assembling total Al and Ga surround-
ings of separate N and As atoms, respectively in these alloys.
The cohesive energy of AlN is the largest among all III-V
compounds. Therefore, it is reasonable to consider the con-
ditions of the self-assembling in other AlN-containing alloys.
Among AlN-containing quaternary alloys AlxGa1−xNyP1−y ,
AlxGa1−xNyAs1−y and AlxGa1−xNySb1−y alloys have high-
est thermodynamic preference of Al-N and Ga-P (Ga-Sb, Ga-
As) bonds formation. The problem of establishing atomic ar-
rangement in III-V semiconductor alloys is important due to
impurity states standpoint. The substituting nitrogen atoms
in GaP form the different isoelectronic trap in the forbidden
gap [9] binding excitons. The nitrogen bound states should be
affected if the nearest neighbour lattice sites are substituted by
another impurity. Other impurity atoms are also good candi-
dates for adapting the impurity states of important III-V mate-
rials. It is possible that such complexes are binding not only
excitons but also electrons and holes.

1. Estimation of the free energy

In AlxGa1−xNyBV1−y (BV = As, Sb, P) alloys the cohesive en-
ergy of AlN predominates significantly over cohesive energies
of the other compounds. Consequently, the sum of cohesive
energies of AlN and GaBV is significantly larger than that of
AlBV and GaN. The constituent compounds are dissimilar due
to atomic sizes and difference in their electronegativity of the
anions. Due to the difference in the sums of the cohesive ener-
gies there is a thermodynamic preference in bond formation of
AlN and GaBV over AlBV and GaN. The free energy profit
of reaction Al-N+Ga-BV >Al-BV+Ga-N between bonds
mainly determines the atomic arrangement in an alloy during
the growth process. At the annealing temperature the exchange
of lattice sites is driven by self-diffusion. The thermodynamic
profit may be determined by


µ0 = µ0
AlN + µ0

GaBV − µ0
GaN − µ0

AlBV ,

where µ0
AlN is the standard chemical potential of AlN. Un-

der certain conditions, when concentration of one type impu-
rity is larger than the other, the preference in bond formation
may lead to self-assembling of one type bonds around impurity
having the smallest concentration. The most interesting case
takes place when AlxGa1−xNyBV

1−y contains only three types
of bonds. In such a case, one-type atoms should surround the
atoms having the smallest concentration. The complete N or
BV surroundings of one-type cations are hardly expected due
to the significant increase of the strain energy, since BV an-
ions are significantly different in size from N atoms. In the
zinc-blende structure four cations surrounding an anion form
the tetrahedron cell containing of four bonds between impurity
atoms. Thus it is the smallest object formed by self-assembling
of one impurity around another. The tetrahedron can be repre-
sented as a four tetrahedral cells having an impurity atom in the
center. The self-assembling of four N (P, As, Sb) atoms around
one Al (Ga) atom forms 4N1Al (4Sb1Ga, 4P1Ga) tetrahedral
cells in the GaP(As, Sb)-enriched (AlN-enriched) alloy.

To determine conditions for the co-dopant self-assembling
that is described above, one needs to compare the values of
the free energies of self-assembled and random alloy. The
free energy has three contributions: thermodynamic preference
in bond formation, entropy and the strain energy induced by
dopant atoms.
The thermodynamic preference of reaction Al-N+Ga-BV →
Al-BV+Ga-N (BV =P, As, Sb) is written as


µ0 =
(

h− T
s +

∫ T

298.15

cdT − T

∫ T

298.15


c

T
dT

)
,
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where 
h and 
s are the differences in enthalpies and en-
tropies of compounds at STP, respectively,
c is the difference
in heat capacities of compounds.

The configurational entropy of the self-assembled alloy is
smaller and thus entropy reduce hinders the self-assembling.
Impurity atoms deform the crystal structure of the alloy. The
deformation of the crystal structure with respect to single com-
pound leads to appearance of strain energy. The arrangement of
atoms in the growing alloy is dependent on these three factors.

The configurational entropy contribution to the free energy
of one mole of self-assembled alloy is written as [8]

SSA = k ln
N !(N − 4βN)!

(N − αN)!(βN)!(N − βN)!(αN − 4βN)!
,

whereN is theAvogadro number, α = x, β = y for x ≥ 4y and
a = y, b = x for 4x ≤ y. The configurational entropy was ob-
tained by the supposition on the random distribution of atoms
of an impurity having the smallest concentration. The config-
urational entropy of the self-assembled alloy can be rewritten
as

SSA = R
{
(α − 4β) ln(α − 4β)+ (1− α) ln(1− α)
+β ln β + (1− β) ln(1− β)

}
.

The configurational entropy of the random alloy is given in
the well-known form

SR = R{x ln x + (1−x) ln (1−x)y ln y + (1− y) ln (1−y)}.

The entropy contribution to the free energy at the self-assemb-
ling is written as


US = −T (SSA − SRan) .

Another contribution into the free energy is made by the
strain energy caused by dopant atoms or self-assembled ob-
jects. The strain energy in the self-assembled and random al-
loy was calculated by the approach proposed for description
bond-length relaxation and mixing enthalpies in semiconduc-
tor pseudobinary alloys [10]. The strain energy is considered
consisting of two contributions. The first contribution is the
deformation energy of the quadruplets of the one-type bond
tetrahedral cells. Due to the symmetry conditions tetrahedral
cells are cubic and identical. The deformation energy of the
quadruplets was estimated by the valence force field model.
Another contribution is the strain energy of the alloy outside
these quadruplets. Quadruplets are supposed to be situated ran-
domly and the distance between them is much larger then their
radii. This portion is represented as the strain energy of the
elastic media with radial displacements inversely proportional
to the square of a distance from a central atom of a quadruplet.

The strain energy that is induced by impurities in the self-
assembled alloy is considerably smaller than that of the random
alloy. The large value of strain energy is partly compensated by
1N3AlBV tetrahedral cells quadruplets inside GaBV-enriched
alloys. The strain energy decreases during the self-assembling.
The strain energy ofAlxGa1−xNyBV

1−y (4x ≤ y) alloy contain-
ing quadruplets of anion impurity tetrahedral cells is larger than
that of the random alloy.

10 −8 10 −7 10 −6 10 −5 10 −4 10 −3
10−3
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β

4

3

2

1

Fig. 1. Curves 1 and 2, 3 and 4 demonstrate the formation conditions
of the 1As4Ga and 1N4Al self-assembling in AlN- (α = 1 − y,
β = 1− x) and GaAs-enriched (α = y, β = x) AlxGa1−xNyAs1−y
alloys, respectively. The formation conditions at the growth and
annealing temperatures are shown by the solid and dotted curves,
respectively.

Summary

In conclusion, we have shown that the significant preference
of the Al-N and Ga-P(As, Sb) bonding over the Al-P(As, Sb)
and Ga-N bond formation has to lead to the self-assembling
in lightly isoelectronically-doped AlxGa1−xNyP(As, Sb)1−y .
The self-assembling should be realized as an appearance of
quadruplets of Ga-P(As, Sb) and Al-N bonds situated around
the anion impurity atoms in AlN- and Ga-P(As, Sb)-enriched
alloys, respectively. Quadruplets of the one-type bonds can ap-
pear without plastic deformation of the alloy. In the ultradilute
limit of the anion impurity, the self-assembling evolves if the
concentration of the cation impurity is many times larger.
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The self-assembled growth and properties of Pd oxide
based field emitter arrays
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Abstract. The morphology, crystalline structure, and field emission properties of the of the PdO conical nanotip arrays
fabricated by self assembling during thermal oxidation and plasma enhanced oxidation of thin Pd films (∼ 70 nm in
thickness) on glass substrates were studied. It was shown that the temperature threshold for the nanotips’ self-assembling
for the plasma enhanced oxidation was ≈ 600 ◦C that was in 200 ◦C lower than for the thermal oxidation. X-ray diffraction
studies demonstrated that the nanotips consisted of a mixture of the two pokycristalline pases: metallic Pd and PdO. For
local investigation of the field emission properties of the nanotip arrays, a novel technique based on Ultra High Vacuum
Scanning Tunneling Microscopy (STM) with a spherical probe used as the anode (inverted STM) was applied. The threshold
value of the electric field providing field emission was≈ 15V/µm what was close to the best values for the carbon nanotubes
reported to date. A cathodeluminescent cell (a prototype of a flat panel display pixel) was made. The light emission from the
luminophor excited by the electrons emitted from the nanotips was observed at the pressure of ∼ 10−5 Torr.

Introduction

In the last few years vacuum microelectronics attracted much
attention. It utilizes the vacuum electronic devices reduced in
sizes down to the micro- and nanometer scales fabricated by
standard semiconductor microelectronic technoloies [1]. The
field emission microcathodes are the key elements of all vac-
uum microelectron devices. Traditionally, the field emission
microcathodes were fabricated from Mo by Spindt technol-
ogy [2]. This technology has two main disadvantages: 1) the
Spindt technique is very expensive and complicated and is not
scalable to large dimensions; 2) Mo emitters degrade during
operation from interaction with residual gases (O2, H2O, CO2,
etc.). At present the emitters based on carbon nanotubes [3]
and self assembled oxide nanostructures [4, 5] are developed
intensively. As it was shown in [4, 5] the termal oxidation of Pd
and Ir thin films in oxygen ambient resulted in self-assembled
formation of the conical nanotips (Fig. 1) which are promising
for the field emission applications. The effecient formation of
these structures takes place at the temperatures of≈ 900 ◦C that
requires expensive thermo resistant substrates. For the com-
mercial production the inexpensive substrates (e.g. from soda
lime glass) is highly desireble. This issue stimulates searching
the ways to reduce the tips’ formation temperature. In [6] it
was demonstrated that ultraviolet irradiation and oxidation in
the oxygen radio frequency (RF) plasma activates tip formation
at lower temperatures (down to 550 ◦C). In the present work
the dependence of the morphology, crystalline structure, com-
position, and field emission properties of the Pd oxide nanotip
arrays formed by thermal and plasma enhanced oxidation of
thin Pd films on the annealing temperatures was investigated.
The goal of this work was to find out the conditions providing
formation of the uniform nanotip arrays with the optimal field
emission properties at the lowest possible temperatures.

1. Experiment

The Pd films were deposited on the silica glass substrates by
magnetron sputtering. For the structures destined for the field
emission measurements the substrates with ITO underlying
layers were employed. The film thickness was≈ 70 nm. It was

shown [5] that this initial film thickness was optimal for forma-
tion of well shaped separated conical nanotips with the highest
aspect ratio. The Pd films were annealed in oxygen ambient
at the atmospheric pressure for 1 hour. The plasma enhanced
oxidation as performed at the pressure of 10−2 Torr. The mor-
phology of the oxidized films was studied byAtomic Force Mi-
croscopy (AFM). The surface morphology was characterized
by the standard roughness parameter 
Rp (RMS roughness)
and by the mean height of the nanotips 〈H 〉. The crystal struc-
ture of the grown structures was studied by Double Crystal
X-Ray Diffractometry (DXRD). For local investigation of the
field emission properties of the tip arrays the Ultra High Vac-
uum STM equipped with flat probe as anode (inverted STM)
was used.

2. Results and discussion

The dependencies of
Rp and 〈H 〉 on the annealing tempera-
ture are represented in Fig. 2.

In the case of thermal oxidation the roughness and mean
height increase continuously and reach their maxima at T ≈
800 ◦C. In the case of the plasma assisted oxidation 
Rp and
〈H 〉 maxima were observed at the temperature of ∼ 600 ◦C.
Decrease of both
Rp and 〈H 〉with further increase of the an-
nealing temperature was explained by decomposition of PdO
stimulated by intraction the ions in the oxygen plasma. The
plasma assisted oxidation results in higher (∼ 800 nm) tips
which are isolated from each other. The oxidation temperature

50 µm

50 µm

25 µm

25 µm

0 µm 0 µm

0 µm

1.08 µm
0.54 µm

Fig. 1. AFM image of the PdO nanotips.
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Fig. 2. The dependencies of the RMS roughness of the oxidized
Pd films and of the mean height of the PdO nanotips on the annealing
temperature.

was in 200 ◦C lower then the one in the case of thermal oxi-
dation. The tip density varied from 4 × 106 to 3 × 107 cm−2

dependent on the oxidation conditions. Investigation of the tip
composition by X-Ray diffraction demonstrated that the tips
had the polycrystal structure. The size of the crystallites was
≈ 50–60 nm, what was∼ 10 times smaller than the typical tip
sizes.

The crystallite size depends on the annealing temperature
weakly. The oxidized films were textured while the initial Pd
films were not. According to DXDR data the tip composition
is a mixture of metallic Pd and PdO.

The current-voltage characteristic of the initial Pd film was
symmetric that is typical for the field emission from the flat sur-
face [7]. The current-voltage curve of the structures obtained
by the plasma assisted oxidation were asymmetric (Fig. 3).
This curve plotted in Fowler-Nordheim axes represented a lin-
ear dependence. The threshold value of the electric field pro-
viding emission current was ≈ 15V/µm. This value is close
to the best one reported for the carbon nanotubes which are
considered to be the most promising candidates to the field
emission applications at present [7].

A cathode luminescent cell (a prototype of the flat panel
display pixel) 2 by 2 mm in size was made on the base of the
structure grown at 550 ◦ on the molibdenite glass substrate with
ITO underlying layer. The schematic of the sell is shown in
the inset in Fig. 4. A glass plate covered by luminophor (ZnS)
with metal underlying layer was employed as an anode. The
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Fig. 3. Current-voltage characteristic of the PdO nanotips oxidized
at 600 ◦C in the oxygen plasma. The inset represents the scheme of
the inverted STM.

luminophor

nanotips

0.2 0.3 0.4 0.5
Reciprocal field (V/µm)−1

0.0

−0.4

−0.8

ln
(

/
)

I
E

2

Fig. 4. The current-voltage characteristics of a cathode luminescent
diode cell. The insets represent the schematic of the cell and the
image of the light emission from the cell.

cathode and the anode were separated by 50µm glass fibers. In
Fig. 4 the current voltage curve of cell is presented. The light
emission excited by the electrons emitted from the nanotips
was observed at the pressure of ∼ 10−5 Torr (see inset 2 in
Fig. 4).

Conclusions

It was shown that plasma oxidation decreases the tempera-
ture of the self-assembled formation of the PdO nanotips down
to ∼ 600 ◦C that makes possible fabrication of the PdO field
emission microcathode arrays on the glass substrates. X-Ray
diffraction studies demonstrated that the tips consist of a mix-
ture of Pd and PdO. A novel method for investigation of the
field emission properties of the solid surfaces based on STM in
UHV was developed. The threshold electric field for the field
emission∼ 15V/µm was achieved that is comparable with the
best values reported for the carbon nanotubes.
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Kinetics of adatom incorporation and step crossing
at the edges of nanoislands
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2 Institut für Schichten und Grenzflähen (ISG 3) and cni — Center of Nanoelectronic Systems for Information
Technology, Forschungszentrum Jülich, D-52425 Jülich, Germany

Abstract. Adatom incorporation into the “faceted” steps bordering the 2D nanoislands is analyzed. The step permeability
and incorporation coefficients are derived for some typical growth situations. It is shown that the step consisting of
equivalent straight segments can be permeable even in the case of fast egde migration if there exist factors delaying creation
of new kinks. The step consisting of alternating rough and straight segments may be permeable if there is no adatom
transport between neighboring segments through the corner diffusion.

Introduction

The continuous approach to the step dynamics is a powerful tool
for modelling of the pattern formation in epitaxial growth [1].
This approach is based on solution of the surface diffusion
equation for adatoms subject to the appropriate boundary con-
ditions. The latter are usually formulated by matching the
surface diffusion fluxes of adatoms entering the step edge from
the lower (l) and upper (u) terraces to the local net fluxes of
adatoms gl and gu attaching to the step edge. The fluxes gl and
gu are written down in the form [2]

gl(u) = νl(u)(nl(u) − ñ)+ νp(nl(u) − nl(u)) , (1)

where the first term in the right part is the flux of adatoms
incorporating into the kinks at the step edge and the second
term is the flux of adatoms crossing the step without visiting the
kinks (νl(u) and νp are the incorporation and step permeability
coefficients, nl(u) is the concentration of adatoms on the lower
(upper) terrace in the vicinity of the step and ñ is the equilibrium
adatom concentration).

Commonly Eq. (1) are treated as linear phenomenological
relations between the fluxes and relevant “driven forces” with
the coefficients νl(u) and νp as phenomenological parameters.
This approximation works well at small deviations from equi-
librium but may be incorrect in some typical situations of the
MBE growth. For instance, recent STM studies of growth in
some metallic [3] and semiconductor [4] systems have shown
that at moderate growth temperatures the edges of nanosize 2D
islands consist of the atomically straight segments. In general,
propagation of such segments represents a non-linear process
because it requires formation of kinks by the non-equilibrium
1D nucleation mechanism.

Recently we have proposed a method to derive the incorpo-
ration and step permeability coefficients of vicinal steps aligned
along a high symmetry direction. It was demonstrated that
Eq. (1) hold even at strong deviations from equilibrium but the
formation of non-equilibrium kinks implies the dependence
of kinetic coefficients on the adatom concentrations [5]. In the
present paper we extend this approach to construct the incorpo-
ration and step permeability coefficients of the closed “faceted”
steps bordering the 2D nanoislands. We show that the specific
shape and small length of such steps gives rise to the peculiar-
ities in the kinetics of adatom incorporation and crossing the
step as compared to the case of infinite steps.

1. The model

We will consider propagation of a step segment which lengthL
is less than the average distance between kinksLk at the infinite
step considered at the same growth conditions. An adatom
attached to such a segment has four possibilities (Fig. 1): (1) to
detach from the segment back to the terrace from which it
came or to the adjacent terrace (the latter means the crossing
of the step); (2) to leave the segment by rounding the island
corners; (3) to meet another adatom or an unstable cluster at the
same segment and in that way to take part in the 1D nucleation
process. After appearance of the 1D island the adatom can
(4) incorporate into one of two kinks at its ends.

As the result, the row-by-row growth process sketched in
Fig. 1 will take place. It includes appearance of the 1D island
at the straight (without kinks) step segment during the expec-
tation time tnuc and its spreading along the step edge during the
mean time tgr. It is essential that no other 1D islands appear
during the time tgr. As the crystalline row along the step seg-
ment completes, the 1D nucleation and formation of the new
crystalline row start again.

If the adatoms do not migrate along the step edge then
tnuc = 1/LJ , where J is the 1D nucleation rate per atomic site
at the step [6]. In this case tnuc � tgr and the maximum of the
step permeability is achieved, the relevant expressions for νl(u)
and νp can be found in Ref. [7]. In the present paper we are
interesting in the opposite limit of fast edge migration, when
the traversal time required for an adatom to visit all sites at
the edge ttr ∼ L2/De is much less than the mean time interval
between subsequent attachments of the terrace adatoms to the
edge 
t = 1/L(k+lenl + k+uenu) and the mean time tres =
1/(k−el + k−eu) that an adatom spends at the straight step edge

tnuc

tgr

Fig. 1. Schematic of atomic processes at the edge of the 2D island
during the row-by-row growth process.
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before detachment, whereDe is the edge diffusion coefficient,
k+l(u)e and k−el(u) are the attachment (+) and detachment (−)
rate constants. Bearing in mind comparatively low growth
temperatures we neglect detachment of atoms embedded into
the straight step as well as into the kink and corner sites.

2. The kinetic coefficients

To derive expressions for the incorporation and permeability
coefficients we have calculated the exchange fluxes gl and gu
averaged over the period tnuc + tgr. The concentrations of
the terrace adatoms nl and nu were considered as unknown
variables, whereas the concentration of the edge adatoms ne
was found as the solution of the edge diffusion equation

De
d2ne

dx2 −
(
k−el + k−eu

)
ne(x)+ k+lenl + k+uenu = 0 (2)

with the boundary conditions describing incorporation of the
edge adatoms at the kink sites or/and leaving the step segment
at the step corners. In the following we summarize our major
results for some typical growth situations.

2.1. The 2D islands with equivalent step segments

Assuming fast migration of the edge adatoms around the step
corners (this process has a high probability e.g., in the case of
the triangular 2D Si islands on the Si(111)-7 × 7 surface [4])
we have solved Eq. (2) with the periodical boundary conditions
and obtained gl and gu in the form of Eq. (1). The kinetic
coefficients are given by

νl(u) = τkk+l(u)e ; νp =
(1− τk)k+lek−eu
(k−eu + k−el )

,

where τk = (tgr + tacc)/(tgr + tnuc) is the fraction of time
when every adatom attaching to the step edge contributes to the
formation of the crystalline layer along one of the step segments
(tacc is the “accumulation” time which takes into account that
the adatoms forming the critical 1D “nucleus” do not detach
from the edge).

The ability of the adatoms from the lower terrace to cross the
step and thus climb up the 2D island top may be characterized
by the ratio

ηl = νp
νl
= (tnuc − tacc)k

−
eu

(tgr + tacc)(k
−
eu + k−el )

. (3)

As can be seen from Eq. (3), the step segment may be perme-
able (ηl � 1) if its propagation is limited by the kink creation
(tgr � tnuc) even if the edge migration is fast.

2.2. The 2D islands with inequivalent step segments

We have considered the case of the 2D island with alternating
atomically straight and rough edge segments as e.g., SA and SB
edge segments of the rectangular 2D Si islands on the Si(100)-
2 × 1 surface. Here the probabilities for an adatom to cross
the straight segment or incorporate into it are both affected
by the ability of the edge adatom to travel around the step
corners. Assuming that the adatom does not return back from
the neighboring rough segments we get

νl(u) = κτkk+l(u)e ; νp =
(1− τk)[1− fc(qL)]k+lek−eu

(k−eu + k−el )
,

where fc(qL) is the probability that an adatom, attached to the
step segment containing no kinks, will leave the segment via
the corner rounding before detachment, qL is the ratio of the
segment length to the mean length of the adatom migration
along the infinite step and κ (0.5 ≤ κ ≤ 1) is the probability
that the edge adatom will find the kink when it present at the
straight segment.

The permeability ratio in this case is given by

ηl = (1− τk)[1− fc(qL)]k−eu
[τk + (1− τk)fc(qL)](k−el + k−eu)

.

Here the neighboring step segments act as a pair of kinks settled
at a short (L < Lk) distance. This diminishes crossing the
step by the terrace adatoms. Our calculations give that the
step segment may be permeable only if the energy barrier for
the corner rounding is greater then the barrier Ee for the edge
migration by 
Eec > E−es −Ee − kBT ln(L/2), where E−es is
the smallest from the barriers for detachment to the upper and
lower terraces.

3. Summary and discussion

In conclusion, we have derived the incorporation and step per-
meability coefficients for two typical growth situations involv-
ing the 2D islands bounded by the “faceted” steps. It has been
shown that adatom incorporation into such islands has some
peculiarities which are reflected by the structure of the ob-
tained expressions for the kinetic coefficients. To apply our
model to the particular system of interest one needs to specify
the characteristic time scales tgr, tnuc and tacc. As a rule the
latter can be neglected since the critical size of the 1D nucleus
is typically few atoms. Then tgr ∼ 1/(k+lenl + k+uenu) with the
coefficient of proportionality (order unity) depending on the
2D island geometry and intensity of the corner rounding pro-
cesses. The nucleation time tnuc is the inverse of the nucleation
rate ωnuc which can be calculated with the statistical theory
of the island-on-island nucleation [8]. An application of the
outlined strategy to modelling of the mass-transport during the
formation of the multilayer Ge nanoislands on Si(111) can be
found elsewhere [9].
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Quantum dots (QDs) are one of the fascinating quantum struc-
tures because of their superior characteristics and broad ap-
plications. Growth and characterization of the epitaxial lay-
ers for InAs QDs lasers have been one of the major ongoing
research areas. Ustinov et al. have demonstrated the ver-
tically electronic coupled QD lasers with lasing wavelength
around 1.0 µm. By using thinner electronic vertically coupled
quantum dots active region the optical model gain can be in-
creased due to improved optical-electrical overlap factor. In
this report we demonstrated the performance of highly strain
EVCQD lasers with internal quantum efficiency of 90% emit-
ting at 1.23 µm.

Structures for this study were grown by solid source molec-
ular beam epitaxy (SS MBE) in a Riber Epineat machine on
n+-GaAs (100) substrates. Four samples with various spacer
layer thicknesses between QDs are grown for the optical mea-
surement. They consists of a 3-nm-thickness AlAs bottom
cladding layer, a thirty stacks InAs/GaAsQuantum dots (QDs)
active region with GaAs spacer varied from 30 nm, 20 nm,
17 nm, 10 nm, a 3 nm-thickness AlAs top cladding, and a
10 nm-thickness GaAs cap layer. QDs were found with 2.6
mono layers (MLs) of InAs and were grown at substrate tem-
perature of 485 ◦C and then covered with GaAs barrier layer at

100 nm100 nm 100 nm

200 nm

(a) (b)

(c) (d)

Fig. 1. The TEM images shows the multi-stacks QDs structure with
30 nm GaAs spacer layer (a), 20 nm GaAs spacer layer (b), 17 nm
GaAs spacer layer (c), 10 nm GaAs spacer layer (d).
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Fig. 2. The RT-PL spectra of single QDs layer and multi-stacks QDs
layers with different spacer layer.

the same temperature. A single QDs layer was also grown and
used as the reference.

Figure 1 shows the TEM images of four samples of multiple
QDs with varying spacer thickness. As the spacer layer is re-
duced from 30 nm to 20 nm the QD becomes vertically aligned
without defect generation. As the thickness is further reduced
the QDs become well aligned as shown in Fig. 1(c) with 17 nm
spacer while still remain defect free. Finally as the thickness
is reduced further, the defects starts to appear as revealed in
Fig. 1(d) with 10 nm spacer. The PL spectra of these samples
are shown in Fig. 2. Spectrum with single layer of QDs is also
shown for comparison. It is seen that the peak PL wavelength
was blued shifted in the samples with 17 nm spacer while the
intensity was increased. This blue shift is perhaps due to the
increased strain or the interdiffusion of the In and Ga atoms.
As the thickness is reduced to 10 nm the intensity was reduced
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Fig. 3. The X-ray rocking curve of multi-stacks InAs/GaAs layers
with the GaAs thickness from 30 to 10 nm.
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drastically indicating defect generation.
To probe the structure perfection X-ray diffraction spectra

of multi-stacks samples were tales and the results are as shown
in Fig. 3. The peak strength gradually reduced as the spacer
layer is increased. However, when the spcaer thickness reduces
to 17 nm, the peak strength suddenly becomes much stronger
and the line width becomes narrow. From the PL and X-ray
measurement results, we believe the main factor causing the
blue shift of the vertically coupled QDs structures is the strain
in the QDs. More details of this phenomenon are being further
investigated by Raman scatting measurement.

To demonstrate the quality of the vertically coupled struc-
tures, laser structures with ten pairs of InAs/GaAs multi-stacks
as the active region were fabricated. Same QD layer structure
as described above was symmetrically placed in the center of
the waveguide region and processed into stripes of different
widths and cavity lengths. Figure 4 shows the measured re-
sults of broad area lasers with 17 nm spacer. Threshold current
density and the transparency current density per QD layer as
low as 12 A/cm2 and 7 A/cm2 were obtained, respectively.
High internal quantum efficiency of 90% and the differential
efficiency of 73% were achieved indicating the high crystal
quality although as many as 10 layers of high strain ECVQD
active region was used.
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MBE growth and structural characterization of MnF2 -CaF2
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Abstract. Short-period MnF2-CaF2 superlattices (SLs) have been grown by molecular beam epitaxy. The thickness of
MnF2 was about 3–6 molecular layers. Reflection high-energy electron diffraction (RHEED) measurements revealed the
crystal structure with fluorite-like atomic coordination in “thin” (less than 3 nonolayers) and orthorhombic α-PbO2 —
type-like in “thick” (more than 3 monolayers) SLs. X-ray diffraction measurements displayed well-pronounced
superstructural reflections and thickness-related fringes in SLs. The simulation with a semi-kinematical approximation of
the X-ray rocking curves allows calculation of all the parameters of SLs and enables explanation of RHEED observations.

Introduction

It is known that the crystal structure and physical properties of
ultrathin (a few monolayers) films can be very different from
those of bulk crystals. However, the amount of material in such
a film in many cases is insufficient for studies of their proper-
ties. The growth of short-period superlattices (SLs) helps much
in solving this problem and enables more detailed characteriza-
tion of the crystal structure and physical properties of material
in ultrathin films. Thin epitaxial films and SLs containing mag-
netic ions attract attention due to their potential applications for
integrated magnetic and micro-electronic systems.

Manganese fluoride has the tetragonal rutile-type structure
and is a wide energy band gap insulator with a distinct antifer-
romagnetic ordering below 67 K. Owing to the simple crystal
structure and optical anisotropy, MnF2 bulk crystals have been
used as a model material for studying the magnetic ordering
in optical spectra, see e.g. [1]. MnF2 is also attractive because
of its capability to crystallize in metastable in bulk crystals
orthorhombic α-PbO2 — type crystal modification during the
epitaxial growth of relatively thick layers (hundreds of nanome-
ters) on CaF2(111) surface [2]. It was supposed, based on
RHEED observations, that the first three monolayers (MLs)
of MnF2 on CaF2/Si(111) heteroepitaxial substrates have the
fluorite-type crystal structure [3]. After the first experiments
with MnF2–CaF2 superlattices [4] the crystal structure of thin
layers of MnF2 remained unknown. In the present work, us-
ing electron (RHEED) and X-ray diffraction, we have studied
the crystal structure of short-period pseudomorphic and relaxed
MnF2–CaF2 SLs with a MnF2 layer thickness from 3 to 6 MLs.

1. Experimental

The structures were grown on Si(111) substrates by molecular
beam epitaxy (MBE). Before the growth of SL, CaF2 buffer
layer was deposited on atomically clean Si(111) substrate. All
grown SLs can be divided in two groups — “thin”, with no
more than 3 MLs of MnF2, and “thick”, over 4 MLs of MnF2
in each period. The number of periods ranged from 15 to 50.
The SLs were grown at room temperature and covered with
thin (2–3 nm) CaF2 cap layer.

The XRD measurements were carried out at BL-4C beam-
line of KEK Photon Factory (Tsukuba, Japan) with use of syn-
chrotron radiation at 1.54Å. Intensity distribution in θ–2θ scan-
ning mode near the 111 and 222 symmetrical Bragg reflections

was measured. Simulation of rocking curves was performed
according to semi-kinematical approximation, in which scat-
tering kinematical amplitude from the SL was calculated by
summing over molecular monolayers in SL period and added
with dynamical diffraction from substrate and kinematical am-
plitudes from the buffer and cap layers [5]. Because the exact
structure of MnF2-sublayer and relaxation state of the epitaxial
system were unknown beforehand, in the first step of the fitting
procedure the SL was characterized by interplanar spacing d1
and d2 in CaF2 and MnF2 sublayers correspondingly, numbers
n1 and n2 of monolayers in them and ratio of structural factors
F(MnF2)/F(CaF2), five parameters in total.

2. RHEED measurements

Figure 1a–d shows RHEED patterns characteristic of samples
with 10/3 and 7/5 monolayers of CaF2/MnF2 in each period.

(a) (b) (c) (d)

Fig. 1. RHEED patterns taken during the growth of 10/3 ML (a,b)
and 7/5 (c,d) CaF2/MnF2 SL: (a,c) — after CaF2 growth; (b,d) —
after MnF2 growth.

The patterns shown in Fig. 1(a,b), are typical for the [-110]
electron beam azimuth in (111) plane of CaF2. The streaks
seen in the patterns show the flatness of the epilayers during the
growth of the first few periods of the superlattice. Subsequent
growth resulted in appearance of spots indicating roughening
the surface. These observations indicate that three monolayers
of MnF2, being grown in combination with CaF2, inherit crys-
tal structure with the atomic coordination characteristic for the
fluorite layers.

To study the “thick” MnF2 layers we have used sample
with 7 MLs of CaF2 and 5 MLs of MnF2 at each of 15 peri-
ods. Fig. 1c,d shows RHEED pattern characteristic for all the
periods of such superlattice. One can see that new additional
streaks related to MnF2 growth appeared in the pattern. These
streaks are between the CaF2 streaks; they disappear in each
period after CaF2 evaporation, and then reappear again. The
essential change of RHEED pattern allows us to assume that
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Table 1. Parameters refined from simulation of θ–2θ scans for three MnF2–CaF2 superlattices.

Sample Period (Å) Total thickness d(CaF2) d(MnF2) n(CaF2) n(MnF2) F(MnF2)/F(CaF2)
863 50.1 500 3.170 2.958 13.3 2.7 1.31

5382 37.2 744 3.136 3.033 8 4 1
5386 37.4 560 3.160 3.184 7 5 1.05
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Fig. 2. Models used in simulations of “thin” (a) and “thick” (b) SLs.

with the increase of thickness MnF2 layers acquire the crystal
structure with the atomic coordination different from the cu-
bic fluorite-type. It was shown that the observed RHEED is
expected for the orthorhombic phase of MnF2.

3. X-ray diffraction studies

The schematic layer-by-layer structure of “thin” and “thick”
SLs is shown in Fig. 2(a,b). In the picture all notations used in
the simulation of XRD rocking curves are present.

Typical measured X-ray θ–2θ scans are presented in Fig. 3.
For samples with very thin MnF2-sublayers (n = 2−3 ML),
well resolved satellites and thickness fringes are observed on
the diffraction curves (Fig. 3a). When the MnF2-sublayer
thickness is 5 ML the thickness fringes disappear and the wider
satellites are detected only (Fig. 4b). Moreover, the diffraction
pattern is broadened in direction normal to the diffraction vec-
tor that follows from ω-scan curves (are not shown). Such
difference in the diffraction from two groups of SLs likely
indicates the relaxation process occurred in SLs with “thick”
MnF2-sublayers.

The relaxation can be realised as release of elastic strains
between the SL as whole and the substrate and/or between
the individual SL-sublayers. Note that the misfit of the lattice
parameters of MnF2-fluorite and CaF2 is−0.031 and MnF2 of
α-PbO2-structure and CaF2 is −0.022. The SLs parameters,
obtained from the diffraction curves simulation, are listed in
the Table.

The data in first and third rows of Table confirm assump-
tions made above. For the sample 863 the values of the (111)-
interplanar spacing are the same as for the CaF2 and MnF2 flu-
orite structure films fully strained relative to Si-substrate. The
d-values for the sample 5386 characterise the relaxed CaF2 and
MnF2 layer with orthorhombic α-PbO2-structure. The data in
last column correspond to the structural factors of the fluorite
and α-PbO2 structure of MnF2. Note that the F-values of the
orthorhombic MnF2 depend strongly on the free parameter y
characterising mutual positions of Mn-atoms in unit cell and
hence the Mn-(111) atomic plane splitting shown in Fig. 2. As
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Fig. 3. Measured and simulated θ–2θ scans for 13/3 (a) and 7/5 (b)
SLs. Refined parameters are shown in the graphs.

concerned the sample 5382 the d-value for MnF2 is intermedi-
ate between fluorite andα-PbO2 structures or may be explained
by strong tensile strain of orthorhombic MnF2-sublayer.

Conclusion

Summarizing the above, we have demonstrated the possibility
of epitaxial growth on Si(111) of short-period MnF2-CaF2 SLs
with the different atomic coordination in MnF2 layers. This
coordination is fluorite-like for less than 3 MLs of MnF2 and
orthorhombic-like for the thicker layers. The results of the sim-
ulation of X-ray rocking curves are in agreement with RHEED
patterns observed.
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Abstract. Self-assembled growth of PbSe/PbEuTe quantum dot superlattices was investigated with particular focus on the
influence of the ternary composition of the PbEuTe spacer layers on the vertical and lateral ordering process. From in situ
reflection high/energy electron diffraction, x-ray diffraction as well as atomic force and transmission electron microscopy,
different types of lateral ordering and interlayer correlations are found. This is attributed to the strong influence of the
spacer layer composition on the intermixing between the PbSe dots and the surrounding matrix material during overgrowth.

Introduction

Self-assembled quantum dot superlattices are of great inter-
est due to the interlayer dot correlations formed as a result of
the elastic interactions between the dots during growth [1–3].
Under ideal conditions, this results in an efficient lateral dot
ordering and allows a tuning of the dot sizes and shapes by
changes in the spacer layer thickness [2]. For different mate-
rial systems, different types of ordered dot arrangements have
been observed due to the strong dependence of the interlayer
dot interactions on elastic anisotropy as well as growth ori-
entation [3]. In particular, for self-organized PbSe/PbEuTe
quantum dot superlattices due to the high elastic anisotropy of
these materials a staggered f cc-like ABCABC.. dot stacking
is formed [2] for spacer thicknesses in the range of 400 to 550Å,
whereas a vertical alignment of the dots takes place for small
spacer thicknesses [4]. A similar transition between differently
ordered structures was also found in dependence of the PbSe
dot sizes, which has been explained on the basis of strain field
calculations [4]. However, for InAs as well as SiGe quantum
dots a strong intermixing and shape changes has been found to
occur during the overgrowth of the dots [5, 6]. In the present
work, we have therefore investigated the effect of the ternary
composition of the PbEuTe spacer layers on the overgrowth
properties of self-assembled PbSe quantum dots as well as on
the vertical and lateral correlations formed in PbSe/PbEuSe dot
superlattice structures.

1. Experimental

Self-assembled PbSe dots were grown by molecular beam epi-
taxy onto (111) oriented PbTe buffer layers on BaF2 substrates.
Due to the 5.4% lattice-mismatch, pyramidally shape PbSe
nanoislands are formed on the surface when a critical coverage
of about 2.5 monolayers (ML) is exceeded [2]. For the over-
growth studies, PbSe dot layers of 5 ML thickness were grown
under identical growth conditions. Subsequently, the dots were
overgrown with Pb1−xEuxTe cap layers with different Eu con-
centration ranging from xEu = 0 to 13% and the change in
surface morphology was monitored using in situ reflection
high-energy electron diffraction (RHEED). For the investiga-
tion of the interlayer correlations, a series of PbSe/PbEuTe
superlattices with 30 periods were grown with Eu concentra-
tion in spacer layers ranging from 0 to 9.3% but with identical
spacer and PbSe thickness of 450Å spacer and 6.2 ML, re-

spectively. The flux rates and composition of the materials
were controlled by quartz crystal measurements. The RHEED
patterns recorded along the [-110] azimuth direction were an-
alyzed using an image processing system. The lateral ordering
and interlayer correlations in the multilayer structure were in-
vestigated by x-ray reciprocal space mapping as well as atomic
force and transmission electron microscopy using an EM-420
Philips microscope operated at 100 keV.

2. Results and discussion

Figure 1 shows the typical the RHEED patterns observed for
the PbSe dots (a) and after the growth of a 200Å thick PbEuTe
cap layer (b) evidencing that a rapid replanarization occurs
during overgrowth. However, from systematic studies it was
found that the speed of replanarization strongly depends on
the chemical composition of the capping layer. This is shown
in Fig. 1(c), where the evolution of the integrated intensity of
the 3D (224) diffraction spot during overgrowth is plotted as
a function of Pb1−xEuxTe cap layer thickness for several dif-
ferent cap layer compositions. Clearly, the thickness required
for complete planarization (see arrows in Fig. 1(c)) strongly in-
creases as a function of the Eu content in the ternary cap layer.
For overgrowth with pure PbTe, already after 30 Å cap layer
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Fig. 1. Top: RHEED patterns of 5 ML PbSe quantum dots be-
fore (a) and after (b) overgrowth with a Pb1−xEuxTe capping layer.
Bottom: Normalized intensity of (224) diffraction spot as a function
of Pb1−xEuxTe spacer thickness for x = 0, 3, 5, 8, 10 and 13%.
Each curve has a relative offset of 20 for clarity.
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(a) (b)

(c) (d)

Fig. 2. AFM surface images (3× 3µm) of PbSe/PbEuTe quantum
dot superlattices with different composition of the PbEuTe spacer
layers of 0, 2.6, 4.7 and 9.3% from (a) to (d), respectively. The
insert show the FFT power spectra of the AFM images indicating
different lateral ordering of the dots.

the initially 110Å PbSe dots have completely disappeared, in-
dicating a strong intermixing of the dots with the surrounding
matrix material. In contrast, for PbEuTe cap layer with higher
Eu content, the PbSe dots seem to be completely preserved un-
til they are completely covered by the cap layer. Thus, a much
larger cap layer thickness is required for surface planariaztion.

The Eu concentration in the spacer layer is also found to
drastically affect the lateral ordering of the PbSe dots in the
superlattice samples. Figure 2 shows the AFM images of the
last PbSe dot layer after 30 SL periods for superlattices with
PbEuTe composition of 0, 2.6, 4.7 and 9.3%. Clearly, the
samples show a quite different type of lateral ordering in de-
pendence of the Eu concentration. The SL sample with pure
PbTe spacers does not show any lateral ordering (see Fig. 2(a))
and the dot size and distribution is similar as for single PbSe
dot layers. In contrast, the superlattices with 2.6 and 4.74%
(Fig. 2(b) and (c)) show a clear 2D hexagonal lateral order-
ing within the growth plane with an increase of the perfection
with higher Eu concentration. However, the SL sample with
highest concentration (Fig. 2(d)) shows a quite disordered dot
arrangement and a completely different size distribution and
density in comparison with other samples. Figure 3 presents
the reciprocal space maps for the SLs with xEu = 4.6, 0, 9.3%
from (a) to (c), respectively. For the sample with xEu = 4.6%,
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structures.
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Fig. 4. Plan-view TEM images of two different PbSe/ PbEuTe dot
superlattices with Eu concentration of (a) 0 and (b) 4.6% in the spacer
layers.

a large number of satellite peaks in the vertical qz and lateral qx
direction is found. As shown in our previous work [2], the par-
ticular arrangement of the satellite peaks indicates the presence
of a well-defined fcc-type interlayer dot stacking that causes
an efficient lateral dot ordering. On the contrary, for pure PbTe
in spacer layers (Fig. 3(b)), no higher order satellite peaks are
found, which indicates the presence of only very weakly cor-
related PbSe dots. As a result, also no efficient lateral ordering
takes place, in good agreement with the AFM measurements.
The SL sample with 9.3% Eu in the spacer layers shows only
very broad satellite peaks that indicate the formation of verti-
cally aligned dots. As a consequence, no lateral ordering takes
place. This different type of interlayer correlation can also be
inferred from theAFM image of Fig. 2(d) in which much larger
dots are observed as compared to those of the other samples.
This agrees also with the results from TEM investigations,from
which the plan-view images are shown in Fig. 4(a) and (b) for
the superlattices with 0 and 4.6% of Eu in spacer layers, respec-
tively. Clearly, in the first case the dots on the surface do not
show a lateral ordering, whereas for the 4.6% PbSe/ PbEuTe
dot superlattice a hexagonal lattice of dots is formed

In conclusion, we have found a pronounced influence of the
composition of the PbEuTe spacer on the interlayer correlations
and the lateral ordering process of PbSe/PbEuTe quantum dot
superlattices. This effect can be used as an additional tool to
control the properties of the quantum dot structures.
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Kinetic instabilities during crystal growth of III–V
semiconductor alloys
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Abstract. We suggest a concept of semiconductor alloy decomposition based on kinetic phase transition from the growth
regime. Kinetic instability is promoted by the drift of adatoms in the field of an elastic driving force created by the “frozen”
fluctuations of composition in already completed thickness of the film. For this growth mechanism, we focus on the step
flow growth of the film from vapor on the vicinal to [001] surface of cubic substrate. An analytical solution for a
composition profile which reproduces itself in step–flow growth mode is found.

Introduction

III–V semiconductor alloys are well known for various growth
instabilities. In addition to instabilities, typical for the growth
of crystalline materials there exist instability of the alloy growth
with respect to composition fluctuations c. The growth of a
homogeneous alloy may be unstable and result in an alloy with
a spatial modulation of composition. This instability is the
subject of current study. In contrast with some recent works,
where epitaxial layer is studied on a mismatched substrate [1]
what can lead to additional instabilities, we study a matched
case to facilitate the role of composition inhomogeneities. This
allows us to find an analytical solution in an important growth
regime.

1. Model

We consider a III–V semiconductor growth model which in-
cludes local and non-local processes. Atoms migration in the
growing layer is influenced by both: local interaction with
neighboring atoms and and non-local influence of inhomo-
geneities in already grown layers to processes on the surface
via elastic strain.

Processes on the surface are considered in the Barton Cabr-
era Frank model [2], extended by taking into account non–local
elastic interaction with inhomogeneities in already grown lay-
ers. Consider a crystal with vicinal surface close to [001] ori-
entation with steps and kinks. Our model can be described by
the following processes:

1. Adsorption of atoms from vapor, neglecting desorption.
2. Diffusion and drift of an atom on the step. The drift is

caused by elastic strain due to composition inhomogene-
ity in already grown layers.

3. Adsorption of an atom by step edge, neglecting desorp-
tion.

4. Diffusion of atom along step edge.
5. Adsorption of an atom diffusing along step edge by a

kink.

In III–V semiconductor alloysA1−cBcC the resulting value
of grown composition is determined by relative number of A
and B atoms adsorbed by the kinks. The value of formed com-
position c may differ from its average value. Once such inho-
mogeneity formed it can not change, it is “frozen”. Because
equilibrium value of lattice constant depends on alloy compo-
sition these inhomogeneities (even if they are deep buried in
already grown layers) lead to elastic strain. This elastic strain

creates a drift of atoms on the surface. This is new original
non–local process which we added to classic Barton Cabrera
Frank crystal growth model. In our earlier work [3] we consid-
ered such instability in linear approximation and have shown a
possibility of growing composition inhomogeneity from layer
to layer. In this work we consider same effect without using
linear approximation and find stationary structure in case of
one–dimensional modulation.

We consider crystal growth at temperatures when only the
surface diffusion is important. The bulk diffusion is considered
to be negligible small. At such low temperatures no new kink
can be created as a result of thermal activation. The number
of steps and kinks is considered to be fixed and determined
only by Miller index of vicinal surface. The step–flow growth
regime is considered without bending instabilities [4,5].

Local processes on the surface are determined by 2D drift–
diffusion equation with boundary conditions. Adsorption of
atoms from the vapor and following drift–diffusion on the sur-
face is described by

divJA,B = GA,B0 (1)

where J has two contributions: diffusion and drift:

J
A,B
i = −DA,Bij

∂NA,B(r)
∂rj

− bA,Bij NA,B(r)
∂UA,B(r)
∂rj

(2)

Here y axis directed along step edge and x perpendicular
to the step, N(r) is areal concentration of atoms, U(r) is the
potential created by elastic strain, bij is atoms mobility on the
surface, symbols A and B relate values to atoms of A and B
types respectively.

To solve (1) analytically we consider a regime, when com-
position modulations exists only along y axis. In our earlier
work we have shown [3] that such regime do exist. In case of
modulations along y direction the potential UA,B(r) from (2)
depends on y only:

UA,B(r) = UA,B(y) (3)

To solve drift–diffusion equation (1) analytically we con-
sider the processes in continuous sinks approximation [4] (this
allows us to write down boundary conditions in a simple form
NA,B(r)|x=0 = 0 and ∂

∂x
NA,B(r)|x=L = 0) and take into

account highly anisotropic diffusion coefficient Dyy � Dxx .
Then the flux j forming the crystal is:

jA,B(y) = JA,Bx (y)|step lk = IA,B exp
(
−UA,B(y)/T

)
(4)
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A normalizing factor I can be obtained from the conser-
vation of the number of atoms. The composition c of formed
crystal is determined by the number of adsorbed atoms of A
and B types, i.e.

c(x = 0, y) = jB(y)

jB(y)+ jA(y) (5)

1− c(x = 0, y) = jA(y)

jB(y)+ jA(y) . (6)

The deviation of c from average value causes elastic strain,
that creates potential U for adsorbed atoms on the surface.
The potential U is the driving force for atoms migrating on
the crystal surface. The potential U(y) has two contributions:
local one (determined by chemical interaction) and non–local
one determined by long range elastic strains [3]:

UA,B(k) = V A,BSR

1

a

∂a

∂c
δc(k;h) (7)

+ V A,BLR

1

a

∂a

∂c

h∫
−∞

kdz′δc(k; z′)
3∑
s=1

Q(ϕ) exp
[−αsk(h−z′)]

Coefficient Q(ϕ) is a linear combination of coefficients
Qsym(ϕ) and Qasym(ϕ) which related to certain combination
of Green’s tensor from Ref. [6] and are given in Appendix C of
Ref. [3]. The angleϕ is the angle between k and [110] direction
of crystal, for modulations along y direction ϕ = π/2. Static
attenuation coefficients αs can be found in Ref. [6].

Using (6), (4) and (7) obtain:

c + δc(x = 0, y, h) = 1

1+ A exp
[
−UA(y)−UB(y)

T

] (8)

where A = IA/IB . To solve (8) we need U(r) obtained from
Fourier transform U(k) (7) and then solve non–linear equa-
tion (8). The task greatly simplifies for stationary regime, when
δc does not depends on z, δc = δc(y).

U(kx = 0, ky) = Bst (π/2)δc(kx = 0, ky) (9)

U(y) = Bst (π/2)δc(y) (10)

where Bst (π/2) is a constant (it is a combination of VSR ,
VLR and Q(π/2)). The Eq. (10) for two kind of atoms gives:
UA(y) = BAst δc(y), UB(y) = BBst δc(y).

Linearizion of (8) give critical point: (c = 0.5; τ = 0.25),
where τ is a temperature, measured in a scale depending on
material properties: τ = T

BAst−BBst
and can be considered as a

controlling parameter.
The linear theory was extensively studied in [3]. Here we

focus on a non–linear regime. There two kinds of problems to
be studied: stationary state and transition regime. In this work
we focus on the stationary profile. We consider the situation
when δc reached the saturation and does not depend on z. In
case of not very large δc the Eq. (8) give:

c + δc = 1

1+ 1−c
c

exp
(− δc

τ

) . (11)

Above Tc (τ > 0.25) this transcendent equation has only
a trivial solution δc = 0. Below TC (τ < 0.25) it has three

0 0.2 0.4 0.6 0.8 1

0.25

0.2

0.15

0.1

0.05

0

Fig. 1. Kinetic diagram for a system with c = 0.5. Thin line —
absolute instability curve, bold line — stationary c.

solutions (one trivial and two non–trivial). On a figure 1 the
kinetic diagram for a system with c = 0.5 is presented. The
area inside absolute instability curve is unstable with respect to
infinitesimal inhomogeneities. Bold curve represent the com-
position of c in stationary regime. The resulting structure is
a layered system oriented along y direction which reproduces
itself during crystal growth.

2. Discussion

In this work we found an analytical solution for a composition
profile which reproduces itself in the step–flow growth mode.
The effect is a pure kinetic effect due to long–range interaction
between inhomogeneities in already grown layers and atom in
the growing layer. The crystal is locally stable, thermodynamic
equilibrium correspond to δc = 0. While non–local elastic
interaction is a stabilizing force in thermodynamic it can be
the source of instability in the open system.
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Abstract. Epitaxial Co nanostructures and thin films were grown on grooved and ridged surface of CaF2(110)/Si(001)
heterostructures by molecular beam epitaxy. Reflection high energy electron diffraction (RHEED) and X-ray diffraction
measurements enabled identification of face centered cubic structure of cobalt, which agrees with EXAFS data.

Introduction

Owing to attractive magnetic properties and numerous appli-
cations, the growth and crystal structure of cobalt thin films
and nanostructures have been studied by a number of research
groups [1]. It was found that though hexagonal close packed
(hcp) structure is stable in bulk, in thin films cobalt often
grows in metastable face centered cubic (fcc) or body centered
cubic (bcc) phases. Considerable enhancement of magneto-
optical effects in structures containing transparent insulating
layers has recently been reported [2], which facilitates optical
investigations of individual single-domain nanomagnets. To
our knowledge, the Co-CaF2 system has not yet been studied.
In the present work, the crystal structure of cobalt films and
nanostructures grown by molecular beam epitaxy on CaF2/Si
heteroepitaxial substrates was explored.

1. MBE-growth and RHEED studies

Thin Co films (2–10 nm) have been grown on 111-faceted rid-
ged and grooved surface of CaF2(110) buffer layers on Si(001)
substrates [3]. RHEED patterns shown in Fig. 1 are taken
before (a, c) and after (b, d) Co growth. Electron beam azimuth
was [-110] (along the ridges) for a, b and [001] (across the

(b)

(d)

(a)

(c)

Fig. 1. RHEED patterns taken before (a, c) and after (b, d) the growth
of cobalt layer on grooved and ridged surface of CaF2(110) buffer
layer on Si(001).

ridges) for c, d. Cobalt growth temperature was 100 ◦C for
samples #5349, #5408 (see Fig. 1b) and 500 ◦C for sample
#5352 (Fig. 1d).

One can see that the patterns in Fig. 1c, d are very similar;
they are characteristic of fcc structure, which has CaF2 buffer
layer. Thus the patterns indicate that Co grows predominantly
in fcc crystal phase with (110) plane, which is parallel to this
plane of the fluorite buffer and CaF2(110)/Si(001) interface.
It can be also concluded that the epitaxial relations are the
following: [-110]Co ‖ [−110]CaF2 and [001]Co ‖ [001]CaF2 .
Using atomic force microscopy it was found that cobalt does
not wet the calcium fluoride surface and grows on it in 3D
mode with average size of the islands 10–15 nm at 100 ◦C and
50–60 nm at 500 ◦C.

2. X-ray diffraction measurements

X-ray diffraction measurements were carried out at Nagoya
University, using the rotating anode ATX-G diffractometer
(produced by Rigaku Co), as well as at the Australian National
Beamline Facility (ANBF) at the Photon Factory in Tsukuba
(Japan). In both cases the energy 8.0477 keV (CuKα1) was
used. Figure 2 showsω−2θ scan obtained from sample #5352.
In addition to the intense Si 004 peak from the substrate and
220 and 440 peaks from the CaF2 buffer layer, one can see
well pronounced 220 and 111 peaks of Co cubic face centered
phase. Taking into account that structural factor for 111 re-
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Fig. 2. X-ray diffraction ω − 2θ scan for sample #5352 measured
in symmetrical Bragg geometry.
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Fig. 3. Reciprocal space maps for sample #5352 (high temperature
Co growth) around Co 220 (a) and Co 222-CaF2 333 (b) reflections.

flection in this phase is by 5 times higher than that of 220
reflection, one can estimate that the proportion of 111-oriented
crystallites does not exceed a few per cent. No peaks belonging
to the hcp phase characteristic of bulk materials were observed.
Thus one can conclude that fcc Co(110) dominates, which is
in agreement with RHEED observations.

The reciprocal space maps (RSM) for #5352 presented in
Fig. 3a, b, confirm higher crystalline quality for this sample
than for the sample #5408 (see Fig. 4). The width of the
Co(220) peak (Fig. 3a) in the lateral (
ω axis) direction is
about 0.72◦, indicating the average size of Co islands grown at
500 ◦C is 50 nm, which is in agreement with that found byAFM.
The position and shape of the Co 222 peak in Fig. 3b shows that
the Co nanoislands film is almost strain free (relaxed), because
centres for both Co 222 (2θ ∼ 97.5◦) and CaF2 333 (2θ ∼ 94◦)
reflection are positioned at the same line defined by the crys-
tallographic relations between [110] and [111] directions. The
broadening of the Co 222 peak in the lateral direction is due to
the small size of Co nanoislands.

Figure 4 shows the RSM measured around the Co 220 re-
flection from the sample #5408 grown with low (100 ◦C) sub-
strate temperature during Co deposition. Because of lower
diffraction intensity caused by inferior crystalline quality of
this sample the measurements were conducted at the synchro-
tron. But, despite the use of the synchrotron source, the Co 220
reflection is still poorly resolved for this sample. The first
Co 220 peak (
ω ∼ 0◦) is also “smeared” by the strong re-
flection from the substrate, due to wide slits used before the
detector. The elongation of this Co 220 peak in the vertical
direction (2θ axis) (Fig. 4) is due to significant strain distri-
bution. Additionally, the intensity distribution around the first
Co 220 peak in Fig. 4 shows some elongations (streaks), which
could be associated with the shape of Co nanoislands; in partic-
ular, the most pronounced streaks can be associated with 111
facets of the Co islands. The centre of the second, more dif-
fuse, Co 220 reflection peak is observed at 
ω ∼ 3◦ (Fig. 4)
probably corresponds to the lower crystalline quality part of
the Co film having higher deviation between the (110) plane
of Co nanoparticles and this plane in CaF2(110) buffer layer,
due to the relatively low Co deposition temperature.

3. EXAFS measurements

EXAFS measurements were performed at the beam line BL12C
at the Photon Factory in Tsukuba with a Si(111) double crystal
monochromator and a bent cylindrical mirror using the SR from
the 2.5 GeV storage ring. The EXAFS spectra for Co epitaxial
films on CaF2 and Co foil were measured in the fluorescence-
detection mode at 100 and 300 K, respectively. The fluores-
cence signals were detected by an array of 19 elements of Ge
solid-state detectors.
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Fig. 4. Reciprocal space maps for sample #5408 (low temperature
Co growth) near Co 220 reflection.
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Fig. 5. Fourier transform of Co K-edge EXAFS oscillation functions
k2χ(k) spectra for Co films on CaF2(110) and Co foil.

Figure 5 shows the Fourier transform of Co K-edge EX-
AFS oscillation functions k2χ(k) spectra for samples #5349
and #5352 grown at 100 and 500 ◦C, respectively as well as
cobalt foil. The curves for the films are quite similar to those
observed in Ref. [4] for 100 nm thick fcc Co epitaxial films
grown on diamond (100). However they are very different
from the expected Fourier transform for bcc Co structure, sim-
ulated in that work. This is in agreement with the identification
of the fcc structure of Co on CaF2/Si presented in two previ-
ous sections of this work and indicates that the increase of the
Co growth temperature on CaF2 to 500 ◦C does not result in
undesirable chemical and structural changes.
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Influence of CdTe sub-monolayer stressor on CdSe quantum dot
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Abstract. Paper reports on employing a stressor-controlled self-organization process for CdSe quantum dot (QD)
fabrication in a ZnSe matrix. Super-strained CdTe fractional monolayer (
a/a∼ 14%) grown on top of the Te-stabilized
ZnSe surface prior to deposition of the QD material (CdSe) has been used as a stressor which is expected to affect size,
composition and density of CdSe QDs. Preliminary studies by X-ray diffraction, photoluminescence (PL), and PL
excitation and are presented.

Introduction

The studies of II–VI wide-gap semiconductor nanostructures
emitting in the short wavelength region of the visible spec-
trum were carried out due to their potential for optoelectronic
applications such as medical diagnostic system, short-range
optical communications using plastic fibers, laser projection
TV and so on. A CdSe/ZnSe system has attracted much inter-
est because of the high efficiency emission in the blue-green
spectral range. In spite of the ∼ 7% lattice mismatch, the
conventional strain-induced self-organization process during
molecular beam epitaxial (MBE) deposition of CdSe on ZnSe
results in a morphology of the disordered ZnCdSe quantum
well involving CdSe-rich nanoislands with a wide bimodal lat-
eral size dispersion (within 5–15 nm) [1], rather than occurs in a
Stranski–Krastanow mode. The latter starts beyond the critical
thickness of plastic deformation of CdSe on ZnSe. Never-
theless, employing of such quantum-disk-like nanostructures
in the active region of optically and electron-beam pumped
ZnSe green lasers has permitted one to improve significantly
their threshold, output power and thermal stability characteris-
tics [2, 3]. The need in high density, narrow-size dispersion and
high Cd-content CdSe quantum dot (QD) nanostructures stim-
ulated numerous technological attempts to modify or affect the
CdSe self-organization [4–6].

An efficient way to control the CdSe QD self-organization
by introduction of strongly lattice-mismatch fractional mono-
layer (FM) — stressor — before the deposition of the QD
material has been proposed and experimentally realized during
studies of a type-II CdSe/BeTe system (
a/a ∼ 7.8%) [7].
The intentionally deposited 0.2 monolayer (ML) of CdTe on
BeTe (
a/a ∼ 14% for CdTe/BeTe) transformed into the array
of small highly-strained CdTe dots which served as nuclei for
CdSe QDs. The small CdSe QDs with the surface density as
high as 1012 cm−2 and lateral sizes and heights of 4–6 and
1–1.5 nm, respectively, were obtained.

In this paper we report on the attempt to apply the stressor-
controlled QD fabrication technique to the conventional CdSe/
ZnSe nanostructures, monitored by x-ray diffraction (XRD)
and photoluminescence (PL) studies.

1. Experiment

All structures were grown on GaAs (001) substrate in a two-
chamber MBE system supplied with high purity Zn, Cd, ZnS,
Te and Se (valve cracker cell) in the II–IV chamber, and Ga

and As in a III–V one. The latter served for deposition of GaAs
buffer layers which were transferred then to the II–VI chamber
through vacuum. II–VI structures were grown at a substrate
temperature TS = 280 ◦C. Structures (A) and (B) have the sim-
ilar design comprising a single CdSe QD region of a 2.1 ML
nominal thickness, embedded between bottom and cap ZnSe
layers of 50–60 and 15–20 nm, respectively, and differ in the
CdSe deposition technique. In the reference structure A, the
CdSe insertion was grown by modified migration enhanced
epitaxy (MEE) technique with a one minute growth interrup-
tion after each Se pulse [8]. In structure B, prior to the MEE
growth of CdSe insertion the ZnSe surface was stabilized con-
sequently under Zn and Te fluxes to form the Te-terminated
surface. Then a preliminarily calibrated fraction of CdTe ML
was deposited in a conventional MBE mode as a stressor hav-
ing a 14% lattice mismatch with ZnSe. The growth of both
structures was monitored by reflection high energy electron
diffraction (RHEED). The CdSe insertion inA grew coherently
in a quasi-two-dimensional (2D) growth mode, exhibiting just
some broadening of streaky pattern and gradual decay of its
intensity. In structure B, the decrease in the RHEED intensity
was accompanied by arising of three-dimensional chess-order
features indicating more efficient surface roughing.

For independent evaluation of thickness of the CdSe inser-
tion, as well as the ZnTe and CdTe FMs employed in struc-
tures A and B, three different superlattice (SL) structures were
grown using the same regimes: a 7-period CdSe/ZnSe SL (S1),
a 10-period ZnTe/ZnSe (S2), and a 10-period CdTe/ZnTe/ZnSe
(S3), each having the ZnSe barrier thickness of 3.5 nm. The
SL structures include also a 0.1µm-thick ZnSSe bottom buffer
and a 20-nm ZnSe cap layer.

XRD rocking curve were measured by using a double-
crystal diffractometer DRON-3M and simulated using a semi-
kinematical diffraction theory. PL and PL excitation (PLE)
measurements were carried out at temperatures of 25 and 77 K
using a 325 nm line of a 5 mW He-Cd laser and a halogen lamp
emission dispersed by a monochromator.

2. Results and discussion

�−2� XRD rocking curves of three SL structures (S1, S2
and S3) are presented in Fig. 1. The CdSe/ZnSe SL struc-
ture without CdTe stressor (S1) reveals a 0-order SL peak and
no high-order satellites being below the sensitivity limit. The
ZnSSe peak corresponds to a pseudomorphic layer with the S
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Fig. 1. Typical �−2� XRD rocking curves of three differ-
ent types of the superlattices. (a) CdSe/ZnSe, (b) ZnTe/ZnSe,
(c) CdTe/ZnTe/ZnSe.

content of 0.1. The estimated nominal thickness of CdSe inser-
tion practically coincides with the intended one, assuming the
intended SL period of∼ 4 nm. The nominal thickness of ZnTe
stabilization layer (∼ 0.4 ML) is derived from the S2 curve
of the ZnSe/ZnTe SL, which agrees well with the c(2×2)Zn
reconstruction on ZnSe capped with Te. A thickness of CdTe
FM estimated from the XRD spectra of structure S3 amounts
to 0.2 ML, keeping unchanged the ZnTe thickness. Accord-
ing to our previous studies [7], it corresponds to the optimal
thickness of CdTe stressor. Observation of two SL satellites
in this structure allows independent estimation of the ZnSe
barrier thickness which is consistent with the expected value.
Thus, one can conclude that the actual design of structure B
is ZnSe/2ML-CdSe/0.2ML-CdTe/0.4ML-ZnTe/ZnSe, and that
of structure A is ZnSe/2ML-CdSe/ZnSe.

Low-temperature PL spectra of structures A (dash line)
and B (solid line) are presented in Fig. 2. The dominant PL
line (I1) in the spectrum of structure B, related to the composite
insertion, is 150 meV-shifted down in energy as compared to
the CdSe PL line in the reference sampleA. Preliminary estima-
tion in the effective mass approximation using model solid the-
ory [9] cannot explain such strong energy shift by the variation
of chemical composition in the composite CdSe/CdTe/ZnTe
insertion. We attribute this shift mostly to the increased Cd
content in the CdSe QDs accumulated on CdTe stressor nu-
clei. Besides, the low-energy shoulder (denoted as I2) appears
at 2.3–2.4 eV. For attribution of this PL line we studied low-
temperature PL spectra of S1, S2 and S3 SLs. The peak similar
to I2 with a maximum located at 2.3–2.4 eV and a full width
at half maximum (FWHM) of about 200 meV was observed
in the PL spectra of structures S2 and S3 and was not regis-
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Fig. 2. PL spectra of single CdSe insertion in ZnSe matrix with
CdTe stressor (solid line) and without it (dashed line). In insertion:
PLE spectrum of ZnSe/ZnTe SL.

tered in structure S1. The inset to Fig. 2 demonstrates PL and
PLE spectra of sample S2. Introduction of ZnTe, responsi-
ble for the appearance of I2 line, does not however result in
the additional density of states and PLE spectrum of this line
demonstrates only the spectral structure corresponding to the
excitonic and band-edge absorption in the ZnSe and ZnSSe
barrier layers. The similar PL spectrum have been earlier reg-
istered in ZnTe/ZnSe heterostructures [10] and discussed in
terms of Te isoelectronic centers or type II nanostructures for-
mation.

3. Conclusions

Using the super-strained CdTe fractional ML as the stressor
for the enhanced CdSe QD formation appears to affect dramat-
ically the CdSe redistribution on the ZnSe surface resulting in
a 150 meV long-wavelength shift of the PL peak energy owing
to the increased Cd content in CdSe QDs at the same CdSe
nominal thickness.
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in an InAs matrix
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Abstract. We report on molecular beam epitaxy (MBE) of InSb insertions in an InAs matrix, with the width exceeding
1 monolayer. Different growth techniques based on exposure of an InAs growth surface to an antimony flux, followed by
deposition of additional amount of InSb using both conventional MBE and migration enhanced epitaxy modes, were used.
The formation of the ultra-thin InSb layers have been studied in situ by reflection high energy electron diffraction.

Introduction

There has been an increasing interest in InSb-based nanostruc-
tures. In particular, self-assembled InSb quantum dots (QDs)
have been fabricated by either a molecular beam epitaxy (MBE)
or a metalorganic vapor phase epitaxy in GaAs [1], GaSb [2,
3], and InP [4] matrices. The longest photoluminescence (PL)
wavelength of 1.7 µm (at 77 K) was observed from the
InSb/GaSb nanostructures.

Recently, we have reported on bright PL up to room-tempe-
rature in the 3.2–4.2 µm wavelength range, measured in MBE
grown InSb/InAs nanostructures with InSb sub-monolayers
(SMs) embedded in an InAs matrix [5, 6]. SM insertions with
the nominal InSb coverage ranged from 0.6 up to 1 mono-
layer (ML) in dependence on growth temperature (TS = 430–
485 ◦C) were formed by a few seconds exposure of the InAs
growth surface to the antimony flux with no intentional de-
position of InSb. Such procedure was shown to be possible
due to the very efficient As-Sb anion exchange reaction on
InAs surface. Transmission electron microscopy (TEM) stud-
ies showed that even SM InSb insertions transform into the
dense array of coherent InSb-enriched islands with a mean lat-
eral size of about several nanometers [7]. The larger size InSb
QDs, required for laser applications [6], is expected to form in
the case of the extra-monolayer (EM) deposition.

This paper is devoted to the MBE growth and study of
InSb/InAs nanostructures with extra-monolayer InSb inser-
tions. Reflection high energy electron diffraction (RHEED),
TEM and PL were employed for structural and optical charac-
terization of the structures.

1. Experimental

The samples were grown on n-InAs (001) substrates using a
RIBER 32P setup. Conventional solid source effusion cells
were used to produce In, Al and Sb4 fluxes, whereas As4 flux
was supplied from aVAC-500 valved cracking cell. A substrate
temperature TS was measured by IR pyrometer calibrated by
using well known surface reconstruction transitions on GaAs,
InAs, and GaSb, monitored in situ by RHEED. An active re-
gion of the structures consists of a 0.1 µm thick InAs layer,
centered with a single InSb insertion, and confined by 10 nm-
thick Al0.2In0.8As barriers on both sides. The structures were
capped by a 10 nm-InAs layer.

Two growth techniques were used for the fabrication of EM
InSb insertions. In both cases, the first stage of InSb formation
includes a procedure of the InAs growth surface exposure to the

Sb flux, described in [7], followed by a short-time growth in-
terruption (GI). The second stage was deposition of additional
amount of InSb by either conventional MBE or migration en-
hanced epitaxy (MEE). In both cases, the In flux was the same
and corresponded to the InSb growth rate about 0.1 ML per
second. The growth temperature was ranged from 430 ◦C to
485 ◦C. The in situ RHEED specular spot intensity (SSI) oscil-
lation technique was used to study the InSb EM formation.

TEM studies were performed by employing an EM-420
Philips microscope operating at 100 keV. PL spectra were
measured under a diode laser excitation (λth = 809 nm) at
the 1.5 W/cm2 excitation power density and temperature tun-
ing in the 15–300 K range. Emitted light was detected with a
nitrogen-cooled InSb photodiode and standard lock-in ampli-
fication technique.

2. Results and discussion

RHEED SSI oscillations for different growth modes of InSb
deposition at 430 ◦C are presented in Fig. 1. The introduction
of GI after the exposure of InAs surface to the Sb flux results in
the dramatic decrease of SSI intensity (Fig. 1a). Although no
intentional InSb deposition was made in this case, the dense ar-
ray of InSb-based QDs was revealed by a plan view TEM image
within the InSb SM insertion, as shown in the inset to Fig. 2.
In our opinion, such unusual behavior of SSI may be explained
by an onset of the self-organization of InSb-enriched islands
during the GI. It is expected that a certain time of the GI exists
that corresponds to the most uniform QD array. Nevertheless,
RHEED pattern exhibits the (3×1) Sb-stabilized reconstruc-
tion without 3D features, that confirms very small size of the
InSb QDs.

The SSI oscillations during the deposition of an additional
amount of InSb using MEE are presented in Fig. 1b. De-
position of In is assumed to lead to completing of the InSb
monolayer. One can distinguish the corresponding half-period
In-induced oscillation. Another half-period As-induced oscil-
lation appears in Fig. 1b when the As shutter is opened. Such
procedure of additional In deposition results only in a small
shift of the InSb-QD-related PL peak to the longer wavelength
(Fig. 2, dashed curve) as compared to the InSb SM dominant
PL band (Fig. 2, solid curve). To increase the nominal thick-
ness of deposited InSb and, probably, the mean size of InSb
QDs, a complete MEE (consequent deposition of In and Sb
atoms) or MBE growth should be used. The PL spectrum of
the structure with InSb insertions formed by the complete MEE
process is shown in Fig. 2 by the dotted line. In this case, the
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Fig. 1. RHEED oscillations during formation of single InSb inser-
tion by exposure of an InAs surface to Sb4 flux (a), by the exposure
followed by MEE (b) or MBE (c) deposition.

strong red shift of the InSb emission line is observed.
The RHEED SSI oscillations for the case of conventional

MBE growth of InSb followed after the InAs exposition to the
Sb flux are presented in Fig. 1c. There is one important differ-
ence in comparison with the case of Fig. 1b. The Sb-stabilized
(3×1) surface reconstruction kept during the InSb deposition
is not affected noticeably by the following opening of the As
flux. Moreover, the 3D-related features appear in the RHEED
pattern during the InSb MBE deposition. One should note
that MBE deposition of InSb without preliminarily exposure
of InAs surface to Sb flux is non-reproducible and the resultant
InSb-related emission wavelength is poorly controlled.

It has been also found that MBE deposition of InSb EM is
possible at the growth temperatures below 450 ◦C. The depo-
sition of InSb at higher temperatures during a long period does
not change the 2D Sb-stabilized (3×1) surface reconstruction
due to the strain-induced efficient InSb re-evaporation from the
surface. Such behavior is in good agreement with predictions
of thermodynamic consideration [8]. As a result no red shift
of the InSb emission band is observed.

3. Conclusions

In summary, we have grown by MBE InSb/InAs nanostruc-
tures with extra-monolayer InSb insertions formed by different
growth techniques including an exposure of the InAs growth
surface to the Sb flux as well as MEE or MBE deposition of
additional amount of InSb. The latter technique results in pro-
nounced red shift of InSb-related PL band, if applied at growth
temperature below 450 ◦C. The importance of growth inter-
ruption after the exposure procedure has been discussed using
detailed analysis of RHEED SSI oscillations. The possibilities
of InSb EM formation by MEE and MBE have been compared.
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Fig. 2. PL spectra of InSb/InAs nanostructures grown by differ-
ent techniques: exposure of InAs surface to Sb flux (solid line);
exposure procedure followed by In deposition only (dashed line);
exposure procedure followed by complete MEE (dotted line). The
inset presents a plan-view TEM image of the structure with the SM
InSb insertion.
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Abstract. We report on molecular beam epitaxial growth and study of optical and structural properties of
(ZnSe/MgS)/ZnCdSe distributed Bragg reflector with λ0=520 nm and Rmax=97%. The sample was grown
pseudomorphically on GaAs substrate using ZnS as a sulphur source. It was studied by SEM, XRD and optical
measurements, which have shown good optical and structural characteristics.

Semiconductor microcavities have been attracting strong sci-
entific interest for almost 20 years [1]. Their main characteris-
tic feature is an effective interaction of photons and excitons,
which results in formation of a quasi-particle called exciton-
polariton [2]. The strength of this interaction is reflected by
the Rabi splitting. Its value is especially large (above the ex-
citation energy of LO phonons) in II-VI semiconductors [3],
which are therefore possible candidates for manufacturing po-
laritonic devices (e.g. ultralow-threshold lasers [4]) capable of
operating at RT. It is of great importance to grow the whole
structure using II-VI materials only.

There have been several recent attempts to use zinc-blende
MgS — the lowest refractive index material nearly lattice-mat-
ched to GaAs — for optical structures. For example, Suemune
et al have grown a 5-period ZnSe/(ZnSe/MgS) distributed
Bragg reflector (DBR) with a 92% reflectivity by metal-organic
vapor phase epitaxy [5]. Kruse et al have demonstrated 99%
17-period DBR of the same type, grown by molecular beam epi-
taxy (MBE) using a valved cracker cell as a sulphur source [6].
Earlier Bradford et al have suggested to employ ZnS as a sul-
phur source to grow MgS/ZnSe quantum wells (QWs), us-
ing the efficient Mg-Zn exchange interaction due to the much
stronger Mg-S binding energy, as compared to the Zn-S one,
although they have not applied this technique to DBRs [7].
This paper reports on the studies of novel design (ZnSe/MgS)/
ZnCdSe DBR grown by MBE using ZnS as a sulphur source.

We have combined all these approaches into a single method
of growing MgS-contained II-VI DBRs, using ZnS as the sul-
phur source. The middle of the stop band was chosen to corre-
spond to a standard ZnCdSe QW wavelength, which is 520 nm.
It has been pointed out by Bradford et al [7], that pseudomor-
phic growth of zinc blende MgS on GaAs is only possible under
low temperatures and is limited by a certain critical thickness
depending on the temperature. These constraints do not al-
low growing of a pure MgS/ZnSe DBR with λ/4-thick layers.
Therefore, we used a MgS/ZnSe superlattice (SL) as a low in-
dex material and ZnCdSe solid alloy with Cd=3% as a high
index material.

The refractive index dispersion curves of MgS, ZnSe and
ZnCdSe have been calculated using modified single effective
oscillator model [8] (values E0 = 7.5 eV, Eg = 4.5 eV and
Ed = 27 eV, taken from [9], were used to describe MgS in this
model).

We have performed optimization of system parameters,
aiming at two goals: to make the structure lattice-matched
to GaAs and to obtain the highest possible difference of refrac-
tive indices. This optimizaiton yielded the design presented in
Fig. 1. The nested SL consists of four MgS layers of 100 Å and
four ZnSe layers of 30Å, providing approximately 75% of aver-

Cd = 3%

MgS

SL×15 = 1455 nm ⎧⎪⎨⎪⎩ ⎪⎪⎪⎪⎪⎪⎪⎪

⎧ ⎨ ⎪ ⎩⎪ ⎪ ⎪SL×4

ZnCdSe
ZnSe
30 Å

100 Å

520 Å
450 Å

Fig. 1. Design of the DBR.

age MgS content. The high-index ZnCdSe layer with Cd = 3%
is of a 450 Å thickness. The composite multilayer structure
consists of 15 periods, having a total thickness of 1450 nm.
Such structure should provide at least 95% reflectivity at the
center of the stop band.

The sample was grown pseudomorphically on a GaAs (001)
substrate in an EP-1203 (home made) MBE setup equipped
with elemental sources of Zn, Cd, Mg, Se (the latter is a valved
cracker cell) and a ZnS compound source. The growth temper-
ature of 250 ◦C allows one to grow thick MgS layers without
transformation to a rocksalt phase [7].

The sample has been investigated by Scanning Electron
Microscopy (SEM), optical reflectivity measurements and X-
ray diffraction (XRD). Optical reflectivity has been measured
using SPECORD M40 double-ray spectral photometer, capable
of operating both in UV and visible ranges (185–909 nm).
XRD measurements have been performed on a double-crystal
diffractometer DRON-3M with a Ge(111) monochromator.

The SEM images of the sample are shown in Fig. 2. The
periodic structure of both the nested MgS/ZnSe SL (Fig. 2b)
and the whole sample (Fig. 2a) is clearly distinguishable. The
layers are generally flat. Some extended defects started at the
middle of the structure can be seen. The period of the composite
DBR structure is 110 nm (Fig. 2a), which is within 10% of the
intended value. The surface of the sample exhibits nanoscale
roughness, which should not affect the reflectivity in the visible
range.

X-ray diffraction curve of the DBR structure is shown in
Fig. 3. Besides the narrow GaAs substrate peak, it is dominated
by a broad peak shifted to smaller angles. The curve exhibits
smooth interference fringes of different periodicity, indicating
general flatness of numerous interfaces of the DBR structure.
The figure also presents a simulation of the diffraction curve
based on the design parameters. One can see that the position
of the main broadened peak on the experimental curve corre-
sponds to the position of an average intensity maximum at the
simulation curve. However, narrow satellites of the composite
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(a)

(b)

Fig. 2. SEM image of the DBR. (a) Composite SL, T = 110 nm;
(b) Nested SL.
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Fig. 3. XRD curve of the DBR: experiment (solid curve) and simu-
lation (dotted curve).

DBR structure are not visible on the experimental curve. This
indicates that the structure has some deviation from periodic-
ity on this scale, which, however, does not affect strongly its
optical properties as will be shown below.

Figure 4 presents the results of optical measurements. The
stop-band of the Bragg mirror is very well pronounced. The
background reflectivity far from the stop band is due to the
GaAs substrate. The position of the stop-band corresponds
to the expected value (it’s centered at 520 nm), and its width
is consistent with the results of calculations based on transfer
matrix method [10]. However, the shape of the curve indicates
some gradient in the period of the structure along the growth
direction.
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Fig. 4. Reflectivity of the DBR.

To conclude, this work has proven the feasibility of MBE
growth of MgS-containing distributed Bragg mirrors, using
ZnS as the sulphur source. Precise technology, high structural
quality and reflectivity of the mirrors make it possible to fab-
ricate a complete II-VI microcavity with high Rabi splitting.
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Abstract. The investigations of semiconductor quantum dots using transmission electron microscopy and atomic force
microscopy are performed. The formation of semiconductor quantum dots from a metastable wetting layer with the
effective thickness below critical thickness in the Stranskii-Krastanov 2D-3D growth mode is observed in the InAs/GaAs
and the Ge/Si heteroepitaxial systems. The observed phenomenon is explained within the frame of the kinetic theory of
quantum dot formation in the lattice mismatched heteroepitaxial systems.

Introduction

Investigation of the formation mechanisms of semiconductor
quantum dots (QDs) is of great interest in the modern semi-
conductor physics [1]. The main application field of QDs is
their utilization in the active region of a semiconductor laser
diodes [2]. It is well known that dense QD ensembles can be
fabricated by the molecular-beam epitaxy (MBE) technique.
Laser production technology requires the controlled produc-
tion of QDs with the desired sizes and surface density. Many
efforts were put into theoretical and experimental investigation
of the influence of MBE growth conditions on the structural and
optical properties of QD ensembles. In particular, it has been
found that there are two possible types of QDs growth mech-
anisms in highly mismatched heteroepitaxial systems. In the
Volmer–Weber growth mode QDs arise almost immediately af-
ter the deposition is started, while in the Stranskii–Krastanow
growth mode QDs are formed on a wetting layer. Stranskii–
Krastanow growth mode is of practical interest since it is real-
ized in InAs/GaAs and Ge/Si systems. An experimental obser-
vation of the transition from the two dimensional to the island
growth mode is possible using reflection high energy electron
diffraction (RHEED) technique. At a certain critical thickness
Hc related to the onset of 2D-3D transition, the RHEED pat-
tern image changes from stripes to the spots. The value of
Hc obtained from the experiment in most cases correlates with
the value of Hc given by various thermodynamic models of
the QDs formation. However, in some cases the strained sur-
face of the wetting layer transforms to the islands-like surface
even when the deposited film thickness H is lower than Hc.
Recently we have observed the formation of subcritical InAs
QDs grown on the GaAs(100) substrate surface [3] and Ge QDs
grown on the Si(100) surface [4]. In this work continue these
studies and present new theoretical and experimental results on
the Ge/Si and InAs/GaAs subcritical QDs.

1. Theory

The kinetic theory of the formation of QDs in heteroepitax-
ial systems [5] provides the relationships between the techno-
logically controlled parameters of MBE growth (the substrate
temperature, the growth rate, the total amount of deposited
material and the exposition time) and the structural character-
istics of QDs ensemble (the surface density and the average

lateral size of QDs). The Stranski-Krastanow growth is char-
acterized by the existence of a flux-independent equilibrium
wetting layer of thickness Heq [6]. The formation of QDs is
possible only from a metastable wetting layer with a thickness
h > heq. Parameter ζ = h/heq − 1 is the measure of the
wetting layer metastability. In terms of kinetic theory of QD
formation [5] the critical thickness of deposited materialHc ap-
proximately equals the maximum wetting layer thickness Hc
corresponding to the maximum nucleation rate of 3D islands
I(t). At subcritical effective thickness of deposited materialH0
(heq < H < Hc − δH , 2δH is the width of transition range)
the surface density of islands after the end of nucleation stage
is flux independent and increases with increasing the surface
temperature T and the effective thickness H0

N =
∞∫

0

dtI (t) ∝ exp

[
−3

5

Te

T (H/heq − 1)2

]
. (1)

Here Te is the quasi-equilibrium temperature [7] determined
by the particular system energetics and lattice misfit.

In the overcritical range of effective thickness (H > Hc +
δH ) the surface density of islands exhibits a principally differ-
ent behavior. As shown in [4], the density of overcritical QDs
increases with the deposition rate V , decreases with the tem-
perature and is almost independent on the amount of deposited
material:

N ∝ exp

(
3ED
2kBT

)
. (2)

The average size of islands in the subcritical thickness range in-
creases very slowly, because the growth of islands slows down
at lower system metastability. At overcritical range the aver-
age size of islands increases more rapidly, therefore at modest
exposition time we may expect to observe larger islands at
H > Hc.

2. Experimental

The structures are grown by MBE method using EP1203 (InAs/
GaAs QDs) and RIBER SIVA45 (Ge/Si QDs) setups. In the
case of InAs/GaAs system, the thicknesses of InAs deposited
H are amounted within 1.5–1.6 monolayers (ML), whileHc =
1.7 ML. The structures are formed at the substrate temperatures
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of 420 and 450 ◦C. After the deposition, InAs are exposed un-
der the As4 flux for desired time. The reference sample with
H = 2.0 ML is grown at the substrate temperature 450 ◦C.
After the deposition (for subcritical InAs thickness, after the
deposition and exposition) InAs layer is overgrown by a thick
GaAs cap layer in order to investigate the structures by photo-
luminescence (PL) method. In the case of Ge/Si system the
thickness of deposited Ge films are 0.44 nm, 0.55 nm and
0.73 nm (Hc = 0.66 nm). The deposition is performed at
the substrate temperature of 600 ◦C. It is no exposition after
the Ge deposition and the samples are immediately cooled
down and taken away from the growth chamber. The sub-
strate surfaces are controlled in situ by RHEED system in both
cases. InAs/GaAs heterostructures are studied with transmis-
sion electron microscopy (TEM). Ge/Si heterostructures are
investigated using atomic force microscopy (AFM).

3. Discussion

Consider at first the InAs/GaAs system. While the thickness
of deposited InAs is lower than Hc, the surface of the samples
before capping by GaAs is exposed to the As4 flux. QDs for-
mation is always observed on the surface after a certain deposi-
tion time by the RHEED system. The time of QDs formation is
different for different samples. The smaller values of metasta-
bility corresponds to the higher QDs formation times. Fig. 1
shows the experimental dependencies of the surface density of
InAs QDs on the effective thickness of deposited InAs at dif-
ferent substrate temperatures applied. It is important that in the
subcritical thickness range we have observed experimentally a
thermodynamic increasing dependence of the surface density
on the substrate temperature. This qualitatively agrees with the
predictions of our theoretical model given by Eq. (1). Also, the
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Fig. 1. Surface density of InAs QDs versus deposited thickness of
InAs. The temperatures of the growth are: 1) 420 ◦C; 2) 450 ◦C.
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Fig. 2. Ge QD grown on a Si(100) surface at 600 ◦C. Deposited
thickness of Ge is 0.55 nm.
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Fig. 3. Surface density and base size of Ge QDs versus deposited
thickness of Ge. The temperature of the growth is 600 ◦C.

surface density of islands rapidly increases with the effective
thickness of InAs.

In the case of Ge/Si system the situation is much differ-
ent. The deposited amounts of Ge were much lower than Hc
and the values of metastaility ζ were not high. We did not
expect to observe QDs formation after a while and the samples
were immediately cooled down after the Ge deposition without
any exposition. During the cooling, RHEED patterns did not
transform from the stripes to the spots. However, our AFM
investigations show the formation of Ge QDs with extremely
low densities for both samples with subcritical Ge films. QDs
formed from the subcritical Ge film are shown on Fig. 2. It is
clearly seen, that both size and density of subcritical Ge QDs
are much smaller than for those values for overcritical QDs.
Fig. 3 shows the dependencies of the density of Ge island array
and the base QD size versus deposited Ge thickness. We have
observed that the size of QDs and the density of QD array rises
with the deposited thickness of Ge in the subcritical range.

4. Conclusions
We have shown that critical thickness of a semiconductor QDs
formation in Stranskii-Krastanow growth mode more a kinetic
value than the thermodynamic parameter. It is found that the
formation of QDs is possible when the thickness of the wetting
layer is lower than the critical thickness for the both heteroepi-
taxial systems studied. InAs/GaAs QDs were formed from the
wetting layer of high value of metastability after the step of
surface exposition. Ge/Si QDs were formed from a metastable
wetting layer of low value of metastability due to the existence
of a local wetting layer thickness fluctuations.
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Abstract. In order to create suitable nano-holes for quantum dots (QDs) localisation on InP and GaAs surfaces, we used
Atomic Force Microscopy in intermittent contact mode coupled with a modulated voltage to realized local anodization at a
nanometre scale. This method leads after a few tens of milliseconds of oxidation, to an oxide height saturation and a low
lateral growth rate for both surfaces. These specific results were used to control separately both depth and diameter of holes
and to obtain compatibility pattern for QD growth. We also demonstrated also the thermal stability of this pattern at
compatible temperatures with the InAs QD growth.

Introduction

Quantum dots (QDs) technology seems to be able to make
an improvement in micro and optoelectronic devices. In this
context the Stranski–Krastanov growth mode [1] is well known
to provide high quality QDs. The limits of this technique are
principally the homogeneity of QDs and lack of control of
the QD spatial localization. A way to achieve narrow size
distribution, controlled densities and spatial localization is to
couple this technique to a nano-patterning tool [2]. The first
work of Dagata [3] has proved the capacities of Scanning Probe
Microscopy to induce such nanoscale surface modifications.
Atomic Force Microscopy (AFM) has already proved to be a
good candidate for this task [4].

In this paper, we report on III–V semiconductor surface
patterning (principally on InP, GaAs was also performed ) by
local anodization byAtomic Force Microscopy (AFM) in order
to create nucleation sites for InAs QDs, a task of prime interest
for the 1.3–1.55 µm wavelength range emitting system. The
principle of this patterning is to grow oxide plots underAFM tip
and then to etch them to create nano-holes suitable for InAs QD
nucleation sites. To achieve this purpose, we use an original
and unusual combination of AFM intermittent contact mode
with a modulated voltage. With this technique, arrays of holes,
with typical diameter in the 15–25 nm range, were produced
on both InP and GaAs surfaces.

1. Experimental details

Investigated InP samples are grown on n doped InP (4×
1018 cm−3) epi-ready wafers. The substrate roughness was
decreased by growing a 300 nm thick n doped (2×1018 cm−3)
buffer layer. InP surface was deoxidized by a 60 s dip in a 5%
aqueous HF. Samples are then rinsed using deionized water.
For GaAs samples, we directly used n doped (4×1018 cm−3)
epi-ready wafers (the buffer layer was not necessary to pattern
this surface). Our AFM apparatus consists in a commercial
Nanoscope III from Digital Instruments. Standard PtIr5 coated
Silicon tips with a resistivity of 0.01 �cm and an average res-
onance frequency of 75 kHz were used. Oxide features were
realized in air with a relative humidity remaining between 70
and 80%. The oxidation was initiated by a decrease in the
oscillating amplitude of the cantilever and an AC modulated
voltage (+6 V/−2 V at 1 KHz) applied to the substrate during
the anodization.

2. Patterning

To realize AFM patterning we chose to use intermittent con-
tact mode coupling with an AC modulated voltage. The advan-
tages of this method, comparing to a standard AFM oxidation
(positive bias apply in contact mode AFM), are principally
the reduction of space charge effects that occur during oxide
growth [5]. This space charges, due to a screen effect on oxian-
ions (OH− ions) diffusion, reduce lateral resolution and limit
the depth of anodic oxidation [6]. The use of an AC modulated
voltage cuts the space charge effects and allows real nanoscale
modification. Concerning intermittent contact mode, it allows
a reducting probe wear of the probe during the oxidation and
like to non-contact oxidation [7] a better control of the water
meniscus.

Topographic studies gave similar variation like standard ox-
idation for both InP and GaAs surfaces. For oxide plot height
and width dependence versus the applied positive voltage (pos-
itive/negative ratio maintain constant) and versus the probe os-
cillating amplitude, we obtain obtain typical linear and loga-
rithmic variation, respectively [6]. This is clearly related to
the enhancement of the electric field due to an increase of the
positive voltage and a reduction of the probe/surface mean dis-
tance as the oscillating amplitude is decreased. Concerning
the feature homogeneity provided by this technique, we can
notice results compatible with the nucleation site homogeneity
required for a QD ensemble. After etching, an array of hundred
oxide plots leads to an array of nano-holes of 2 ± 0.2 nm in
depth and 19.5 ± 3.9 nm in width (see Fig. 1).

Moreover, for oxide plot size dependence on oxidation time
(as shown in Fig. 2a), we obtain more original results. In the
first stages of the oxidation, a high growth rate (either in height
or in width) is observed. Then, after a few tens of milliseconds,
we can observe height saturation and lower lateral growth rate.
This could be directly related to the use of the modulated volt-
age. Indeed, the anions can only diffuse during the positive part
of the applied voltage [6], whereas the negative part removes
them. Consequently, the diffusion depth is limited, which pro-
duces the observed saturation effect. Concerning the width, we
must consider that the ions are constrained by the electric field,
so they can not freely diffuse to the sides of the feature. This
explains the reduction of the oxide lateral growth rate with the
oxidation time. This saturation effect allows us to accurately
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control the oxide plot/hole size: positive voltage controlling the
height/depth of plot/hole and the oxidation duration the diame-
ter of the plot/hole. Figure 2b-d (insets) illustrate this behavior:
varying the oxidation time while maintaining the bias voltage
constant (+6 V/−2 V) influences the oxide dot diameter (and
consequently the diameter of the holes). We thus obtain, for
times of 0.1 s, 0.5 s and 1 s, three arrays of plots with width of
21 nm, 25 nm and 32 nm, respectively, and a constant height
of 4 nm.

3. Pattern stability

The problem of thermal stability of patterned surfaces must be
taken under consideration for an epitaxial regrowth of the InAs
QDs. Therefore, we have studied the stability of the patterned
surfaces. AFM images of the patterned surface are shown on
Fig. 3, just after oxidation (Fig. 3a), after HF etching (Fig. 3b)
and after annealing at 530 ◦C under an arsenic overpressure
(Fig. 3c). This last image shows the stability of the nano-
holes at temperatures classically used for epitaxial growth of
InAs QDs. Work are under progress concerning the InAs QD
growth on patterned surfaces and results will be presented at
conference.
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Fig. 3. AFM images of the InP surface patterning: (a) just after
oxidation, (b) after HF etching and (c) after annealing at 530 ◦C
under an arsenic overpressure.

Conclusion

We presented an AFM anodization technique to fabricate nu-
cleation sites for InAs QDs on both InP and GaAs surfaces.
We demonstrated, using a combination of an intermittent con-
tact mode with an AC modulated voltage, an accurately control
with a nanoscale resolution of both depth and diameter of the
nucleation sites.
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Abstract. A novel structure containing self-assembled, Al0.48In0.52As quantum dashes is obtained by combining
solid-source molecular beam epitaxy and atomic layer in situ AsBr3 etching. The dash morphology is determined by atomic
force microscopy and reveals large differences compared to nanostructures grown on GaAs substrates.

Introduction

Semiconductor quantum dashes (QDashes) are attracting much
attention because of their application in novel optoelectronic
devices such as lasers and amplifiers [1-3]. These nanostruc-
tures are composed of InAs material grown in the Stranski-
Krastanow (SK) mode. SK−grown QDashes are strained and
significant intermixing usually occurs both during island for-
mation and overgrowth, changing QDash composition and
shape.

Al0.48In0.52As/InP cannot be fabricated by SK growth be-
cause of the almost perfect match of lattice constants. How-
ever, this system offers several advantages: the grown material
is practically unstrained, and sharper interfaces with reduced
intermixing can be achieved. The AlInAs heterostructure can
potentially be replaced with AlInGaAs and can be designed to
emit light in the range 1.3–1.5 µm, which is attractive for opti-
cal communication. It may also be possible to grow unstrained
AlInAs orAlInGaAs QDashes without a wetting layer and with
substantially larger dimensions than usual SK dots or dashes.

In this paper we present a simple method for obtaining
Al0.48In0.52As/InP QDashes via multistep self-assembly using
in situ AsBr3 etching, and we emphasize the important physi-
cal differences of the formation of 3-D nanostructures on InP
substrates vs. GaAs substrates.

1. Experiment

The fabrication of self-assembled Al0.48In0.52As QDashes is
similar to the growth of unstrained self-assembled GaAs quan-
tum dots (QDs) [4]. First, a template of SK – InAs islands was
formed using a modified solid-source molecular beam epitaxy
(MBE) system equipped with anAsBr3 etching unit. In contrast
to the GaAs QDs [4], the InAs template for for Al0.48In0.52As
dashes was grown on an InP (001) instead of GaAs (001) sub-
strate in order to reduce lattice mismatch between InAs and
InP. Under low strain conditions the bonding asymmetry of
the zincblende material creates anisotropy in the In atom sur-
face migration distance [5], and as result InAs islands form
in the shape of the finite length wires (dashes) [1]. Next, the
InAs dashes were overgrown with a 10 nm Al0.48In0.52As cap
lattice-matched to the InP substrate. Finally, AsBr3 etching
gas was applied to produce AlInAs dashes on the cap surface.
TheAl0.48In0.52As quantum dash morphology is determined by
the InAs islands, as shown in atomic force microscope (AFM)
images (Figures 1-2).

We employed the same technique to form nanostructures on
GaAs (001) substrate, applying locally strain-enhanced AsBr3
etching of the GaAs cap layer with InAs QDs as a template [4].
The etching rate of GaAs was more than four times larger than
that of Al0.48In0.52As. Reflection high-energy electron diffrac-
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Fig. 1. 1×1−µm2 atomic force microscope image of InAs QDashes
on InP substrate.
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Fig. 2. 1×1−µm2 atomic force microscope image of Al0.48In0.52As
QDashes on InP substrate.

tion intensity oscillations were applied to calibrate the etching
rates. AFM images of InAs QDs and GaAs nanostructures
formed as result of the strain enhanced etching are shown in
Figures 3 and 4, respectively.

There is a fundamental difference in nanostructure mor-
phology produced by etching the GaAs layer with InAs dots un-
derneath, compared to etching Al0.48In0.52As with InAs dashes
below, as shown in Fig. 4 and Fig. 2, respectively. The strain-
enhanced etching of the GaAs cap with InAs dots underneath
results in formation of etch pits, as reported before [4]. How-
ever, the etching of the Al0.48In0.52As cap with InAs dashes
underneath creates “inverted etch pits” i.e. dash shaped ridges.
This distinction in local etching of GaAs and Al0.48In0.52As
cap layers is the outcome of differences in etching rates of
the GaAs region above InAs QDs on a GaAs substrate and
the Al0.48In0.52As region above InAs QDashes on an InP sub-
strate. The etching rate difference suggests dissimilarity in
strain between dots on GaAs and dashes on InP. It is well
known that InAs QDs grown on GaAs substrates are compres-
sively strained because of lattice mismatch between InAs and
GaAs [6]. However, it was recently been reported [5] that the
core of the InAs dashes grown on InP substrate has tensile
strain. It is possible that the tensile strain in InAs QDashes is
responsible for the formation of ridges on the Al0.48In0.52As
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surface instead of etch pits.

In summary, we have created a new type of nanostructure
— Al0.48In0.52As quantum dashes — using a modified MBE
system with an in situ AsBr3 etching unit. Also, it was shown
here that local strain can reduce as well as enhance the etching
rate of the III–V semiconductor materials.
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Polariton quantization in wide GaAs quantum wells
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Abstract. Reflectivity spectra have been analyzed for wide GaAs quantum wells. The width of these wells is much larger
than the exciton Bohr radius. Spectral features attributed to light exciton quantization and to mutual interference of heavy
and light excitons have been observed for the first time. The spectra were analyzed in the model taking into account the
quantization of multi-component polaritons.

Introduction

Excitonic polaritons in bulk crystals were a subject of inten-
sive studies twenty-thirty years ago. Due to the development
of nanostructure technologies, the interest of researchers has
switched to quantum well (QW) exciton states. Recently, with
the advent of the idea of quantum information processing, the
activity in polariton studies reappeared. Polariton states were
studied in thin semiconductor layers [1,2,3,4], wide QWs based
onA2B6 compounds [5,6,7,8,9] and microcavities [10]. There
are also publications devoted to polariton size quantization in
wide QWs based on GaAs [11,12,13,14,15]. Despite the com-
plicated valence-band-structure of the typical semiconductors
used in these studies, there are almost no publications which
elucidate the role of a light-hole exciton polariton in optical
spectra [9]. In the present work, we studied polariton quan-
tization in wide GaAs QWs with the QW-width much larger
than the exciton Bohr radius.

1. Experimental

High quality GaAs/Al0.3Ga0.7As structures were grown by the
molecular beam epitaxy on semi-insulating GaAs [100] sub-
strates. The structures contain few GaAs buffer layers sep-
arated by the short-period (technological) superlattices (SL)
to suppress dislocations. The QWs under study were grown
between the thick (several hundred nm) Al0.3Ga0.7As or SL
barriers. Width of the QWs was varied from 50 to 1000 nm.
Reflectivity spectra were detected at normal incidence with a
0.5 m monochromator and a photodiode. Excellent quality of
the structures allowed us to study a fine structure of the spectra
of quantized polaritons in the GaAs QWs. In the reflectivity
spectra of the studied samples, strongly pronounced oscilla-
tions were observed [16]. These oscillations running up into
high-energy range of the spectrum have been observed higher
than the energy of the exciton ground state (1515 meV) and
spread up to the energy of 1540 meV even in the widest QWs.
These oscillations are related to the size quantization of the
exciton as a whole in the wide QW.

2. Calculation

Fig. 1 shows experimentally measured and calculated reflectiv-
ity spectra taken from the sample with the 250 nm thick QW.
The oscillating structure is observed above the exciton reso-
nance energy, h̄ω0. Numbers on the axes HhPB and LhPB
above the curves indicate the quantized level numbers for the
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Fig. 1. Experimentally measured at 10 K and calculated reflec-
tivity spectra for GaAs/Al0.3Ga0.7As QW with thickness 250 nm.
Numbers on the axes above the curves are the HhPB and LhPB
numbers of the interference features for low polariton branches for
heavy (HhPB) and light (LhPB) polaritons, correspondingly.

excitons with heavy and light holes, correspondingly. Pecu-
liarities related to the quantization of the light exciton have
been observed in the spectra of all the samples as the addi-
tional interference features and a non-monotonic change in the
amplitude of the interference. The features of the light exciton
were only revealed after comparison of the experimental and
calculated reflectivity spectra and were not identified in such
spectra earlier.

The calculation were performed in framework of the polari-
ton size quantization model described, e.g., in Refs. [4, 6, 12,
17]. Additional boundary conditions for the light-hole exciton
have been chosen in accordance with Ref. [18]. The trans-
fer matrix method was exploited to take into account most of
the layers of the heterostructures under study. Some simplifica-
tions of the real heterostructures were made in the calculations,
in particular by modelling of technological SLs with effec-
tive layers AlxGa1−xAs. The light and heavy exciton transla-
tion masses,ML andMH , value of the longitudinal-transverse
splitting, ωLT , energy of the exciton resonance, h̄ω0, damping
of the heavy exciton, �H , dielectric constants for GaAs and
Al0.3Ga0.7As layers, εGaAs and εAlGaAs, were taken in accor-
dance to Refs. [10,12,17,19]: ML = 0.08m0,MH = 0.49m0,
h̄ωhhLT = 0.1 meV, h̄ωlhLT = 0.03 meV,�H = 0.1 meV, εGaAs =
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12.53, εAlGaAs = 11.7. Damping constant for the light exciton,
�L = 0.2 meV, have been determined by fitting the experimen-
tally measured reflectance spectra. Another fitting parameters
are the thicknesses of the QW under study and of its barriers
which are varied within 20%. This fitting procedure allowed us
to take into account some uncertainty in the layer thicknesses
due to their gradient along the sample surface.

A good agreement in the spectral positions and relative in-
tensities of the oscillations has been obtained for the calculated
and experimental spectra. Some discrepancies between exper-
iment and theory is probably due to the simplifications used in
the calculations.

Figure 2 shows dispersion curves for the polaritons in GaAs.
These curves were reconstructed from the interference pecu-
liarities of the experimentally measured reflectivity spectra as
it was described in Ref. [1]. We found that only the even quan-
tized levels are revealed in the experimental spectra because
of the better overlap of the corresponding exciton and photon
eigenmodes in our samples.

3. Conclusion

Contribution of the light excitons to the reflectivity spectra
has been found experimentally as the appearance of additional
interference features and non-monotonic changes of the am-
plitude of the interference in vicinity of the main exciton peak.
In higher energy range, the peculiarities are attributed to the
light excitons are not observed due to its higher damping and
smaller oscillator strength.
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Abstract. Magneto-reflection spectra of GaAs — based heterostructures with a wide quantum well (L = 50–1000 nm) have
been studied in conditions of size quantization of excitonic polaritons. It was found that the magnitude of the exciton
Zeeman splitting grows with the increase of the number of the quantization level. Because the number of the quantization
level N is in a relation to the magnitude of the exciton wave vector K , the observed effect could mean the growth of the
exciton magnetic moment with the increase of its kinetic energy.

Introduction

The interest in studying effects of exciton polariton states in
quantum-confined structures is significantly intensified re-
cently due to the prospects of a development of principals of the
optical information processing. Polariton quantization, orig-
inally observed in thin crystal layers, nowadays is studied in
specially grown quantum well (QW) structures, microcavities
and photonic crystals [1–6] based on different semiconductor
compounds. As it was shown in [1–3] the effect of the exciton
size quantization can be very effectively used to reconstruct
balk polariton dispersion corves (t.i.d̃ependencies energy ver-
sus wavevector). This effect was used to measure exciton effec-
tive masses, oscillator strength, refractive indexes and features
of band structure in different semiconductors. On the other
hand the exciton states in bulk GaAs in applied magnetic fields
had been studied so detailed, that it is difficult to expect the
acquisition of new physical effects in such materials at normal
conditions.

In the present work we studied quantization spectra of ex-
citonic polaritons in GaAs wide quantum well structures in
magnetic fields. Contrary to the expectations it was revealed
that the value of the exciton g-factor dramatically depends on
its kinetic energy.

1. Experiment

We used GaAs/AlGaAs heterostructures containing a wide
quantum well with the QW width much larger than the ex-
citon Bohr radius. The structures were grown by molecular-
beam epitaxy on semi-insulating GaAs [100] substrates. A typ-
ical structure contained a 100 nm GaAs buffer layer, a 400 nm
Al0.3Ga0.7As barrier layer, a wide GaAs quantum well with
width varied from 50 to 1000 nm, a second barrier layer sym-
metrical to the first one, and a 10 nm GaAs cap layer. Reflec-
tivity spectra of these structures at normal incidence have been
studied in magnetic fields in Faraday geometry.

Figure 1 shows reflectivity spectra taken from the GaAs
QW with QW width of 330 nm in magnetic field of 5T in Fara-
day geometry in two circular polarizations σ+ and σ−. The
interference structure located energetically higher than the ex-
citon resonance frequency h̄ωex is distinctly observed in the
spectra. The appearance of this structure is due to the size
quantization of the exciton as a whole in the wide QW, with

QW width (L = 330 nm) much larger than the exciton Bohr
radius (aB = 12 nm). The numbersN indicates the numbers of
the exciton quantization levels. In our samples we observed up
to 30 quantized levels. We observed the even interference fea-
tures only because of the better overlap of the even exciton and
photon eigenmodes. The amplitude of the interference picture
decreases with the energy increases due to exciton damping
when they are scattered on phonons and defects.

2. Discussion

Fig. 2 shows dependencies of the Zeeman splitting on the num-
ber N of the exciton quantization level. It is clearly seen that
the value of the Zeeman splitting increases with increasing of
the number N . This means that the exciton magnetic moment
or the excitong-factor increases with increasingN . Taking into
account that the number of the exciton quantization level N is
connected with its wavevector asKL = πN , whereK — exci-
ton wavevector,L— QW width,N — number of the quantized
level, we conclude that the exciton magnetic moment growth
with the increase of its kinetic energy in one order of magnitude
in the range of the observation of the interference structure.

We have deduced an empirical universal formula for the
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Fig. 1. Reflectivity spectra taken from single quantum well of
330 nm width in magnetic field of 5T in right σ+ and left σ− circular
polarizations at 1.6 K. Numbers indicates the numbers of the levels
of the exciton quantization in the QW.
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Fig. 2. Zeeman splitting for the exciton quantized levels N in the
QW as a function of magnetic fields; g- effective exciton g-factors.
The figure splits into two for convenience.

K vector dependence of the exciton g-factor:

geff = g0 + c (KaB)
2

1+ (KaB)2 ,

here g0 is unperturbed exciton g-factor at K = 0, K is the
exciton wavevector, aB is the exciton Bohr radius, c — some
constant, in GaAs c = 10. This formula describes the ob-
served effect for all studied QW structures based on GaAs and
A2B6 compounds. We connect this behavior of the exciton g-
factor with the effect of cubic in K terms in zinc-blend type
semiconductors.
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Fine structure of excited excitonic states in quantum disks
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Abstract. We report on a theoretical study of the fine structure of excited excitonic levels in semiconductor quantum disks.
A particular attention is paid to the effect of electron-hole long-range exchange interaction. We demonstrate that, even in the
axisymmetric quantum disks, the exciton P -shell is split into three sublevels. The analytical results are obtained in the
limiting cases of strong and weak confinement. A possibility of exciton spin relaxation due to the resonant
LO-phonon-assisted coupling between the P and S shells is discussed.

Introduction

In the envelope-function approximation, the excitonic states in
semiconductors and semiconductor quantum dots can be clas-
sified by referring to the orbital shape of the exciton envelope
function (S-, P -, D-like) and the character of the electron and
hole Bloch functions (bright and dark states). For example, the
state |Pxy〉 means a bright Px-shell exciton with the electron-
hole dipole moment directed along the y axis. Theoretically,
the fine structure of excited states of zero-dimensional (0D)
excitons has been studied for excitons localized, respectively,
by rectangular islands in a quantum-well structure [1], quan-
tum disks with a Gaussian lateral potential [2] and lens-shaped
quantum dots [3]. However, up to now the splitting of excited-
exciton levels has been analyzed for a fixed orbital shell, e.g.,
the Px shell, which is valid in the case of strongly anisotropic
confinement so that the orbital splitting of the P -like shells
Px and Py exceeds by far the exchange-interaction energy.
Here we show that, for axially symmetric or square quantum
dots, one has, in addition, to take into account the exchange-
interaction-induced mixing between the excitonic states |Pxy〉
and |Pyx〉. Moreover, for the first time we focus on the inter-
play between the exchange interaction and anisotropic shape
of the dot and develop an analytic theory in the particular case
where the orbital and exchange splittings are comparable.

1. Electron-hole exchange interaction in quantum disks

The two-particle excitonic wave function can be written as a
linear combination of products �sj (re, rh)|s, j〉, where |s, j〉
is a product of the electron and hole Bloch functions, s and j
are the electron and hole spin indices,�(re, rh) is the envelope
function, and re,h is the electron (hole) 3D radius-vector. In the
following, for the sake of simplicity, we concentrate on heavy-
hole excitons with j = ±3/2 and the long-range mechanism
of electron-hole exchange interaction which allows to discuss
only the bright excitonic states |s, j〉 with s + j = ±1 or their
linear combinations |α〉 with the dipole moment α = x, y.
The short-range mechanism may be taken into consideration
similarly to [4] if one includes an admixture of light-hole states
into the heavy-hole exciton wave function.

We consider a quantum disk formed by a 2D harmonic
potential V (ρe, ρh) = Aeρ2

e +Ahρ2
h in a quantum well grown

along the z-axis. Here the 2D vector ρe,h determines the in-
plane position of an electron or a hole, and Ae,h are positive
constants. Assuming that the confinement along the growth
direction is stronger than both the quantum-disk and Coulomb
potentials the envelope for the electron-hole pair wavefunction

can be written as

� (re, rh) = ψ
(
ρe,ρh

)
ϕe(ze)ϕh(zh) , (1)

where ϕe,h(ze,h) are the respective z-envelopes of electron and
hole, and ψ(ρe,ρh) is an in-plane wavefunction of exciton
calculated with allowance for both Coulomb interaction and
quantum disk potential. The form of the function ψ(ρe,ρh)
depends on the relationship between the potential radius and
2D-exciton Bohr radius, aB. In the weak confinement regime,
i.e. in a quantum disk with the diameter exceeding aB, the
two-particle envelope probe function ψ(ρe,ρh) is a product
F(R)f (ρ) of two functions describing, respectively, the in-
plane motion of the exciton center of mass R = (X, Y ) and the
relative electron-hole motion, ρ = ρe−ρh. On the other hand,
in small quantum disks with strong confinement where single-
particle lateral confinement dominates over the Coulomb in-
teraction, the pair envelope can also be presented as a product
of two functions, ψe(ρe)ψh(ρh), but here they describe the
independent in-plane localization of an electron and a hole.

For the exciton envelope functions presented in the form (1),
the matrix element H(long)

n′n of long-range exchange interaction
taken between the exciton states n′ and n is written as follows

1

2π#∞

(
eh̄|p0|
m0Eg

)2 ∫
dK

KαKα′

K
ψ̃∗n′(K)ψ̃n(K) , (2)

where the exciton-state index n includes the dipole moment
α, #∞ is the high-frequency dielectric constant, m0 is the free
electron mass, Eg is the band gap, p0 is the interband matrix
element of the momentum operator, and we introduced the 2D
Fourier-transform

ψ̃(K) =
∫
dR e−iKRψ(R,R)

of the function ψ(ρe,ρh) at the coinciding coordinates, ρe =
ρh ≡ R.

2. P-Orbital excitons in axially-symmetric disks

We start with an axially-symmetric quantum disk and calculate
the fine structure of theP -orbital exciton level and then proceed
to a slightly anisotropic disk. The straightforward calculation
shows that the long-range exchange Hamiltonian (2) has the
following non-zero matrix elements

〈Pxx|H(long)|Pxx〉 = 〈Pyy|H(long)|Pyy〉 = λ , (3)

〈Pxy|H(long)|Pxy〉 = 〈Pyx|H(long)|Pyx〉 = η ,
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〈Pyx|H(long)|Pxy〉 = 〈Pxy|H(long)|Pyx〉 = µ ,
where λ=3η=3µ. According to Eq. (3) and in agreement
with the angular-momentum considerations, the P -shell of the
bright exciton in an axisymmetric quantum disk is split into
three sublevels, see Fig. 1. The outermost sublevels labelled
0U , 0L are nondegenerate and characterized by a zero total
angular-momentum z-component. The central doubly-dege-
nerate sublevel corresponds to the angular-momentum com-
ponent ±2. The intersublevel energy spacing, 
, equals to
2η = 2µ.

The splitting 
 depends on the character of exciton con-
finement in a disk. Let us assume Ae,h = h̄2/2me,ha4, where
a is the disk effective radius, me,h are the electron and hole
effective masses. It follows then that in the strong confinement
regime, a � aB, one has


 = 3
√

2π

16a3#b

(
eh̄|p0|
m0Eg

)2

. (4)

In the opposite limiting case a � aB where the exciton is
quantized as a whole we obtain


 = 3
√
π

2aexca
2
B#b

(
eh̄|p0|
m0Eg

)2

(5)

with aexc = a(µ/M)1/4 being the radius of exciton in-plane
confinement,M = me +mh and µ = memh/M .

3. P-Shell excitons in anisotropic quantum disks

We introduce a slightly elliptical lateral potential replacing the
disk radius a by the effective radii ax = a−d , ay = a+d along
the x and y axes, respectively, and assuming d � a. At zero d
the exciton P -states are partially split by the exchange interac-
tion. The anisotropy of a quantum disk results in a full removal
of the degeneracy and formation of four sublevels. It is con-
venient to introduce, as a parameter describing the anisotropy,
a half of the Px − Py splitting, Eanis, calculated neglecting
the exchange interaction. Its value depends on the model of
exciton quantization. If an electron and a hole are quantized
independently (a � aB) then, for the |Pe, Sh〉 excited state, we
have

Eanis = d
a

2h̄

mea2 (6)

and, for the |Se, Ph〉 state, Eanis differs from Eq. (6) by the
replacement me → mh. Here |Se, Ph〉 means an exciton
formed by a Se-shell electron and a Ph-shell hole. If exci-
ton is quantized as a whole then in Eq. (6) one should replace
me by the exciton translational mass M = me +mh and a by
aexc = a(µ/M)1/4.

Figure 1 shows splitting of the P -shell bright-exciton level
as a function the ratio ξ = Eanis/
. For small values of ξ the
splitting of the doublet ±2 is proportional to ξ2. In the limit
of strong anisotropy, Eanis � 
, the P -shell exciton states
form two doublets, |Px, α〉 and |Py, α〉 (α = x, y), separated
by 2Eanis and each split by 
.

4. Resonant P-S excitonic polarons

Finally, we briefly discuss the P-S excitonic polaron which
is formed as a result of the resonant coupling of the P - and
S-like levels by a longitudinal optical (LO) phonon [5]. We
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Fig. 1. Interplay between the in-plane anisotropy and exchange
interaction. The exciton sublevel energy E is referred to the energy
of the uniaxial exciton ±2.

use an approach developed in Ref. [6] to calculate the LO-
assisted resonant coupling between S- and P -shell electron
states confined in a quantum dot. For the Frölich interaction,
the constant of exciton-phonon P-S coupling is given by

γ =
√√√√2πe2h̄�

V #∗
∑
q

∣∣∣∣I(q)q
∣∣∣∣2 . (7)

Here � is the LO-phonon frequency, V is the 3D normal-
ization volume, #∗−1 = #−1∞ − #−1

0 , and

I(q) =
∫
dredrh�p (re, rh)�s (re, rh)

(
eiqre − eiqrh

)
.

Depolarization of the linearly-polarized P-S excitonic po-
laron excited via theP -shell is determined by the ratio of γ and
the exchange splitting 
. If 
 � |γ | the initial linear polar-
ization is being rapidly lost and the exciton photoluminescence
is practically depolarized. On the contrary, if 
 � |γ | then
the polarization relaxes on a much longer time scale and can
be well preserved.
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Excitonic Hanle effect in nanostructures with strong
exchange interaction
I. S. Gagis, K. V. Kavokin and A. V. Koudinov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Inter-particle exchange interaction plays an important role in
the formation of the radiative states in semiconductor nanos-
tructures. The most powerful experimental techniques for the
investigation of the exchange interaction are the steady-state
polarization magneto-optical spectroscopy and the time-resol-
ved spectroscopy of the quantum beats. In this paper we present
the solution of the problem of magnetic depolarization of pho-
toluminescence (the Hanle effect) in a planar nanostructure
where the electron and the hole forming the excitonic state are
bound to each other by a strong exchange interaction. The
model under study allows the analytic solution, which may be
useful for understanding the experiments on the Hanle effect
in quantum wells and quantum dots.

Let the excitons in a planar nanostructure are excited by the
circularly polarized light (the exciting light travels normally to
the plane of the nanostructure), the magnetic field B is ap-
plied parallel to the plane, and we are interested in the degree
of circular polarization of photoluminescence collected in the
backward geometry (normally to the plane). The optical tran-
sitions occur between the conduction band states �6 and the
heavy hole subband states�8. Apart from the magnetic fieldB,
the electron spin experiences the action of the exchange field
of the hole Bex, which is directed normally to the plane. For
simplicity, we neglect the spin relaxation of electrons. The
spin relaxation of holes is assumed to be a Poisson process,
i.e., it proceeds at a time-independent rate characterized by
the inverse spin relaxation time τ−1

sh . The parameters of our
theory are τsh, the radiative lifetime of the bright exciton τr
and the non-radiative lifetime τnr. The exchange interaction
is assumed strong, in the sense that the period of the Larmor
precession of the spin of electron in the exchange field of the
hole � = Bex/h̄ is small as compared to the lifetime of the
exciton and to the spin relaxation time of the hole.

With the above assumptions, the problem can be solved
analytically in the general case by means of the density matrix
method. It can be reduced to the solution of the system of
equations for some four quantities, of which one pair may be
identified with the concentrations of holes with spin orientation
as created (N+) and opposite to that (N−) while other pair
with the respective net values of the projection of the spin of
electrons on to the direction of the total field acting on the
electrons (S+, S−). Namely,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dS+
dt
= G

2 sin φ − S+
2τsh
+ S−

2τsh
cos 2φ − S+

τnr
−

− 1
2τr

(
N+
2 sin φ + S+

)
dN+
dt
= G− N+−N−

2τsh
− N+

τnr
− 1
τr

(
N+
2 + S+ sin φ

)
dS−
dt
= − S−

2τsh
+ S+

2τsh
cos 2φ − S−

τnr
−

− 1
2τr

(
N−
2 sin φ + S−

)
dN−
dt
= −N−−N+2τsh

− N−
τnr
− 1
τr

(
N−
2 + S− sin φ

)
(1)
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Fig. 1. Calculated luminescence polarization degree vs. dimen-
sionless magnetic field for the cases of dominating non-radiative (a)
and radiative (b) recombination. The dependences are plotted for
the following values of the ratio τsh/τnr (in panel a) and of the ra-
tio τsh/τr (in panel b): 5 — curve 1, 1 — curve 2, 0.5 — curve 3,
0.1 — curve 4. Dotted lines show the Lorentz curves Eq. (3) and
Eq. (4), respectively, calculated with the same parameters as the solid
curves 4 in both panels. Dashed lines show the field-independent
part of polarization: τsh/(τnr + τsh) in panel a and τsh/(2τr + τsh) in
panel b.

where in steady state the left-hand sides turn to zero (G stands
for the generation rate, tan φ = Bex/B). Having solved the
resultant system of algebraic equations, one can then calculate
the luminescence polarization as a function of the dimension-
less magnetic field b = B/Bex in accord with

ρ = (N+ −N−)+ 2(S+ − S−) sin φ

(N+ +N−)+ 2(S+ + S−) sin φ
(2)

An awkward formula results which is improper to be written
out here; so let us consider separately the cases of dominating

350



EN.04p 351

non-radiative and radiative recombination. For the case τnr �
τr, the solution which fully reproduces the above result can be
obtained by a direct calculation of the correlated dynamics of
electron and hole spins. It takes the especially simple form in
the limit of the short spin relaxation times τsh � τnr:

ρ(b) = 1

1+ τnr
τsh
b2 (3)

that is, the principle part of the dependence of polarization on
the magnetic field is a Lorentz contour with a HWHM Bnr =
Bex(τsh/τnr)

1/2, see panel a in the Figure.
Also for the case τnr � τr and τsh � τr the alternative

calculation of the spin dynamics of electron and hole helps re-
veal the essential part of the dependence. Again, it is a Lorentz
contour

ρ(b) = 1

1+ 2 τr
τsh
b2 (4)

but that time with a HWHM Br = Bex(τsh/2τr)
1/2, see panel b

in the Figure.
To conclude, in both cases the field-dependent part of the

polarization behaves as in the conventional Hanle effect on
electrons. However, trying to interpret the experiments on the
Hanle effect in nanostructures in the routine manner, one can
run into mistakes and deduce a false electron spin relaxation
time. One can see that in Eqs. (3) and (4) the width of the
Hanle curve does not depend at all on the spin relaxation time
of electron, but is determined by the strength of exchange field,
the hole spin relaxation time and the exciton lifetime.

To finish with, we note that the system Eqs. (1) can be
applied for calculation the signals of intensity and polariza-
tion in the time-resolved regime for nanostructures with strong
electron-hole exchange interaction.

Acknowledgements

The work was supported by RFBR (04-02-17625 and 04-02-
17636). A. K. thanks the Russian Science Support Foundation
and acknowledges the useful discussion with Yu. K. Golikov.



13th Int. Symp. “Nanostructures: Physics and Technology” EN.05p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

Influence of hydrostatic pressure on exciton photoluminescence
spectrum of quantum dot molecules InAs/GaAs
V. A. Gaisin1, B. V. Novikov1, V. G. Talalaev1,2, A. S. Sokolov1, I. V. Shtrom1, V. A. Chugunov1,
G. E. Cirlin3,4, Yu. B. Samsonenko3,4 and A. A. Tonkikh3,4

1 Fock Institute of Physics, St Petersburg State University, 198904 St Petersburg, Russia
2 Max-Planck-Institut für Mikrostrukturphysik, 06120, Haale (Saale), Germany
3 Ioffe Physico-Technical Institute, St Petersburg, Russia
4 Institute for Analitical Instrumentation, RAS, 198103, St Petersburg, Russia

Abstract. The influence of hydrostatic pressure in the range 0–12 kbar on exciton photoluminescence spectrum of InAs
quantum dot molecules was studied. The molecular terms related luminescence with the increase of excitation density was
obtained. For all components baric coefficients were found. Anomalies in baric dependences for p+- and d+-excited
molecule states are discussed.

In the recent years the research attention has been attracted
by multi-layer structures, in which the effect of planar and
vertical ordering of quantum dots (QDs) is observed. It is
known that the important factor of the formation of electron and
hole QD states are the strain fields appeared within QDs and in
the neighboring material of the matrix (barrier). Earlier it was
found [1] that existence of the strain results in dependence of
the baric coefficient (BC) on the ground states transition energy,
i.e. on the size of QD. In this paper results of baric investigations
performed for the heterstructures InAs/GaAs with two layers of
InAs QDs are reported. The special attention is devoted to the
quantum dot molecules (QDMs) having appointed structure
of excited states in photoluminescence (PL) spectrum. This
interest appears due to strain fields redistribution in QD and
QDM arrays under hydrostatic pressure which hence causes the
change of energy structure and the peculiarities in BC spectral
dependence.

Studied samples were grown by the molecular beam epitaxy
on the GaAs substrates. Measurements were performed for two
types of the samples, which contain two QD layers with GaAs
spacer thickness of 10 nm (S-type) and with 5 nm GaAs spacer
(M-type). PL excitation power density was varied from 0.2 to
100W/cm2. The measurements were carried out at T = 77 K
in spectral interval 1.0–1.4 eV, under the hydrostatic pressure
with the range 0–12 kbar. The value of hydrostatic pressure
was established from shift of R1 ruby PL line; ruby was set
in high pressure camera in immediate closeness to the studied
sample.

For S-type sample without pressure in the PL spectrum are
observed two overlapped components QD1 and QD2 with max-
ima 1.133 and 1.176 eV, respectively, ratio between intensities
of which slightly changes with the change of the excitation
power. The appearance of the doublet QD1-QD2 is associated
with the difference of the QD sizes in the upper and lower lay-
ers. The QDM excited states peculiarities were not observed.
With growth of hydrostatic pressure a “blue” shift of the PL
band components occurs, followed by the increase of the full
width of half maximum (FWHM) of the total PL band. The
deconvolution into gaussians showed that this behavior caused
by the increase of the spectral separation between them. Mea-
sured baric dependences are presented in Fig. 1.

The changes with pressure of the PL peak position for QD1
and QD2 can be approximated by a linear dependence with
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Fig. 1. The energy dependence on pressure for: 1 — half maximum
PL band QD1 intensity; 2 — maximum QD1 and 3 — maximum
QD2.

BCs of 7 and 8 meV/kbar, respectively. These values satisfy
the BC dependence on the transition energy in PL spectrum,
determined earlier for single QDs [1].

M-type samples have all typical for the QDM array fea-
tures [2]. At low excitation level, two PL lines could be easily
resolved: s+ (1.19 eV) and p+ (1.23 eV). With the increase of
excitation power the new bands d+ (1.28 eV) and dx (1.30 eV)
arise in high energy part of the PL spectrum. By the hydrostatic
pressure the “blue” shift for PL components and the modifica-
tion of the total PL band are observed. It was established that
the observed changes appear due to the changes of the spectral
intervals between PL maxima. But in contrast to the S-type
samples, energy separation between them do not increase, but
reduce with increase of the hydrostatic pressure. Similarly to
the case of S-type samples, the energy shifts can be also approx-
imate by the linear dependence, but with another slopes, from
which the BCs were founded Fig. 2. One can see, that BC, cor-
respondent to the maximum of s+-component kept within ex-
perimental dependence determined earlier Fig. 3 [1]. BC value
for this line is 7.8 meV/kbar with expected value 7.8 meV/kbar.
BCs for p+ and d+ components are 7.6 and 6.2 meV/kbar, re-
spectively. These values are essentially smaller then it was
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from [1]: ‘triangles’ — on the singular substrate and ‘crosses’ — on
the vicinal substrate with 7◦ [001] angle of misorientation.

expected (8.8 and 9.5 meV/kbar, respectively). Thus differ-
ence of the baric dependences for the ground (s+) and excited
(p+, d+) terms result in the FWHM reduce of the total PL band.
Fig. 3. BCs for QD1 and QD2 states of S-type sample (circles)
and for s+-, p+- and d+ molecular terms of M-type sample
(squares) as function of the transition energy. Diamonds are
the experimental points for single QDs [1].

We propose a next model to explain BC anomalies of the ex-
cited QDM states. The main reason for anomalies is existence
of the inner strain, appeared due to the lattice mismatch and
difference mechanical properties of the bulk InAs and GaAs.
Earlier it was assumed that the inner strain is responsible for
the baric behavior of single QDs, i.e. the decrease of the BCs
with increase of QD size.

Anomalous dependence of BCs on the transition energy
can be understood if to proceed from the assumption, that in
case of single QD the inner strain contribution into the total
value of the energy level shift is near 30 = %. It is obvious
that this additional pressure (Kbarj) shift 
E (relative to the

energy shift of non-strained QD) is proportional to the energy,
accumulated in the localization area of electron and hole wave
functions. External hydrostatic pressure causes the decrease of
the localization area and the reduction of 
E. As a result the
high energy shift in strained QD is slower. The value of this
reduction is bigger for larger QDs.

It is known that QDM is a superposition of two similar in
size and energy spectrum tunnel-coupled QDs. The ground and
excited states of the QDM, as it was in case of single QD, have
to be influenced by the inner strain. For two QDs, organized
into MQD, exciton wave functions are localized mainly within
QDs. For s+ QDM ground state this situation remains. Under
external hydrostatic pressure the decrease of the localization
area of exciton wave function for single QD is the same to the
QD which is a part of QDM. Hence their BCs will be close to
each other, this fact is observed experimentally. For excited
QDM states, holes remain localized in QDs, while electron
wave functions penetrates deeply into GaAs spacer between
them [2]. So baric dependences of excited MQD states (p+,
d+) will be mainly determined by the matrix material.

Thus, to explain the anomalous dependence of QDM BCs,
the model was proposed, which is based on existence of the
inner strain in the localization area of QDs wave functions.
The BCs reduction for the excited MQD states is explained by
decrease of the localization area of electron wave function and
their penetration into the barrier material having another baric
properties.
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Abstract. For heterostructures AlGaN/GaN/AlGaN with the GaN quantum wells ranging from 4 to 16 monolayers, we use
an exciton model, which includes the interaction of an electron and a hole with deformations of the crystal lattice and with
built-in electrostatic fields. It is based on a 6-band hole Hamiltonian, as distinct from the common variational approach.
Exciton energy spectra and wave functions for the ground state and some excited states are found after numerical
diagonalization of the 6-band matrix hole Hamiltonian with an adaptive grid. The developed theoretical approach has
allowed us to interpret the position of the photoluminescence bands in a good agreement with experiment.

Introduction

Wurtzite nanosize heterostructures have attracted significant
attention as promising candidates for application in optical,
optoelectronic, and electronic devices [1 to 3]. Because of
a large mismatch between adjacent crystal lattices in the Al-
GaN/GaN/AlGaN heterostructures, a strained state of the crys-
tal lattices of the GaN-well and AlGaN-barrier layers arises.
The deformations significantly influence the structure of the
energy bands and lead to the appearance of strong piezoelectric
fields. In the wurtzite crystals, due to the hexagonal symmetry
of the lattice (point group Cv6 ) there exists spontaneous polar-
ization, causing the electrostatic fields with strength of several
MV/cm [4]. As a result of these peculiar features of the het-
erostructures under consideration, the photoluminescence and
optical absorption are considerably dependent on the width of
the GaN layer. In thin layers, where the potential of the built-
in electrostatic field is not high, a blue shift of the photolumi-
nescence band, very common for nanostructures, takes place.
However, in the structures with wider wells (>5 nm) the po-
tential strongly bends the edges of the valence and conduction
bands. Due to this bending, a red shift of the photolumines-
cence bands is observed and the lifetime of exciton states is
sharply increased.

Till recently, the optical effects in the nitride-based het-
erostructures were analyzed only using the one-band Hamil-
tonians of heavy and light holes, application of which for the
nanostructures is not well grounded owing to the intersubband
mixing in the valence band. Moreover, to the best of our knowl-
edge, up to now the solution of the given problem has been car-
ried out only in the framework of a variational method [5, 6].

1. Theoretical approach

In the present work, we use a 6-band exciton Hamiltonian,
including the energy of the interaction of an electron and a
hole with deformations of the crystal lattice and with built-in
electrostatic fields. Exciton energy spectra and wave func-
tions are found numerically by means of the finite-difference
methods with an adaptive grid. At the first stage, we analyze
size-quantized electron and hole states. Due to a large value

of the size quantization energy in comparison with the energy
of the Coulomb electron-hole interaction, we obtain the equa-
tions, describing the intra-exciton in-plane motion by means
of the averaging of the Hamiltonian using the wave functions
of size quantization of the motion perpendicular to the lay-
ers. As a result of a numerical solution of these equations, the
Coulomb functions of the in-plane motion are obtained. At the
second stage, the wave function of the exciton is sought in the
form of a series of products of the wave functions describing
size quantization and the Coulomb wave functions with coef-
ficients, which are found by the numerically exact diagonal-
ization of the 6-band matrix Hamiltonian. As a result, energy
spectra and wave functions are found for the ground state and
some excited exciton states.

2. Results and discussion

Out of 30 exciton energy levels, which have been calculated
for a Al0.17Ga0.83N/GaN multiple quantum-well structure, the
lowest five levels are shown in Fig. 1. A lope of the edges of
the conduction and valence bands is due to the built-in electric
field. A spatial distribution of the built-in electric field F is
determined from the conditions of continuity of the normal

The lowest electron
energy level

Exciton energy
levels

1 2 3 4 5

Al Ga N0.17 0.83 GaN Al Ga N0.17 0.83

E1 = 3.391 eV
E
E
E
E

2

3

4

5

= 3.400 eV
= 3.416 eV
= 3.426 eV
= 3.427 eV

Fig. 1. The lowest five exciton energy levels calculated for the
Al0.17Ga0.83N/GaN multiple quantum-well structure including four
16-ML-wide quantum wells and the 30-nm-wide barriers. The ex-
citon ground-state energy is in a good agreement with the photolu-
minescence transition energy from Ref. [5] (see Fig. 3).
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Fig. 2. Well-width dependence of the calculated exciton transition
energies and the experimental PL peak positions for Al0.17Ga0.83N/
GaN QWs with different barrier widths. In the inset we show the
differences 
 between the exciton ground-state energies calculated
using our model and those obtained within the one-band variational
model by M. Leroux et al [5].

component of the displacement D (D = ε0εF+P, where the
polarization P = Ps + Pp is a sum of the spontaneous and
piezoelectric polarizations) at the interfaces and of vanishing
potentials at the external surfaces of the structure.

In Fig. 2, the calculated results for the exciton transition
energy are compared with the experimentally determined posi-
tions of the photoluminescence peaks as a function of the GaN
quantum well width [4 monolayers (MLs), 8 MLs, 12 MLs,
16 MLs, where 1 ML = 0.259 nm] at different values of the
Al0.17Ga0.83N barrier width. The values of the deviation 

of the variational results for the exciton transition energy of
Ref. [5] from those calculated by us are shown in the inset to
Fig. 2. It is worth noting that in Ref. [5] the values of the electric
fields were deduced from the fit of the photoluminescence data
for each of four quantum-well widths, while our calculation
has been performed without fitting parameters.

In Fig. 3 we represent the experimentally observed [5] pho-
toluminescence band together with its 1-phonon satellite and
the results of our calculation of the positions of the 0-phonon
and 1-phonon peaks. When calculating the exciton-phonon
interaction, the wurtzite crystal structure in group-III nitrides
was taken into account. As seen from Figs. 2 and 3, our theory
compares well with experiment.

The developed theoretical approach has allowed us for the
first time: (i) to describe the position of the photoluminescence
bands in agreement with experiment [5 to 8]; (ii) to explain the
transition from the blue shift to the red shift in the photolu-
minescence spectra depending on the strength of the built-in
electrostatic fields and the width of the well and barrier layers;
(iii) to estimate quantitatively the increase of the time of radia-
tive relaxation for the exciton with increasing the quantum-well
width. The proposed method is efficient for the investigation of
the exciton states in one- and multi-layered heterostructures,
and also in the self-arranged ensembles of strained quantum
dots.
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Abstract. A simple illustrative wave function with only three variational parameters is suggested to calculate the binding
energy of negatively charged excitons (X−) as a function of quantum well width. The results of calculations are in
agreement with experimental data for GaAs, CdTe and ZnSe quantum wells, which differ considerably in exciton and trion
binding energy. The normalized X− binding energy is found to be nearly independent of electron-to-hole mass ratio for any
quantum well heterostructure with conventional parameters. Its dependence on quantum well width follows an universal
curve. The curve is described by a simple phenomenological equation.

Introduction

The first experimental observation of negatively charged exci-
tons (X− trions) has been reported for CdTe-based quantum
wells (QWs) by K. Kheng et al in 1993 [1]. The trions have
also been observed in QWs based on GaAs and ZnSe semicon-
ductors [2–4]. Nowadays, a large number of experimental data
are available for various types of heterostructures with differ-
ent parameters. The evolution of the binding energy of X−
trion with the QW width have been also extensively studied
theoretically [5–8].

The aim of this paper is to present a simple universal model,
which allows to estimate the trion binding energy (ETB ) in
any semiconductor QWs. We concentrate on the negatively
charged exciton, which is caused by the reliable set of experi-
mental data available.

1. Experimental results

Experimental data of the X− trion binding energy (ETB ) for
ZnSe, CdTe and GaAs QWs of various widths (Lz) are col-
lected in Fig. 1(a). In order to compare experimental data for
different materials, we replotted them in Bohr units, ETB/Ry
against Lz/aB , as shown in Fig. 1(b). The following values of
3D exciton Rydberg Ry = 4.2, 10, 20 meV and 3D exciton
Bohr radius aB = 140, 67, 40 Å were taken for GaAs, CdTe
and ZnSe respectively. It can be seen that, in these units, all
dependences can be well approximated by one universal curve.
For example, a plausible estimation of the trion binding energy
in QWs of a thickness more than aB and less than 10aB can be
obtained with the simple fitting equation (shown in Fig. 1(b)
by a solid line):

ETB

Ry
≈ 1

3
√
Lz
aB

. (1)

It is the simplest fitting equation found to be a well approxi-
mation for the experimental data. Of course, it cannot be used
at the limiting cases Lz → 0 and Lz → ∞. Nevertheless it
gives plausible estimation of the trion binding energy for the
wide range of Lz and can be very useful due to its simplicity.

2. Variational estimation

The fact that the experimental results for different semicon-
ductors can be well approximated by only one universal curve
is remarkable. It signifies that in crude consideration we can
leave only those parameters of the system, which can be di-
rectly expressed in QW width and exciton radius and energy,
and neglect the others.

Thus, the trion is treated as a three-body Coulomb system.
The reduced mass (µ) and the permittivity (ε) are supposed
to be isotropic and identical in QW and in the barriers. The
real potential of QW is replaced by an ideal one with infinite
barriers. The hole is taken to be much heavier than the electron,
so the mass ratio σ = me/mh is zero. In this case the hole
occupies the center of QW, where the adiabatic potential of the
electrons reaches a minimum [20].

The most critical point is the proper choice of the trial func-
tion, which should be simple and close to the real wave func-
tion. The simplest trial function for the exciton with only one
variational parameter (a), which gives plausible results for the
exciton binding energy for any value of the QW widths, is:

�X(r) = A exp(−a r) cos

(
π
z

Lz

)
|z| ≤ Lz/2. (2)

Here r is 3D vector connecting the hole and electron, and z is
its projection on the growth direction. A, here and after, is a
normalization factor of the corresponding wave function. The
function (2) turns into the exact wave function of the exciton
in both limiting cases of an ideal 2D QW (Lz → 0) and a 3D
bulk semiconductor (Lz →∞).

The simplest trion function, based on the exciton func-
tion (2), is the 3-parameter Chandrasekhar-like one [21]:

�T (r1, r2)=A
[
exp (−a1r1−a2r2)+ exp(−a2r1−a1r2)

]
×(1+ cR) cos

(
π
z1

Lz

)
cos

(
π
z2

Lz

)
. (3)

Here a1, a2, and c are variational parameters. Analogously to
the function (2), this function transforms into the appropriate
Chandrasekhar’s one in the limiting cases of two and three
dimensions.

The calculated trion binding energy versus the QW width
within the described approach is shown in the Fig. 1(b) (the
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Fig. 1. The X− trion binding energy ETB versus the QW width Lz
plotted for different semiconductors [9-19]: ZnSe by circles, CdTe
by triangles, and GaAs by stars. (a) The experimental dependences
are plotted in natural units. (b) The experimental dependences are
plotted in 3D exciton units. The solid line is estimation (1). The
fill area represents a scattering of calculated dependences due to the
mass ratio σ , obtained by variational method. It is confined by two
extreme cases with σ = 1 and σ = 0.

dashed line pointed by σ = 0). The calculation is in very good
agreement with the experimental data for wide QWs (Lz ≥
2aB ). However, in narrow (Lz < 2aB ) QWs the discrepancy
becomes considerable. We believe that it is due to the lateral
localization of the complexes on the QW interface roughnesses.

The correction to the trion binding energy due to nonzero
mass ratio can be also estimated. It is possible to show, that the
binding energy increases if the mass ratio tends to zero due to
the additional localization of the hole in the center of QW. Thus,
all possible dependences ofX− trion binding energy on the QW
width are confined by two extreme cases withσ = 1 andσ = 0.
Moreover, in some crude approximation, the dependence with
σ = 1 can be simply obtained via rescaling the already obtained
one with σ = 0:

ETB (Lz, 1) ≈ ETB
(√

2Lz, 0
)
. (4)

The result is presented in Fig. 1 (b) by the filled area.
It is worth to note that our considerations taken for GaAs-

based QWs generally represent the results of previous numer-
ical calculations [5-8]. However, in contrast to them, in the

present paper the theoretical results have been obtained with
the use of only three fitting parameters, and an agreement is
achieved for various semiconductor systems (i.e. for CdTe and
ZnSe in additional to GaAs).

3. Conclusions

The experimental values of the trion binding energy for var-
ious semiconductor quantum wells, being represented in cor-
responding exciton units, are found to be well approximated
by an universal function. The theoretical estimations confirm
that in a simplified Coulomb model the X− trion binding en-
ergy is nearly independent of the electron-to-hole mass ratio at
any value of quantum well width. Consequently, for the sake
of simplicity, calculations of the trion binding energy can be
performed with infinite hole mass values. In narrow quantum
wells the experimental data cannot be explained in the frame of
an idealized model and additional factors should be involved
in the consideration.
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Abstract. The binding energy of excitons localized in the plane of a quantum well by a quantum well width fluctuation is
theoretically analyzed. The dependence of the binding energy on the parameters of a roughness is determined. A simple and
physically transparent wavefunction is suggested to describe exciton confinement in the fluctuation with arbitrary shape.
The transitions between the qualitatively different limiting cases are illustrated.

Introduction

The investigation of optical properties of quantum well (QW)
based heterostructures is a problem of significal practical in-
terest. In the spectral range close to the excitonic peak in rela-
tively thin QWs and at low doping level the optical properties
are controlled by excitons and excitonic complexes localized
in the QW plane by the in-plane potential fluctuations [1-4].
Such fluctuations may be, for example, induced by the QW
interface roughnesses. In the present paper we theoretically
study the binding energies of two-dimensional (2D) excitons
in such structures. When QW thickness is less then 3D exci-
ton Bohr radius the carrier motion can be considered as a 2D
one and interfacial fluctuations manifest themselves as an ad-
ditional lateral potential. The aim of the paper is to develop
a simple and descriptive method which allows to calculate the
binding energy of a 2D exciton localized at the lateral potential
of the arbitrary shape with an acceptable accuracy.

1. Limiting cases

The exciton binding energy is the difference between the size-
quantization energies of separate electron and hole and exciton
energy.

There are a few independent energy parameters in the prob-
lem of electron-hole complexes. First of all, it is the Coulomb
interaction energy (Ec) and the characteristic distance between
the in-plane size-quantization energy levels of separate elec-
tron (Ee) and hole (Eh). The following limiting cases may
separated depending on the ratio between these values:

1. The distances between in-plane size-quantization energy
levels of separate electron and hole are large as compared with
the characteristic value of a Coulomb energy (Ee,Eh � Ec).
In such a case the carriers are localized independently and
Coulomb interaction can be treated as a small perturbation;

2. The distances between in-plane size-quantization en-
ergy levels of separate electron and hole are smaller then the
Coulomb one (Ee,Eh � Ec). In this case the lateral potential
does not affect the internal structure of an exciton, thus allow-
ing separation of the relative carriers motion and the center of
mass quantization;

3. Electron-hole Coulomb energy value is between the
value of characteristic distances between their size-quantiza-
tion energy levels (Eh � Ec � Ee or Ee � Ec � Eh). In
this case the hole or electron motion respectively can be cal-
culated in the adiabatic approximation according to parameter
me/mh.

2. Variational method

In order to describe all limiting cases listed above we suggest
the following trial wave of an exciton

�(re, rh) = e−α|re−γ rh|�0e(re)βe�0h(rh)βh�0R(R)βR .

Here re, rh, R - are 2D coordinates of an electron, hole and
exciton center of mass respectively. Wavefunctions �0e, �0h,
�0R are a ground state wavefunctions of an isolated electron,
hole and center of mass in the fluctuation potential. The trial
parameters α, γ , βe, βh, βR have a transparent physical sense:
α is inverse localization radius of the electron due to Coulomb
interaction around the effective center determined by parameter
γ : if γ → 0 it is placed in the center of potential well, if
γ → 1 it coincides with the hole position. Parameters βi
(i = e, h, R) describe the contribution of the respective particle
wavefunction in the excitonic function. Let us note that the
lateral potential can be of arbitrary shape.

In the limit of βR → 0, βe → 1, βh → 1, we can separate
the electron and hole in-plane motion and the case 1 takes place.
If βe → 0, βh → 0, βR → 1, we can separate the center of
mass and relative carrier motion and it corresponds to the case
2. If βe → ∞ or βh → ∞, the electron or hole is strongly
localized in the center of potential well due to the Coulomb
interaction with remaining particle (case 3).

3. Illustrative example

The qualitative transitions between the limiting cases 1–3 in
frames of the developed approach we illustrate by the simple
example of a 2D exciton in a parabolic in-plane potential. The
energy will be measured in the units of the binding energy of
a bulk exciton Ry = µe4/2ε2h̄2, and three-dimensional Bohr
radius will be used as a measure of distance. In dimensionless
variables Hamiltonian is:

Ĥ = − mh

me +mh
e −
me

me +mh
h −
2

|re − rh|
+Ue(re)+ Uh(rh),

where 
e,h is a 2D Laplacian and

Ue,h(re,h) = me,h

(me +mh)
1

L4
e,h

r2
e,h,

where Le,h are the lengths of localization of the separate elec-
tron or hole characterizing the corresponding potential stiff-
ness.

To illustrate the transition between the cases 1 and 2, we take
for example the ratio of electron to hole mass me/mh = 0.2
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and potential lengths for an electron and for a hole L = Le =
4
√
mh/me Lh, which let the stiffnesses to be the same. Fig. 1

shows evaluated difference between the exciton binding energy
and free 2D exciton binding energy, Eth − E2D

th , vs. effective
localization length, L. The energy is counted from the free 2D
exciton binding energy. One can see thatEth is positive because
Coulomb interaction between charged particles increases due
to the additional in-plane localization. The inset to Fig.1 shows
the trial parameters dependence on theL. If the lateral potential
is weak, L → ∞, Eth ∼ 1/L2, βe, βh → 0, βR → 1, that
corresponds to the localization of an exciton as a whole (case
2). In the opposite limit, L → 0: Eth ∼ 1/L, βe, βh →
1, βR → 0, and electron and hole are localized independently
(case 1). The respective asymptotic are shown in Fig. 1 also.

To illustrate the transition between the cases 2 and 3, we take
the ratio of electron to hole mass me/mh = 0.2 and potential
for the hole with the effective localization length Lh. We as-
sume that an electron is free to move in a QW plane (Le →∞).
Fig. 2 shows evaluated difference between the exciton binding
energy and free 2D exciton binding energy, Eth − E2D

th , vs.
hole localization length, Lh. In weak potential, Lh → ∞,
the exciton is quantized as a whole and (Eth −E2D

th ) ∼ 1/L2
h,

βh→ 0, βR → 1. It corresponds to the case 2. In the opposite
limit of strong parabolic potential, Lh→ 0, the electron is lo-
calized around the center of the potential due to the Coulomb
interaction with the localized hole (case 3) and (Eth − E2D

th )

tends to the constant value (4me/mh) with the deviation∼ L2
h

The transition between the cases 1 and 3 can be shown in the
following example: we take localization radii for an electron
and for a hole L = Le = Lh = 0.1. Fig. 3 demonstrates eval-
uated evaluated difference between the exciton binding energy
and free 2D exciton binding energy, Eth − E2D

th , vs. me/mh.
The inset to Fig.3 shows the trial parameters dependence on the
me/mh. If me/mh → 1, then βe, βh → 1, βR → 0, and the
case 1 takes place. In the opposite limit,me/mh→ 0,Eth goes
to the constant value as (me/mh)1/2, βe, βh → 1, βR → 0, it
corresponds to the case 3.
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Conclusion

The classification of limiting cases in the problem of exciton
localization on QW potential roughnesses is carried out. The
simple trial function which lets one to obtain the exciton bind-
ing energies for arbitrary shape of the localizing potential is
suggested. The developed approach is applied to the case of
exciton localized in the parabolic potential
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Abstract. Polarized photoluminescence (PL) from InAs/GaAs quantum dots (QDs) was investigated under cw excitation by
circularly polarized light. Depolarization of the PL in a magnetic field perpendicular to the wavevector of the exciting light
(Hanle effect) was studied. For n-doped, undoped and p-doped QDs the observed Hanle curves exhibit qualitatively
different shape: single-, bi- and tri-Lorentzian, respectively. Complicated shape of Hanle curve is attributed to the presence
of different simulteneous processes of radiative recombination. Recombination of uncharged excitons and recombination of
positively charged exciton complexes are considered.

Introduction

Quantum dot structures are promising candidates for the im-
plementation of spintronic and quantum computing devices.
Although the spin dynamics of excitons in undoped InAs/GaAs
QDs have been strongly studied (see [1, 2] and references
therein), only a few papers deal with the same subject in n-
doped QDs (see [3] and references therein), and as we know
p-doped QD structures were not investigated from this point
of view. The goal of the present investigation is to learn more
about the influence of doping on the exciton spin lifetimes in
InAs/GaAs QDs. To provide low excitation level and steady
state conditions we use weak cw excitation. Under nonres-
onant interband absorption of circularly polarized light spin
polarized excitons are generated in QDs. In the experiment
we detect photoluminescence (PL) in the spectral range cor-
responding to exciton recombination. The exciton spin polar-
ization is monitored by the degree of circular polarization ρc
of the PL light, the decrease of which in a transverse magnetic
field B (Hanle effect) yields the spin lifetime T ∗2 . According
to [1]

ρc(B) = ρc(0)

1+ (�T ∗2 )2
, (1)

where

ρc(0) = ρ0 · τ1

τ1 + τ , (2)

τ1 is the exciton spin relaxation time, τ is the exciton lifetime,
� = gµBB/h̄, g is the Landé-factor of the excitons in QDs,
µB is the Bohr magneton, 1/T ∗2 = 1/τ+1/τ1, ρ0 is a constant
depending on the energy levels of the sample and the frequen-
cies of exciting and detected light. Holes photogenerated in the
barrier loose their spin polarization very rapidly, and excitons
in QDs are formed by the capture of spin polarized electrons
and completely unpolarized holes. The exciton g-factor is a
linear combination of the electron and hole g-factors. As we
use theVoigt configuration, the transverse g-factors are respon-
sible for the Zeeman splitting of QD energy levels. The value
g⊥e = 0.86 was found in [4], but the value of g⊥h in QDs is still
discussed and so we determine in this paper the scaled exciton
spin lifetime g · T ∗2 .

1. Experimental technique

QD structures were grown by deposition of 2.5 monolayers
of InAs and 50Å layer of In0.12Ga0.88As. An active region
contains 15 QD layers separated by 400Å thick GaAs spacers.
In each layer the QD density was about 3 · 1010 cm−2, and
QDs had about 120Å lateral size. Three samples were grown,
containing undoped, p- and n-type spacers between the QD
layers. The doping level was about 1.8 ·1011 cm−2, equal in p-
and n-type samples. It can be assumed, that due to doping six
charge carriers in average were incorporated in each QD. At
T = 1.8 K the ground state PL peaks are at 1.08 eV, 1.04 eV,
and 1.07 eV for n-, p- and undoped samples, respectively. Po-
larized PL was studied in backscattering geometry. A 17 mW
laser with a photon energy of 1.59 eV was used as excitation
source. In order to avoid an influence of spin polarized nuclei
on the Hanle curve, the exciting light was periodically switched
between right and left circular polarization at a rate of 50 kHz.
Using a quarter-wave plate followed by a linear polarizer the
component of the PL light with fixed circular polarization was
detected.

2. Results and discussion

The experimental Hanle curve for n-doped QDs is described
by a very narrow (g ·T ∗2 = 950 ps) single Lorentzian (1) with a
very small ρc(0) = 0.1%. The observation of the Hanle effect
for a highly n-doped situation is very remarkable. The amount
of polarized electrons created by the pumping laser is estimated
to be much smaller than the doping carrier concentration but
this fraction of spin polarized electrons manifests itself in the
circular polarized exciton PL.

The observed Hanle curves for the undoped QDs fit to a su-
perposition of two Lorentzians. Such bi-contour Hanle curves
were also found for InAs QDs by other authors [1], noting un-
clear origin of the narrow contour. We assign two contours of
the Hanle curves to two simultaneous processes of radiative
recombination in QDs. The narrow contour is attributed to the
ground state exciton (X0) recombination, while the broad con-
tour can be connected with the ground state trion (X+) recom-
bination. The appearance of trion luminescence in undoped
QD structures can be explained by the presence of a fraction of
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Fig. 1. Zero-field values of the degree of circular polarization (a) and
scaled spin lifetimes (b) for the excitons and trions in the undoped
QD structure.

p-doped QDs due to residual acceptor concentration. Moreover
in an undoped sample photocreated electrons and holes can be
captured by different dots. This makes some dots charged. In
both cases electron-hole pairs localized in positively-charged
dots lead to the appearance of trion states, while those in un-
charged QDs form excitons. The bi-Lorentzian fit to the Hanle
curves yields two spin lifetimes which undergo a linear decay
with increasing temperature as it is shown in Fig. 1b. In the
whole temperature range studied here spin lifetime of exci-
tons is significantly larger than the one of trions, and the ratio
τ
X0

γ
X0

:
τX+
γX+

is practically constant (here γX0 and γX+ are the

capture coefficients). This conclusion follows from the anal-
ysis of the temperature dependence of the exciton and trion
contributions to ρc(0) shown in Fig. 1a.

In contrast to the undoped sample, where at a magnetic
field of 3T the degree of circular polarization has completely
vanished, ρc for the p-doped QDs is still 0.3ρc(0) (for T =
1.8 K), further decreasing with increasing magnetic field (see
Fig. 2). Superposition of three Lorentzians represents the ob-
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Fig. 2. Measured Hanle curves for the p-doped QD sample at var-
ious temperatures (are presented by lines with a noise). Solid lines
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Fig. 3. Zero-field values of the degree of circular polarization (a)
and scaled spin lifetimes (b) for the different exciton complexes in
the p-doped QD structure.

served Hanle curves perfectly. A third component contributes
to the Hanle curve, corresponding to a very short temperature
independent spin lifetime g · T ∗2 of about 2.5 ps. One can con-
sider three simultaneous processes of radiative recombination
in the p-doped sample which can be connected with radiative
recombination in positively charged dots with different num-
bers of holes. The average doping level is about six acceptors
per QD. The excitation level is about one electron-hole pair
per QD, so in average we have an even number of particles
(n = 8) in a positively charged complex. Some fluctuations in
this number lead to the complexes with odd numbers of parti-
cles, n = 7 and 9. The temperature dependence of zero-field
values of the degree of circular polarization ρc(0) for all three
processes is shown in Fig. 3a. The spin lifetimes deduced
from the tri-Lorentzian fits are plotted in Fig. 3b. The data
demonstrate that there are qualitatively different temperature
dependencies of the spin lifetimes and capture coefficients for
charged dots with even and odd number of particles.
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Abstract. Temperature effect on the photoluminescence of self-assembled InAs quantum dots grown on vicinial GaAs
substrates is discussed. A new model which takes into account the excitons exchange with InAs wetting layer and GaAs
barrier as well as the excition-phonon interaction is proposed.

Introduction

Photoluminescence (PL) investigation of self-assembled qu-
antum dots (QDs) based on the InAs/GaAs system revealed
several types of QDs exhibiting different temperature depen-
dencies [1]. As temperature increases, some of the PL bands
(related to the conventional QDs, CQDs) shift to lower energy
and become narrower whereas others (related to the isolated
QDs, IQDs) broaden and do not show marked red shift with
respect to the InAs energy gap. This enables to suggest that
these PL bands come from different QD groups which differ
by strength of the inter-dots interaction. The IQDs are formed
at terrace edges in the samples having a high degree of step
bunching (5−7◦). Formation of such QDs is accompanied by
the WL rupture, resulting in the absence of interaction between
these QDs. The observed temperature-induced broadening of
PL coming from such QDs can be attributed to an increase
of thermal fluctuation (the electron-phonon coupling). Very
specific behavior of the CQD bands resembles the temperature
effect on the PL of self-assembled QDs connected by wetting
layer (WL) [2, 3]. The observed narrowing and red shift can
be attributed to a carrier thermal ’evaporation’ into WL [3] or
into barrier [2]. The present study is aimed at a comparative
analysis of these two mechanisms — the thermal fluctuation
broadening and the carrier thermal escape — in application to
the earlier experimental results [1].

1. Model

A particular property of the self-assembled QDs is their cou-
pling through WL. As a consequence, some excitons ’escape’
from CQDs into WL or into barrier. In Ref. [2] it was proposed
to describe this process by the expression

n(E, T ) = n0(E)s(E, T ) (1)

where s(E, T ) factor corresponds to a two-level excitation ex-
change. We assume that both subsystems (WL and barrier) can
play the role of destinations for escaping excitons. Hence, the
s(E, T ) factor is determined for the triple-level system in the
following way:

s(E, T ) = 1

1+CWL exp
(
E−EWL
kT

)
+CBR exp

(
E−EBR
kT

) . (2)

The energy levels of InAs WL and GaAs barriers were de-
termined as EWL = 1.46 eV and EBR = 1.52 eV. Due to
relatively lower energy, the exciton capture into WL is more

favorable at a low temperature. We suggest that capture into
barrier is equally possible at a higher temperature. Thus, we as-
sumeCWL = CBR = C for CQDs andCBR = C for IQDs. The
model developed in [3] extends the relations (1–2) by taking
into account the WL-barrier excitation exchange and the radia-
tive recombination within QDs as well as within WL. However,
the numerical analysis shows that these mechanisms can be ef-
fectively taken into account by the scaling of parameters in
(1)–(2).

The thermally induced broadening of bands in the PL spec-
tra is proportional to the growth of phonon amplitudes and can
be described by relation

� = �0 + �ph
[

exp

(
θ

T

)
− 1

]−1

. (3)

Such a broadening has been observed in the exciton optical
absorption spectra of InxGa1−xAs/InP quantum wells [4]. It
can be assumed that similar behavior should be inherent to
IQDs which do not participate in the carrier escape into the WL.
Similar behavior manifest the most intense PL band observed
in [1] which was assigned to PL of IQDs.

It can be assumed that the real situation is intermediate
between the two described above situation and a realistic model
should take into account both contributions. The model used in
present study combines both contributions. Density of states
(DOS) for all the QD groups is assumed to follow the random
distribution

n0(E)˜ exp

[
−

(
E − EQD

�

)2
]
. (4)

Thus, temperature effect consists in the broadening de-
scribed by (3) and in normalizing by factor s(E, T ) defined
by (2). Parameters determined by fitting the experimental data
are listed in Table 1.

Table 1.

EQD (eV) C �ph (meV) θ (K)
CQD 1.345 20000 50 200
IQD 1.37 100 60 280

2. Results and discussion

Computational results are presented in Fig. 1. They can be
compared with experimental results shown in Fig. 2.

There is one peculiarity, which distinguishes the temper-
ature behaviors of CQD and IQD. This is the red shift. This
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means that the peak energy of PL band diminishes faster than
the InAs energy gap Eg (Fig. 2a). Magnitude of this shift is
about 1 meV/K for CQD and is absent for IQD. The model
used in this study gives a satisfactory description of this effect
(Fig. 1a), and it explains phenomenon as the influence of the
thermally induced carrier escape. The higher exciton energy
is the easier it can escape into WL. This leads to exhausting
the high-energy wing of DOS and shifts the peak energy to red
side of the spectrum.

Fig.1b shows temperature dependence of the full width at
half maximum (FWHM) calculated for IQD and CQD. Only
phonon broadening governs temperature behavior of IQDs. For
CQDs both contributions are equally important. It is seen that
the thermal broadening dominates at T < 80 K and the carrier
escape contribution is prevailing at higher temperatures. The
carrier escape affects FWHM non-monotonously. Carrier es-
cape into WL would leads to FWHM minimum at T = 140 K
(see Fig. 1c). If an additional carrier escape into barrier is taken
into account, the position of FWHM minimum shifts to higher
temperatures. provides the better agreement with experiment.
Nevertheless, according to the model, at higher temperatures
the thermal broadening is prevailing again.

It is worth to mention that θ parameter which determines
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Fig. 2. Temperature dependence of PL peak energy (a) and
FWHM (b) derived from experimental PL spectra for IQD (squares)
and CQD (triangles).

the temperature dependence of the broadening originated from
exciton-phonon interaction has values close to the Debye tem-
perature which is 280 K in InAs. This confirms our suggestion
that this process is adequately explained by the temperature
induced increase of thermal fluctuations.

In conclusion, it is shown that the model, which takes into
account the exchange of excitations of QDs and wetting layer
and barrier as well as the excition-phonon interaction, pro-
vides explanation of the temperature effects observed in PL
studies. Difference in the temperature behavior of different
PL bands can be attributed to different strength of these com-
peting factors. Phonon-induced broadening dominant at low
temperatures can be dampened by the carrier escape at higher
temperatures. Both WL and barrier can serves as channels for
escaping excitons. So, an accurate account of all these mecha-
nisms could provide an explanation of the phenomenon under
study.
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Abstract. Energy order of the negative (X−) and positive trions (X+) in quantum wires is studied as function of the relative
electron and hole localization. For equal hole and electron confinement, X+ has a larger binding energy but a small
imbalance towards a stronger hole localization leads to the interchange of X− and X+ recombination lines in the
photoluminescent spectrum as was recently observed experimentally.

Introduction

We study the exciton trions formed when an electron or a hole
is bound to a neutral exciton (X). The binding energies of
the complexes small in bulk, are substantially enhanced in
nanostructures, i.e., in quantum wells [1,2,3,4] and quantum
wires [5,6,7]. Due to the larger effective mass of the hole, in
bulk [8] as well as in strictly two-dimensional confinement [2]
the binding energy of positive trions (X+) is larger than the neg-
ative trion (X−) binding energy. However, in quantum wells
the observed [4]X− andX+ binding energies are nearly equal,
which is explained [3,4] by a stronger hole quantum-well lo-
calization enhancing the hole-hole interaction. In quantum
dots the localization-related hole-hole interaction enhancement
leads to the interchange of the order of theX− andX+ recom-
bination lines in the photoluminescence (PL) spectrum already
for quantum dot diameters as large as 24 donor Bohr radii [9].
The prediction [9,10] that for smaller dots theX+ line becomes
even more energetic than the exciton line has recently [11] been
confirmed experimentally.

The present work is motivated by a recent experimental
study [7] on trions in V-groove GaAs/AlGaAs quantum wires.
TheX− was found to be distinctly more stable thanX+ (bind-
ing energies ofX− andX+were determined as 4.2 and 2.9 meV,
respectively). Here, we indicate that the observed [7] order of
X− and X+ energy lines is a consequence of modifications of
the effective interactions due to a stronger hole confinement.
In a previous theoretical study [5] of trions in quantum wires
X+ was found to be more stable thanX−, which was obtained
in the case of equal hole and electron confinement. A crossing
of X− and X+ PL lines as function of the wire width has pre-
viously been obtained in a quantum Monte-Carlo study [6] of
a quantum wire with a square well confinement potential.

1. Theory

We apply the single band model for the electron and the hole
and consider a harmonic oscillator confinement potential in the
directions perpendicular to the wire [V = (x2

e(h)+y2
e(h))/2l

4
e(h),

with le(h) the oscillator length for the electron (hole)], referred
to as “lateral” in the following. Moreover, we assume that
the lateral confinement is strong, so that only the lowest sub-
band for the electron and hole is occupied. This assumption
allows for a reduction of the Schrödinger equation to an effec-
tive two-dimensional form, which can be solved numerically

with an exact inclusion of the interparticle correlations along
the wire. We adopt the donor units, i.e., donor Bohr radius
ad = 4πε0εh̄

2/mee
2 for the unit of length and twice the donor

Rydberg 2Rd = h̄2/mea
2
d as the unit of the energy, where

me is the band electron effective mass and ε is the dielectric
constant. The effective negative trion Hamiltionian after the
integration over the lateral degrees of freedom and after the
separation of the center of mass motion written with respect to
the dissociated system is

H rel− = − 1
2µ

(
∂2

∂z2
h1
+ ∂2

∂z2
h2

)
− 1
σ

∂2

∂zh1∂zh2

+V ef(le; zh1 − zh2)− V ef(leh; zh1)− V ef(leh; zh2),

with the reduced mass of an electron-hole pair µ = σ/(1+σ),
σ = mh/me, and the coordinates of the relative electron-hole
positions zh1 = zh − ze1 and zh2 = zh − ze2 along the wire.

In Eq. (1) leh =
√
(l2e + l2h)/2 and V ef is the effective one-

dimensional interaction potential [5,12]

V ef(l; z) = (π/2)1/2erfc(|z|/
√

2l) exp(z2/2l2)/ l, (1)

finite at the origin (V ef(l; 0) = 1/l) and approaching the 1/z
asymptotic at large z. Hamiltonian forX+ has the form (1) but
with 1/σ standing in front of the mixed derivative replaced by
1. Eigenequations are solved with a finite-difference method.

2. Results

We consider a quantum wire made of GaAs (mh = 0.45m0,
me = 0.067m0, 2Rd = 11.9 meV, ad = 9.8 nm). Fig. 1 shows
the wave function of X− (a) X+ (b) trions for equal hole and
electron oscillator lengths of the lateral confinement. The in-
teraction potentials in the trion Hamiltonians have a minimum
along zh1 = 0 and zh2 = 0 axis corresponding to an electron
and a hole in the same position and a maximum along the diago-
nal zh1 = zh2 corresponding to both electrons (forX−) or both
holes (for X+) at the same place. Fig. 1 shows that the elec-
trons in X− with light effective masses tunnel easily through
the diagonal barrier due to the interelectron repulsion. On the
other hand the diagonal barrier is effectively much larger for
the heavy-mass holes which prevents its penetration at large σ
and which leads to the appearance of the characteristic maxima
elongated along the diagonal [see Fig. 1(b)].
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Fig. 1. Countour plots of the wave function for X− (a) and X+

(b) trions for le = lh = L = 0.2 with a mass ratio σ = 6.72
corresponding to GaAs.

The difference of theX+ andX− binding energies is plotted
in Fig. 2. Both trions are equally stable for lh = 0.92le − 0.38
nm (see the dashed line in Fig. 2). For lh larger (smaller) than
0.92le − 0.38 nm X+ is more (less) stable than X−. The fit of
the calculatedX− andX+ binding energies to the experimental
data [7] is obtained at the crossing of the thick gray dotted
lines, i.e., for le = 2.95 nm and lh = 1.3 nm. The obtained
fit corresponds to realistic values which give a general idea
on the particle localization in the wire (the measurements [7]
were performed on a V-groove GaAs/AlGaAs quantum wire
with a thickness of the GaAs crescent of 3 nm at the center).
Obviously, a more realistic model is required to extract details
of the confinement from the experimental data.

3. Conclusions

We studied the properties of negative and positive trions in
quantum wires with strong lateral confinement using the ap-
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Fig. 2. Contour plot of the difference between the X+ and X−

binding energies (in meV) as function of the electron and hole con-
finement lengths for GaAs material parameters. The region below
(above) the dashed line corresponds to a more stableX− (X+) trion.
The darker shades of gray correspond to larger absolute value of the
X− and X+ binding energy difference. The dotted thick gray lines
correspond to EB(X−) = 4.2 meV and to EB(X+) = 2.9 meV.

proximation of the lowest subband occupancy which allows for
a numerically exact solution of the multi-particle Schrödinger
equation. We investigated the relative stability of the X+ and
X− trions with respect to the dissociation into an exciton and
a free carrier for different electron and hole confinement. We
found that the order of theX− andX+ PL lines is interchanged
when the lateral confinement of the hole is stronger than the
one for the electron due to the modification of the effective in-
teractions in the trion complexes. The present results provide
an explanation for the recently experimentally observed larger
stability of the negative trion in quantum wires [7].
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Abstract. Transient photoluminescence of the coupled pairs of InAs quantum dots are measured. Structural characterization
is done by transmission electron microscopy. Photoluminescence spectra consist of the 3 well-separated optical transitions
that are assigned to the ground (s+) and excited (p+, d+) molecule terms. Transient luminescence behavior indicates the
increase of the exciton lifetime and eventually reduction of the oscillator strength in the molecule compared with a single
quantum dot. The ratio of exciton lifetimes in s+, p+ and d+ states of the quantum dot molecule could be used for the
creation of mid-infrared light sources.

Introduction

The interaction of the quantum dots (QDs) in the self- orga-
nized arrays provides a potential basis for manufacturing new
optoelectronic devices. At the vertical correlation of QDs in
layers the conditions for the quantum dot molecules (QDMs)
are established. At the transition from single QDs to QDMs the
energy spectrum of array is transformed following the way de-
scribed in [1]. The appearance of molecule terms may ensure
the intra-subbands radiative recombination, which roofs IR-
and THz-ranges. But the realization of such emission requires
a certain kinetics of excitation relaxation in QDM structures.
This aspect of the problem has not been properly studied.

The current work deals with the study of exciton lumines-
cence kinetics in the InAs/GaAs structures having two InAs
QD layers. Obviously the spacing between the QD planes
in such array is an important parameter defining the interac-
tion between confined excitons. For larger spacings the car-
rier transfer between the QD planes is hindered, whereas for
smaller spacings the tunnel coupling between neighboring QDs
becomes strong enough to obtain the QDMs.

1. Results and discussion

We present the results of a transmission electron microscopy
(TEM) and time resolved photoluminescence (TRPL) study
of two sample types with InAs QDs grown by molecular beam
epitaxy. In our case the sample with 5 nm GaAs spacer between
QD planes (M-type) exhibits a QDM behavior compared to
the reference sample with a 10 nm spacer (S-type) showing a
behavior of the single QDs.

Figure 1(a) shows a dark field TEM-image of the M-type
structure. Figure 1(b) presents the indium distribution across
one pair of QDs. Both QDs appear very similar in size and
composition. The maximum of the In content in QDs is the
same (60%). The distance between the maxima is about 7 nm.
Therefore, there is a clear evidence for the existence of QDMs
in the M-type structure. S-type sample had non- symmetrical
pairs of QDs spaced by 10 nm GaAs barrier.

The steady state PL spectrum of the M-type sample con-
sists of at least 3 well-separated optical transitions assigned to
molecular energy terms (Fig. 1(c)). The + sign stands for the
bonding (symmetric) terms. For the low excitation density we

(a)

N
or

m
al

iz
ed

 P
L

 in
te

ns
ity

 (
a.

u.
)

1.1 1.2 1.3 1.4

d+p+

s+

Photonenergy (eV)

(b)

0 20 40 60
0

5

10

15

In-content (%)

Po
si

tio
n 

(n
m

)

(c)

Fig. 1. (a) Cross-section dark-field TEM image of a QDM sam-
ple with 5 nm GaAs spacer; (b) indium concentration obtained by
analysis of the high resolution TEM image of a individual QDM
after Fourier-filtering along the growth direction; (c) cw PL data at
T = 10 K for QDM array versus excitation power density: 0.2, 2,
10, 13, 25, 50, 100, 130, 200 and 300 W cm−2, from the bottom to
the top.

find an energy gap of 45 meV between the s+ and p+ PL lines
and 24 meV between p+ and d+. Plots of the line intensi-
ties versus excitation power show an almost linear dependence
with saturation thresholds at 50 and 130 W cm−2, for the s+
and p+ lines, respectively. The ratio of 1:3 for their integrated
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Fig. 2. (a) TRPL of the M-type sample at the s+, p+, and d+ line
positions; (b) TRPL of the S-type sample taken for both doublet
components; (c) scheme of the energy states and optical transition
in QDM. The excitation density — 2.4 · 1011 photons/pulse·cm2,
measurement temperature — 10 K.

intensities at the threshold points reflects the relative occupa-
tion probability of s+ and p+ states. For d+ line the saturation
is not reached within the steady state experiment. Arrhenius
plots of the cw PL temperature dependent yield a thermal ac-
tivation energy of 124, 82 and 60 meV for the s+, p+ and d+
lines, respectively. It should be noted, that the deconvoluted
cw PL of the S-type sample shows two Gaussians separated
by 35 meV. The relative intensity and the cw PL peak position
of these Gaussians remain invariable for all cw excitation den-
sities. This doublet is likely to be caused by different island
sizes in the first and second QD planes that is in agreement
with TEM data for such structure [2].

These results demonstrate that in the M-type sample with
closely spaced QDs having the same size the QDMs array are
achieved [2]. The S-type sample with a 10 nm spacer keeps
the properties of an single QDs array. For the QDM array
the 45 meV is assigned to the energy gap between s+ and p+
states. This value matches the difference of thermal activa-
tion energies between s+ and p+ states. The observed p+-d+
splitting of 24 meV and 22 meV obtained from cw PL spec-
tra and Arrhenius analysis, respectively, indicates that s+, p+
and d+ transitions involve the same hole level, being energeti-
cally separated from the GaAs barrier by about 190 meV. This
value corresponds well to theoretical predictions of a strong
hole localization in QDMs [3].

Fig. 2(a) presents the transient PL behavior for the M-type
array at the s+, p+, and d+ line positions. The recombination
from s+ and p+ states is characterized by a mono-exponential
PL decay with time constants of 1.3 and 1.0 ns, respectively.
The d+ band exhibits a bi-exponential PL decay, namely a fast

(0.8 ns) and a slow (1.7 ns) transient. The S-type array shows
a strictly mono-exponential PL decay with time constants of
0.55 ns and 0.75 ns for the two components of doublet, cf.
Fig. 2(b). In this way, the PL decay times for the QDM ar-
ray (0.8–1.7 ns) happen to be longer than for the QD array
(0.55–0.75 ns). The increased exciton lifetime in the QDM is
assigned to the stronger hole localization resulting in a smaller
overlap between electron and hole states and eventually re-
duced oscillator strength of transitions in QDM compared with
a single QD. This experimental result corresponds to theoret-
ical predictions [3]. For a transient PL analysis of the QDMs
we take into account the density of QDMs (� 1011 cm−2), the
s+ state multiplicity (2), the ratio of the PL decay times for
the s+ and p+ lines (1.3 and 1.0 ns, cf. Fig. 2(a)). Even at
2.4 · 1011 photons/pulse·cm2 the s+ state is filled and the tran-
sition p+ � s+, which is allowed by selection rule (δJ = 1),
is blocked. Therefore, the radiative recombination of electron-
hole pairs should be the main relaxation mechanism for s+
and p+ states, having lifetimes of 1.3 and 1.0 ns, respectively.
For the d+ state an additional relaxation is available, namely
the d+ � p+ transition, which can be radiative (δJ = 1).
Its kinetics is determined by the first exponent with a 0.8 ns
time constant in Fig. 2(a). The expected emission wavelength
should amount to 30–50 µm. The second exponent (1.7 ns)
corresponds to the radiative recombination of the d+ -exciton.
Obviously, the related ratio ofp+ and d+ PL decay times estab-
lishes favorable conditions for the d+ level population inver-
sion. This should result in a bright emission at wavelengths ac-
cording to the d+–p+ splitting, namely between 30 and 50µm.

2. Conclusion

In summary, a consistent interpretation of steady state PL and
TRPL data for QDMs is presented. The TRPL spectra indicate
the increase of the exciton lifetime in the QDM compared with
a single QD. A detailed analysis of the transient luminescence
behavior shows an efficient d+ � p+ transition that poten-
tially could be used for the creation of mid-IR light sources.
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Abstract. Exciton recombination in asymmetric CdMgTe/CdTe/CdMgTe/CdTe/CdMnTe double quantum well (ADQW)
nanostructures with different barrier width is studied in magnetic field up to 11 Tesla. As grown structures were subjected to
rapid temperature annealing in order to promote diffusion of Mn and Mg atoms from the barriers into the CdTe quantum
wells. At low fields when the exciton transition in QW with magnetic impurity (Mn) is higher in energy than that in QW
with nonmagnetic impurity (Mg), an interwell exciton relaxation is fast independently on the spin state. In contrast, at high
fields, when the energy order reverses, an unexpectedly low relaxation rate of σ− polarized excitons from nonmagnetic QW
to the ground σ+ polarized DMS ones has been observed and discussed. Such a slowing down of relaxation allows one to
separate the oppositely polarized excitons in different QWs.

Introduction

Spin manipulation, e.g. spin transfer and relaxation, attracts
today high attention [1]. A possibility to control energy and
spatial localization of carriers in artificial nanostructures has
invoked a great practical interest to such nanodevices.

In this report we study energy and spin relaxation of exci-
tons in ADQW with nonmagnetic (NM) and diluted magnetic
semiconductor (DMS) QWs as a function of magnetic field
and barrier width (LB ) between two QWs. Great advantage
of DMS heterostructures is that a giant Zeeman effect in such
semiconducting materials makes possible continuous tuning of
band-gap and exciton energies by external magnetic field due to
s,p-d exchange interaction between free carriers and localized
d-states of magnetic ions [3]. This allows to vary the interwell
coupling in ADQW structure after preparation, when the LB is
fixed.

In this work we show that the slow-down relaxation of σ−
excitons from NM QW to σ+ DMS in combination with spin-
dependent zone potential profile allows one to separate excitons
with opposite spins in different QWs.

1. Experimental

CdMg 0.2Te / CdTe / CdMg 0.2Te / CdTe / CdMn 0.2Te ADQWs
were grown by molecular beam epitaxy on thick CdTe buffer
deposed on (001)-oriented CdZnTe substrates. As grown sam-
ples have two nonmagnetic pure 6-nm width CdTe QWs sepa-
rated by CdMgTe barrier with LB = 3, 4 and 6 nm.

As grown structures were subjected to a rapid temperature
annealing (RTA) once (LB = 3 and 6 nm) or two times (LB =
4 nm) at 400 ◦C for 1 min. to promote diffusion of Mn and Mg
atoms from the barriers into the CdTe QWs. RTA technique
allows one to vary the QW energy gap in a controllable way
with a good optical quality [2]. The CdTe QW, located between
two CdMgTe barriers, after RPA incorporates only Mg atoms
and is referred to as NM QW whereas that with CdMnTe barrier
incorporates both Mg and Mn atoms and is referred to as DMS
QW.

Samples were immersed in superfluid He (bath temperature
T � 1.8 K) in a cryostat with superconducting solenoid. The
QW emission was excited with σ− polarized excitation of a
dye-laser at ∼ 100 meV above exciton transitions but below

the barrier band gap and recorded in a Faraday geometry in two
circular polarizations.

2. Polarization of excitonic emission in magnetic field.
Exciton spin relaxation in ADQWs with DMS QW

Figure 1 displays polarized PL spectra of ADQWs with LB =
3, 4 and 6 nm at different magnetic fields. Figure shows that at
zero field, all theADQW structures display PL with a relatively
broad (6–8 meV) lines, which is characteristic for ternary II–
IV materials. In a magnetic field B spectral bands split into
two components with opposite, σ+ and σ−, polarizations, cor-
responding to J = +1 and J = −1 states of bright excitons.

At low B spectral position and intensity I+ of dominated
σ+ line is nearly B-independent in all samples, as it usu-
ally does in NM QWs. At higher fields, since some value
BC = 3−8 T (sample dependent), σ+ component starts to
red shift strongly, which is characteristic to excitons in DMS
QWs. The higher energy σ− component, in contrast, still
displays weak shift in the whole magnetic field range. Its
intensity I− decreases with B in all samples, stronger for
greater LB . Plot on the right panel in Fig. 1 summarizes
the magnetic field dependencies of circular polarization de-
gree PC = (I+ − I−)/(I+ + I−). A relatively high intensity
of the σ− component at high fields indicates the nonthermal
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Fig. 1. Magneto-PL spectra in Faraday geometry of ADQWs with
LB = 3, 4 and 6 nm. Solid line —σ+ polarization, dashed —σ−.
Excitation is σ− polarized. Plot on the right panel — magnetic field
dependence of circular polarization degree PC .
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distribution between observed J = +1 and J = −1 exciton
states (splitting at high B strongly exceeds thermal energy kT ).
So, spin relaxation in studied ADQWs takes much longer time
than in a single DMS QWs.

PL excitation (PLE) measurements in both excitation polar-
izations have shown that all pronounced exciton transitions are
intrawell ones. In all samples the lowest exciton transition at
low B weakly depends on magnetic field and thus is located in
the NM QW. The first excited exciton level quickly decreases
with B in σ+ excitation polarization and is ascribed to DMS
QW. At B ≥ BC exciton transition in DMS QW is lower in
energy than that in NM QW.

Note that the energy sequence of J = +1 and J = −1
exciton states in magnetic field is opposite in NM and DMS
CdTe based QWs. In nonmagnetic CdTe wells, g-factor ghh
for heavy hole is low and positive, while the electron g-factor
ge is negative and rather large [4]. As a result, the lowest bright
exciton state is σ− polarized. In CdMnTe DMS QW, the main
contribution in magnetic field induced splitting of electron and
hole states is provided by their strong sp-d exchange interaction
with localized Mn2+ magnetic moments [3]. That results in a
huge negative ghh and positive ge effective g-factors. As a
consequence, the ground exciton state in magnetic field is σ+
polarized.

Calculated potential profiles of conductivity and valence
bands for the sample with LB = 4 nm at B = 0 and 9 T are
presented in Fig. 2. sp-d exchange interaction parameters for
CdMnTe are taken from the Ref. [3] while the contents of Mn
and Mg in CdTe QWs after RPA procedure are determined from
the fit of calculated exciton transition energies to measured ones
in PLE.

Exciton population analysis based on rate-equations de-
scribed in [7] have shown that it is impossible to explain the
observed magnetic field dependence without considering of ini-
tial exciton depolarization after hot energy relaxation similar to
made in Ref. [8]. For nonresonant condition photoexcited car-
riers relax in two stages: after ultrafast subpicosecond energy
relaxation by LO-phonon emission at first tens picoseconds
excitons with a large center-of-mass momentum k are created.
Then, for hundreds of picoseconds, exciton loses its excess
energy through acoustic phonon emission [10].
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+3/2 (σ− label) in sample with LB = 4 nm at B = 0 T and
9 T. Electron and hole wave functions in the NM QW (solid line)
and DMS QW (dashed line) are shifted according to state energy.
Arrows show direction of band movement with magnetic field.

The hole, as a heavier particle, acquires the main part of
the total exciton momentum. Spin-orbit mixing at finite k-
vector increases both parts (long-range and short-range) of ex-
change interaction as compare to ones in relaxed to k = 0
exciton. Spin-flip driven by the long-range exchange inter-
action is known to be the main mechanism of exciton spin
relaxation in QWs at close to resonant excitation with typical
time less than 50 ps [7]. Another strong spin-flip mechanism
is the quasielastic hole spin scattering [6]. For this mechanism
at high enough k corresponding to in-plane kinetic energy of
tens meV the spin-flip time can be as fast as a few picoseconds
for elastic static scatterers.

Figure 2 shows that for J = −1 ground exciton in NM
QW both single-particle and exciton relaxation to DMS QW
are energetically forbidden at B ≥ BC . During hot energy
relaxation stage, an initially excited in NM QW J = −1 exci-
ton can effectively relax its spin via exchange or hole spin-flip.
Considered spin-flip processes followed by the exciton energy
relaxation (tunneling) to the DMS QW strongly depend on va-
lence band mixing. Band mixing is characterized by the value
of hh-lh splitting 
hh−lh: it is stronger the smaller is 
hh−lh.
Measured by PLE in NM QWs 
hh−lh ≈ 34, 19 and 15 meV
in samples with LB = 3, 4 and 6 nm respectively.

Thus, one should expect reduction of thermalized in NM
QW J = −1 exciton emission, effect being stronger the smal-
ler 
hh−lh. That is exactly what is observed in experiment:
stronger damping of PL in σ− polarization takes place in struc-
tures with smaller 
hh−lh. Besides, we suppose it is an in-
creased valence-band mixing with the increase of magnetic
field [9] that responsible for stronger initial exciton depolariza-
tion at the hot relaxation stage and results in steeper magnetic
field dependence of circular polarization degree PC (Fig. 1).
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Dilute nitride Ga(AsN) alloys: an unusual band structure probed
by magneto-tunnelling
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Abstract. Using a combination of optical, electrical and magneto-tunnelling measurements on resonant tunnelling diodes
incorporating a Ga(AsN) quantum well, we demonstrate that the conduction band states of Ga(AsN) undergo a marked
change with increasing N-content. The abrupt change in the electronic properties of Ga(AsN) differs significantly from the
smoother variation with alloy composition observed in other alloy material systems, such as (InGa)As. The incorporation
of N in GaAs gives rise to a qualitatively different type of alloy phenomena: isolated N atoms and N-clusters act to localise
the extended Bloch states of GaAs at characteristic resonant energies, thus breaking up the conduction band into highly
non-parabolic energy-wavevector dispersion relations.

Introduction

Research on dilute Ga(AsN) alloys has now become an active
area in semiconductor physics due to the unusual electronic
properties of this material system. The electronegativity of
the N atoms combined with the stretching and compressing of
neighbouring bonds in GaAs results in a strong perturbation of
the band structure properties of the host crystal. An important
manifestation of this perturbation is a huge band gap bowing
with increasing N-content and a strong red-shift of the band
gap, of interest for long wavelength opto-electronics [1].

Despite many years of research in this topical field, the na-
ture of the electronic states of dilute Ga(AsN) alloys is still hotly
disputed. Various models have been proposed to describe how
the incorporation of N modifies the conduction band properties
of GaAs. Does the band structure result from the formation of
a N-related impurity band [2], from multi-valley coupling ef-
fects [3] or from the admixing and hybridization of the band
states of GaAs with isolated N atoms [4] and/or N-clusters [5]?

In this work, we probe the band structure properties of
Ga(AsN) by using a combination of optical and electrical mea-
surements on resonant tunnelling diodes (RTDs) incorporating
a Ga(AsN) quantum well (QW). We demonstrate that the con-
duction band states of the Ga(AsN) layer undergo a marked
change with increasing N-content. The abrupt change in the
electronic properties of Ga(AsN) differs significantly from the
smoother variation with alloy composition observed in other
alloy material systems, such as (InGa)As. We show that the
incorporation of N in GaAs gives rise to a qualitatively differ-
ent type of alloy phenomena: isolated N atoms and N-clusters
act to localise the extended Bloch states of GaAs at character-
istic resonant energies, thus breaking up the conduction band
into highly non-parabolic energy-wavevector dispersion rela-
tions [6–7].

1. Experiment

Our samples were grown by molecular beam epitaxy on (100)-
orientated n-type GaAs substrates. In our RTDs, a 8 or 10 nm
GaAs1−yNy layer (y = 0, 0.08, 0.2, 0.43, 0.93, 1.55%) is em-
bedded between two 6 nm Al0.4Ga0.6As tunnel barriers. Un-
doped GaAs spacer layers, each of width 50 nm separate the
Al0.4Ga0.6As barriers from n-doped GaAs layers. In all sam-
ples, undoped GaAs spacer layers, each of width 50 nm, sep-

arate the Al0.4Ga0.6As barriers from n-doped GaAs layers in
which the doping concentration is increased from 2×1017 cm−3,
close to the barrier, to 2 × 1018 cm−3. The thickness of these
two n-doped GaAs layers are 50 nm and 500 nm, respectively,
in the outer layers of the structure. The samples were processed
into circular mesas with diameter of 100 and 200 microns, with
a ring shaped top contact to allow optical access for current-
voltage, I (V ), measurements under illumination and for pho-
toluminescence (PL) and photocurrent (PC) studies. The ex-
citation source for the optical studies was a He-Ne laser or a
tungsten-halogen lamp, dispersed by a 0.25 m monochromator.
The PC signal was recorded using lock-in techniques.

2. RTDs incorporating Ga(AsN)

As shown in Figure 1, when we compare the I (V ) curves of the
control sample (y = 0%) and of the sample with y = 0.08%,
we find that the resonance E0 due to electrons tunnelling into
the lowest quasi-bound state of the QW is replaced by two main
features, E0− and E0+. These are attributed to electron tun-
nelling into the hybridized subbands of the GaAs1−yNy QW.
A further increase of y above 0.2% strongly quenches the cur-
rent and shifts to higher biases the threshold voltage at which
the current increases rapidly.

The disappearance of the resonances in samples with large
y is likely to be due to increasing disorder in the system. In
the absence of disorder, both the energy and the in-plane mo-
mentum of the electron are conserved in the tunnelling pro-
cess; these are the conditions required to observe a peak in the
I (V ) curve. The destruction of translational symmetry due to
alloy disorder in the GaAs1−yNy layer tends to break the mo-
mentum conservation condition and smears out the resonances,
as is observed even for y = 0.08%. Under optical excitation
the current and the resonances are partly recovered. In particu-
lar, the features in the I (V ) of the sample with y = 0.08% are
strongly enhanced (see dotted line in Fig. 1). This enhancement
is attributed to to the effect on the current of hole recombination
with majority electrons tunnelling in the QW [6].

Figure 2 shows the dependence on the light excitation en-
ergy of the intensity of the photocurrent (PC) signal. The PC
spectra of all structures show an enhancement in current at
high energies (> 1.5 eV), which arises from carriers photo-
created in the GaAs layers on each side of the barriers and
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Fig. 1. Current-voltage I (V ) curves at T = 4.2 K for RTDs incor-
porating a GaAs1−yNy QW layer. The dotted line is the I (V ) curve
under light excitation for the RTD with y = 0.08%. The diode was
excited with above-bandgap laser light (633 nm) and power densities
of about 10W/cm2. The inset sketches the conduction band profile
of our RTDs under applied bias.

QW, and a weaker band, labelled band A, which shifts to low
energy with increasing y. Band A results from the effect on
the tunnel current of carriers when they are photo-created in
the GaAs1−yNy QW. The intensity of band A is determined
by the interband optical absorption of the QW and provides us
with a means of investigating how the band-edge absorption of
GaAs1−yNy changes with increasing y. Data in Figure 2 show
that this shifts to lower energy and broadens considerably when
the N-content is increased above about 0.1%.

Electrons and holes injected and/or photo-created in the
GaAs1−yNy layer can also recombine to produce a strong pho-
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Fig. 2. Photocurrent (PC) spectra at T = 4.2 K. The vertical arrow
indicates the energy peak position of band A due to the interband
optical absorption of the GaAs1−yNy QW. The inset shows the y-
dependence of the peak energy position of band A and of the QW
N-related photoluminescence (PL) emission.

toluminescence (PL) signal. Our low-temperature (T = 4.2 K)
PL spectra show that the N-related PL emission is red-shifted
relative to the corresponding PC band and that the red shift, re-
ferred to as the Stokes shift, increases significantly for y larger
than 0.08% (see inset of Fig. 2).

The disappearance of the resonances in I (V ) and the signif-
icant energy broadening and Stokes shift of the optical lines for
increasing y indicate that the GaAs1−yNy QW layer undergoes
a significant change in character with increasing N-content.
This behaviour, which differs from the smoother dependence
with varying alloy composition observed in other alloy mate-
rial systems, such as (InGa)As, indicate an unusual and marked
transition of the electronic properties from band-like to strongly
disordered at high y.

3. Break-up of the conduction band

We use magneto-tunnelling spectroscopy (MTS) to probe in
further detail the electronic properties of GaAs1−yNy . Our
resonant tunnelling and optical spectroscopy experiments at
zero magnetic field described in the previous section allow us
to probe the bound states of the GaAs1−yNy QW layer around
the wavevector k = 0, but they do not provide the k-dependence
of the energies of the QW subband states. In a MTS experi-
ment, a magnetic fieldB is applied perpendicular to the current
direction. Varying the intensity of B allows us to tune an elec-
tron to tunnel into a given k-state of the well; since the voltage
tunes the energy, ε, by measuring the voltage position of the
resonances in I (V ) as a function ofB, we can map out the ε(k)
dispersion relations of the GaAs1−yNy QW [6].

Figure 3 shows grey-scale contour plots of the value of the
differential conductance G = dI/dV as a function of energy
and wavevector derived from a simple analysis of the MTS
measurements for two QWs, one with y = 0.08% and QW
width, L = 8 nm, and the other with y = 0.2% and L =
10 nm. The white stripe-like regions in the plots of Figure 3
correspond to minima of G just beyond the resonant peak in
the I (V ) curves. The brightness and width of these stripes
provides information about the character, impurity- or band-
like, of the states in the GaAs1−yNy QW, and the form of the
ε(k) curves.

The ε(k) curves reveal energy regions of anticrossing (in-
dicated by horizontal arrows in Figure 3) and indicate that
the localized states associated with isolated N atoms and N-
clusters admix and hybridize with the subband states of the QW,
thus breaking up the conduction band at characteristic resonant
energies. The hybridisation between the �-conduction band
states and the localised N-related energy levels gives the QW
states of GaAs1−yNy a partly �-character over a wide energy
range, and allows electrons to tunnel into them from the GaAs
emitter accumulation layer, where the band states have a pure
�-character. At ε and k values for which the �-character of
the QW states is very small, electron resonant tunnelling from
the emitter is negligible so no negative differential conductance
occurs; these regions appear as black on the grey-scale plots of
Figure 3.

In Figure 3, for y = 0.08%, the form of the ε(k) curves can
be accounted for by a simple band anticrossing model which
considers the admixing and hybridisation of the extended QW
subband states of GaAs with the localised single N-impurity
level [4, 6]. The weakening of the E0− and E1− resonances at
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large k is consistent with the strongly localised character of the
lowest hybridised subband states of the GaAs1−yNy QW layer
at energies close to those of isolated N atoms; in contrast, the
strong enhancement of the E0+ resonance at large k and the
corresponding increase of the energy-wavevector dispersion
indicate that with increasing k, theE0+ subband states become
more delocalized in real space, i.e. they acquire an increasing
�-character.

For y = 0.2%, the ε(k) dispersion relations reveal two
energy regions of anticrossing at around 1.6 eV and 1.8 eV.
We believe that for this sample, the subband states of the QW
admix and hybridise not just with isolated N atoms, but also
with the localized energy states associated with N-N pairs that
are resonant with the conduction band states of GaAs [5, 7].
These act to break-up the ε(k) curves further.

For y larger than 0.2%, the measured G (V) curves show
no resonances and are almost unaffected by magnetic fields
up to the available field of 14T. In this case, it is likely that
the isolated N atoms and N-clusters completely destroy the
translational symmetry required for a well-defined k-vector and
ε(k) dispersion relations in the QW.

4. Conclusion

We have shown that the electronic properties of dilute nitride
GaAs1−yNy alloys undergo a rapid change with increasing N-
content. Isolated N atoms and N-N pairs tend to reduce the
band-like character of the electronic states and break up the
energy-wavevector dispersion relations even at values of y as
low as 0.2%. Clustering effects account for the rapid enhance-
ment of localization phenomena, which are manifest in both

our optical and transport properties for y greater than 0.1%.
For low y, our MTS measurements allowed us to probe

the ε(k) curves of the hybridised subbands of GaAs1−yNy and
to demonstrate that the admixing and hybridisation of the ex-
tended GaAs conduction band states with the localised isolated
N atoms and N-N pairs cause a splitting of the conduction band
into highly non-parabolic hybridised subbands, thus validating
band-anticrossing models [4–6]. Of particular interest is the
formation of a fully developed energy gap between the hy-
bridised subbands and the unusual form of the lower energy
subband in which an inflection point occurs in ε(k) (see Fig-
ure 3). We have proposed that this band structure could be tai-
lored by N-composition and/or quantum confinement [6], and
exploited to realise a new type of non-linear device in which
electrons are accelerated by an electric field up to and beyond
the inflection point, thus leading to a negative differential drift
velocity effect [8], which has a fundamentally different phys-
ical origin compared to that occurring in transferred-electron
devices [9] and superlattice heterostructures [10]. In a broader
context, the combination of N composition and quantum con-
finement could dramatically increase the power and scope of
band structure engineering as a tool for the design of a new
generation of electronic devices.
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Abstract. In this work we present the results of low temperature STM investigation of clean Ge(111) surface. We report for
the first time STM observation of 1D surface screening. The model of domain boundary formation is proposed based on real
space STM images.

Introduction

The (111) surfaces of Ge is among the most widely studied
elementary semiconductor surfaces. There are some features
of this surface which are presently well established. Among
them are the 2 × 1 surface reconstruction corresponding to
π -bonded chain model with buckling [1, 2, 3]. Some proper-
ties are, in opposite, not clear yet. For example, there is no
clear understanding of 2 × 1 reconstructed surface electronic
properties which should somehow reveal 1D character.

1. Experimental

In this work we present the results of low temperature STM
investigation of clean Ge(111) surface. The samples under in-
vestigation were cut from heavily doped (resistivity 1 m�cm)
Ge single crystal with n-type bulk conductivity. The doping
element was phosphorus, which is shallow impurity with ion-
ization energy 13 meV, the doping ratio was rather high, about
8 × 1018 cm−3. The samples were 1.5 × 1.5 × 3 mm3 slabs
with long axis aligned in [111] direction. Samples are cleaved
in situ after the whole system is cooled down to LH tempera-
ture. The details of cleaving procedure and experimental STM
setup are described elsewhere [4]. After cleavage high quality
mirror like Ge(111) surface is exposed to STM tip for imag-
ing and spectroscopy. Typical STM images of Ge(111) sur-
face are depicted on Fig. 1 for different values of tunneling
bias voltage applied to the sample, which means that filled
(empty) states image are taken at negative (positive) bias. Im-
ages Fig. 1(a, c, e) and Fig. 1(b, d, f) are empty and filled states
images respectively. Images Fig. 1(a, c) were acquired with
bias voltage corresponding to the band gap. All images reveal
ordered chain-like surface structure with threefold symmetry,
which in case of Ge(111) surface is attributed to 2 × 1 recon-
struction withπ -bonded chains [2]. Boundary between surface
domains, formed by slightly different chain rows arrangement,
are visible and has a clearly resolved elementary (atomic size)
structure. Domain boundaries segments are running only in
three possible directions relative to the dimer stripped rows
determined by surface symmetry. Some surface defects and
ad-atoms are present on the surface. Remarkably their image
at bias voltage inside the band gap range differs drastically
from filled/empty states images. We attribute this difference
to surface charge screening. One may also notice the changes
of domain boundaries elements position from one scan to an-
other. We explain this movement in terms of tip-induced (or
scanning-induced) surface charge transfer.

Let us note that with our cleaving procedure we were able to

obtain flat areas on Ge(111) surface of at least 1µm×1µm in
size. Within these areas the defects of cleavage are mostly one
or may be two monolayer deep scratches with atomic structure
visible at the bottom (see top corners on Fig. 1). Although one
may think about scratches as about geometric surface features,
their structure on filled/empty STM images is very different.
This means that there is strong hybridization of dangling bonds
for atoms at the bottom of scratch with bonds of the upper
surface layer. The amount of disordered ad-atoms observed
at the surface is very small comparing to the data reported in
literature [5]. This corresponds to the well known fact that
details of cleaving procedure are very important for the quality
of surface [6].

Much of Ge(111) surface STM images outlook is caused by
the presence of surface states. In situ low temperature cleaving
gives us the opportunity to investigate extremely clean surface
(partial pressure of the majority of gases is less then 10−13 torr)
and in these conditions surface states can stay unchanged for a
few days. This is a great advantage of LT cleaving comparing to
UHV cleaving. At typical UHV conditions (p ∼ 10−10 torr)
intrinsic surface states are largely removed already after 6–
7 h [7]. Low rate of surface state degradation has another ad-
vantage. We are allowed to wait until our LT setup reaches
steady state thermal conditions. That is why no visible thermal
drift is detected during STM image acquisition.

2. Discussion

Let us point out some remarkable features of Ge(111) STM
images on Fig. 1. First, images which are taken with bias
voltage corresponding to band gap demonstrate the effects of
localized charge surface screening. The screening, observed
on STM images, reflects the perturbation of local density of
states because of scattering of electrons, 1D confined along
π -bonded chain rows, on surface imperfections.

STM images of all surface defects (impurities, domain bound-
aries elements etc) have highly asymmetric shape. They have
a shape of stripes up to 6 nm long in the direction of π -bonded
chain rows, while their width exactly equals to 2x period of
surface reconstruction (about 0.7 nm). For asymmetric defect
(such as single “knee” of domain boundary, Fig. 1(a, c)) stripe
of screening on STM image is also asymmetric along chain row.
The screening cloud is localized mainly next to the defect. It
smoothly decays with increase of the distance from the domain
boundary and abruptly ends at domain boundary. For symmet-
ric defect, like individual surface impurity atom, the screening
is symmetric along chain row. Other type of defects, which
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Fig. 1. STM images of Ge(111) surface at different sample bias:
(a)+0.3V, (c)+0.5V, (e)+1.0V, (b)−0.3V, (d)−0.5V, (f)−1.0V.
Tunneling current set point is 20 pA. Image size is 14 nm. Positions
of ad-atoms, subsurface defect and domain boundary elements are
shown by arrows. Inserts on (b) and (e) shows zoomed in image of
domain boundary.

are rather difficult to classify definitely, in our opinion belongs
to a class of subsurface defects of different kind, this can be
individual impurities, lattice vacancies etc. In general STM
images of these defects are behaving in nontrivial way when
changing bias voltage. Also, screening for this type of defects
is visible on STM images in a more complicated fashion. It
can be seen as a dark stripe right above the defect with bright
stripes of two dimer rows surrounding defect or as few elevated
dimer rows (Fig. 1a). The reason for this might be complex
surface charge distribution in the case of the subsurface defect,
which leads to the perturbation of defect-free surface electron
density in three (or even more) dimer rows. This statement is
supported by images Fig. 1(e, f). In empty state image two “va-
cancies” in dimer row are visible, while on filled state image
two protrusions are located in neighboring row.

Domain boundaries are surface defects by their nature, there-
fore Ge(111) surface look highly disturbed around domain
boundary (Fig. 1(a, c)). Almost every π -bonded chain row dif-
fers from its neighbors. We suppose that asymmetric screening
directly reflects the spatial structure of the surface states. For
π -bonded chains model of 2 × 1 Ge(111) surface reconstruc-
tion with buckling two bands of surface states appear in the
band gap area: filled π -band and empty π∗-band. The latter
one lies well inside the bulk gap much over the surface Bril-
louin zone and therefore π∗ states should dominate tunneling
current (if any) for bias voltages less than band gap value [8].

One more striking STM observation on Ge(111) surface is
the observation of fine structure of domain boundaries (Fig. 2).

[01 ]1

[2 ]11

Surface unit cell

L-row

R-row

0.1 nm

down row

up-atom

down-atom

0.
4

nm

0.69 nm

Fig. 2. The model structure of domain boundary on Ge(111)-(2×1)
surface. Image size is 4 nm. Bias voltage is 0.05V, current set-
point in 20 pA. Down-row as well as up/down atoms of up-row are
marked by arrows. Crystallographic directions and surface unit cell
are shown. The meaning of L-row and R-row marks is explained
in the text. Yellow and red lines show specific atomic bonds at the
domain boundary, while white lines show typical for (2× 1) recon-
struction atomic bonds.

Some details concerning atomic arrangement of 2 × 1 recon-
structed Ge(111) surface in vicinity of the domain boundary
are shown on Fig. 2 also. Positions of up/down-atoms are
marked with black/gray circles, while atoms in the second layer
are marked by white circles. Model atomic lattice is shown
in configuration corresponding to right-right domain bound-
ary [9]. At small bias voltage of any sign individual dimers
at the very edge of domain boundary are clearly resolved (see
also Fig. 1(a, c)). Dimer rows which meet each other at domain
boundary are shifted in [211] direction by a half of inter-row
distance (∼ 0.7 nm/2). Dimers in the rows at different sides of
domain boundary are also shifted in [011] direction by approx-
imately one fourth of inter-domain distance (0.1 nm). These
two shifts cause a visual knee of dimer row at the boundary.
Few more (3–4) dimers in every row are influenced by domain
boundary. At the right side of the domain boundary dimer rows
are slightly depressed and at both sides the local STM image
contrast is much higher than far from the boundary. This causes
the effect of “rows” visually running along domain boundary.
The two of these rows, nearest to the domain boundary (let
us call them L(eft) and R(ight) rows, Fig. 2) are clearly distin-
guishable from other ones. At the left side the highest density of
states asymmetrically distributed inside L-row is observed. At
the right side the lowest density of states areas are positioned
between dimers in the R-row. When tunneling bias voltage
goes to the range of filled states both L and R rows are visible.
The maxima of electronic density are located exactly above
dimers (insert on Fig. 1b). When bias voltage corresponds to
band gap screening stripes structure is superimposed on the
image of domain boundary (Fig. 1(a, c)) which is mainly the
same as at low bias voltage (Fig. 2). When tunneling bias volt-
age is in the range of empty states only line corresponding to
R-row is visible. The maxima of electronic density are located
between dimers (insert on Fig. 1e).

In π -bonded chains with buckling surface reconstruction
model some charge transfer occurs from down atom to up atom
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in the chain. Consequently, it is possible to use simplified
assumption that down atoms are visible on STM images when
imaging empty states, while up atoms are visible in filled states.
The model lattice is aligned with high resolution STM image
using this assumption. It is clear from Fig. 2 that if L and R-
“rows” are visible on filled states STM images, then protrusions
between L and R dimers on Fig. 2 must correspond to up-atom
also.

Taking into account the behavior of STM images at differ-
ent bias we can conclude the following. Up-atom from left side
of the boundary and down-atom from the right side (marked as
black/thick white and gray/thick black respectively on Fig. 2
together with corresponding atomic bonds) are changing their
position and/or bonding. They both are making bonds to atoms
in down rows in second surface bilayer. These bonds are not
normal ones for Ge(111)-(2×1) surface, because bonds length
and angles are different form those in π -bonded rows. As a
result of changes in electronic structure at the domain bound-
ary the up-atom in R-“row” is imaged at both polarities of
bias voltage, while up-atom at the boundary is not resolved
on filled/empty states STM images. The main advantage of
proposed model is that it implies only relatively small spatial
atomic rearrangement at the boundary. Second, there are no
extra dangling bond at DB, which means that this structure
should be stable.
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Near-field optical vortexes at nanostructured metallic films
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Abstract. The scattering of linearly polarized monochromatic light by a small protrusion on a metal surface is analyzed
within the framework of perturbation theory. It is shown that even at normal incidence of light slight deviations of the
protrusion shape from a circularly symmetric one can lead to formation of optical vortexes in the near-field region. The
effect is due to resonant excitation of cylindrical surface plasmon waves. This agrees with the fact that the in-plane
near-field intensity distribution experimentally observed by scanning near-field optical microscopy has distinct spiral
patterns near metallized nanostructured polymer substrates.

Introduction

For the past few years, phase singularities of optical wave fields
has attracted considerable interest in various areas of modern
optics. It can be explained partially by the decreasing of the size
of the integral optical elements down to the wavelength. Phase
singularities can play a significant role during the interaction of
the light with the modern advanced nanophotonic structures.

For the time being there are great numbers of different tech-
niques to produce the optical field with a screw dislocation
(optical vortex) [1, 2]. An introduction of the scanning near-
field optical microscopy (SNOM) [3] allowed to investigate the
phase singularities with the sub-wavelength resolution. Phase
singularities of optical fields in waveguide structures [4] and
in the focal region of a lens [5] have been observed by means
of interferometric SNOM as yet.

Recently, the results of SNOM investigation of the three-
dimensional (3D) intensity distribution in the proximity of
the nanocylinders show a distinct spiral patterns of the in-
plane near-field fringes [6]. Unexpected patterns with a spi-
ral symmetry were observed only for metallized samples con-
trary to circular patterns observed for bare ones (see Fig. 1).
Nanocylinders are placed onto the polymer substrate and man-
ufactured by means of double replication from silicon matrix
made by electronic beam lithography. Some of the nano-
cylinders were covered by gold-palladium layer with the thick-
ness 20–30 nm. The covering was realized by means of the
method which allowed to avoid the nonuniformity of metal
film caused by shadow effect.

In order to interpret the obtained experimental results on a
qualitative level we consider a simple model that can be treated
analytically with the use of perturbation theory.

1. The model

A linearly polarized plane wave with frequency ω is incident
from vacuum at a normal to the boundary of a semi-infinite
metal occupying the half-space z<Z(ρ, ϕ), where ρ, ϕ, z are
the cylindrical coordinates and the function Z(ρ, ϕ) describes
a nearly flat surface having a single protrusion with height L
and radius R:

Z(ρ, ϕ) = Lf (ρ/R) [1+ γg(ϕ)] , (1)

where f (x<1)>0, f (x ≥ 1) ≡ 0 and g(ϕ) represented by the
Fourier series: g(ϕ) =∑

n�=0 gne
inϕ with g−n = g∗n. We sup-

pose that −Re ε(ω) � 1, where ε is the dielectric constant of
the metal. The parameters of the boundary defect are assumed

to meet the following conditions

L� R � c

ω
√|ε| , γ � 1 . (2)

At z = Z(ρ, ϕ)we use the impedance boundary conditions:

Et = ζ [Ht n] , (3)

where E and H are the electric and magnetic fields at fre-
quency ω, respectively, ζ = √1/ε, n is the unit vector normal
to the surface, the subscript t denotes the value of the tangential
vector component taken at z = Z(ρ, ϕ).

At z ≥ Z(ρ, ϕ) the field F(s) (here F stands for either E or
H) associated with the excitation of surface plasmon waves is
sought in the form F(s) = F(s)(ρ, ϕ)e−κsz, where F(s)(ρ, ϕ)
is expanded in the Fourier series F(s)(ρ, ϕ) =∑

nFn(ρ)einϕ ,
κs =

√
q2

s − k2, k = ω/c and qs is the root of the equa-
tion �(qs) = ω with �(q) being the “unperturbed” surface-
plasmon dispersion law for a perfectly flat boundary. The four

9.2 arb. units 5.6 arb. units
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Fig. 1. The details of the SNOM investigation of the 3D inten-
sity distribution in the proximity of the metallized and bare poly-
mer nanocylinders. Figure (a) schematic diagram and the scanning
electronic microscope image of the nanocylinder; (b) experimen-
tally obtained intensity distribution near the bare nanocylinder at the
height λ above the top of the nanocylinder; (c) experimentally ob-
tained intensity distribution near 25 nm thick gold-palladium layer
coated polymer nanocylinder at the same height.
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of six vector components of En(ρ) and Hn(ρ) can be explicitly
expressed from the Maxwell equations through the remaining
two, Ez,n(ρ) and Hz,n(ρ).

At ρ>R the functions Ez,n(ρ) and Hz,n(ρ) correspond to
the normal field components in a travelling (diverging) cylin-
drical surface-plasmon wave with the wave number qs. Hence,

Ez,n(ρ>R) = CnH(1)|n| (qsρ) , (4)

Hz(ρ>R, n) ≡ 0 , (5)

where H(1)|n| (x) is the Hankel function of first kind and Cn is
a constant. Thus the problem reduces to finding the functions
Ez,n(ρ) and Hz,n(ρ) within the interval 0 ≤ ρ ≤ R.

Upon using the boundary conditions (3), we approximate
the exponential factors in the incident and reflected waves at
z = Z(ρ, ϕ) by two lowest-order terms in their Taylor-series
expansions at z = 0: e±ikZ(ρ,ϕ) ≈ 1 ± ikZ(ρ, ϕ) and limit
ourselves to the first order in the small parameter kL. Within the
chosen accuracy we obtain that Fz,n�=±1(ρ) = 0, meanwhile
Fz,n=±1(ρ) satisfy the following set of differential equations
(the prime denotes the first derivative of a function):

αE′z,n(ρ)+
inβ

ρ
Hz,n(ρ)+ µn(ρ)Ez,−n(ρ) = isn(ρ) , (6)

inα

ρ
Ez,n(ρ)− βH ′z,n(ρ)+ inνn(ρ)Ez,−n(ρ) = nsn(ρ) , (7)

where n = ±1, 0 ≤ ρ ≤ R, α = iζ k − κs, β = ik −
ζκs, µ±1(ρ) = δ±f ′(ρ/R)/R, ν±1(ρ) = 2δ±f (ρ/R)/ρ,
s±1(ρ) = (1 + γg±2)kLq

2
sE0f (ρ), δ± = γg±2Lq

2
s and E0

is the electric field amplitude in the incident wave. The analy-
sis of the relative magnitude of the coefficients in Eqs. (6), (7)
shows that

∣∣Ez,n(ρ<R)∣∣ � ∣∣Hz,n(ρ<R)∣∣. Taking this into
account, we set Hz,n(ρ<R) = 0 to provide continuity of the
field components at ρ = R. On solving Eqs. (6), (7) for the
case f (x) = 1 − x, we use a polynomial approximation for
the unknown functions Ez,±1(ρ) at ρ<R:

Ez,±1(ρ) ≈
(
A±1ρ + B±1ρ

2
)
E0 , (8)

where the constantsA±1 andB±1 can be found simultaneously
withC±1 from Eqs. (6), (7) and the sewing conditions atρ = R.
The corresponding explicit expressions are omitted for brevity
sake.

2. Results and conclusions

For the found solution a first-order vortex occurs in the in-plane
distribution of the tangential component of the time-averaged
Poynting vector S = c

8πRe
[
EH∗

]
taken at the metal bound-

ary z = Z(ρ, ϕ). The projection of S onto the plane z = 0 de-
scribes the energy flow in the travelling surface-plasmon wave
resonantly excited by the incident light due to the presence of

the surface defect. In our model we obtain that
∣∣∣S(s)x ∣∣∣� ∣∣∣S(s)y ∣∣∣,

where the x-axis is chosen to be parallel to the electric field E0
in the incident plane wave, whereas the spatial dependence of
S
(s)
x is given by the expression:

S(s)x ∝ e−κsz Re
{
H
(1)
1 (qsR)

(
sin ϕ + γ Im g2 e

iϕ
)}
. (9)

According to Fig. 2, the first-order vortex occurs in the in-
plane spatial dependence of S(s)x (ρ, ϕ, z = Z(ρ, ϕ)) at γ �= 0.

−10

+10

0

arb. units

qsr00 55 1010

Fig. 2. Density plot of the tangential Poynting vector component S(s)x
at the metal surface as a function of the dimensionless radius qsρ

and polar angle ϕ (γ = 0.5, g2 = i).
In summary, it is shown that the scattering of monochro-

matic and linear polarized light by a small protrusion on a metal
surface leads to resonant excitation of cylindrical surface plas-
mon waves with formation of optical vortexes in the near-field
region even at normal incidence, if small deviations from circu-
lar symmetry of protrusion shape are taken into account. This
agrees with the fact that the in-plane near-field intensity distri-
bution experimentally observed by SNOM has distinct spiral
patterns for metallized nanostructured polymer substrates con-
trary to circular patterns observed for bare substrates.
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Abstract. We have discovered the peak in the photocurrent spectra of InGaAsP/GaAs:Si multiple quantum well
heterostructure resulted from the interaction of the ground donor state with the optical phonons. The peak position and
spectral width are shown to be weakly affected by the donor location in the quantum well.

Introduction

The asymmetric narrow peak was observed in the shallow im-
purity photocurrent and absorption spectra in p-Si correspond-
ing to the longitudinal optical phonon energy [1-3]. It is the
Fano [4] resonance resulting from the interaction of the ground
impurity state with optical phonons. The Fano resonance arises
due to the mixing of discrete and continuous states. In the case
under consideration the discrete states are the ground impurity
one and the optical phonon. When electron absorbs phonon it
transmits from discrete state in continuous spectrum one. Due
to this interaction a narrow asymmetric peak arises in photocur-
rent and absorbtion spectra under electron excitation from the
ground impurity state at the light absorption. The width of this
peak is less then 2 cm−2 that allows to accurately measure the
longitudinal optical phonon energy. Recently the Fano reso-
nances were observed in n-GaAs and n-InP [5].

In this work we report on the observation of the Fano res-
onance in the InGaAsP/GaAs heterostructure with doped by
Si quantum wells. The low-frequency photocurrent band re-
sulted from electron transitions from the ground impurity state
in the quantum well into excited ones and into the first sub-
band continuum proved to be much wider than that in the bulk
GaAs, while the Fano resonance peaks in bulk GaAs and the
quantum well are almost of the same width. However in the
quantum well heterostructure the resonant peak is more sym-
metric as against that in GaAs and is slightly shifted to the long
wavelength region.

1. Experimental results and discussion

The heterostructure under investigation was grown on semi-
insulating GaAs substrate by MOVPE epitaxy and consisted
of 30 GaAs quantum wells separated by the lattice matched
400 Å In0.1Ga0.9As0.8P0.2 barriers. The quantum well width
is 200 Å. The central parts of quantum wells were doped by
silicon (see Fig.1). The measured by Hall effect surface donor
concentration was 3.3×1010 cm−2 per a quantum well. The
photocurrent spectra were measured by means of BOMEM
DA3.36 Fourier-transform spectrometer at T = 4.2 K.

The measured photocurrent spectrum is given in Fig. 2. Two
photocurrent bands are clearly seen. The long wavelength band
corresponds to electron transitions from the ground donor state
to the excited donor states and to the first subband continuum
states. The short wavelength band (around 295 cm−1) corre-
sponds to the Fano resonance. The amplitude and width of the
short wavelength photocurrent band is smaller than those of
the long wavelength one. From the insert in Fig. 2 one can see

GaAs

Si doped

200 Å

In Ga As P0.1 0.9 0.8 0.2

Fig. 1. Sketch of the quantum well heterostructure.

that the shape of photocurrent peak corresponding to the Fano
resonance is asymmetric.

The long wavelength photocurrent bands of the quantum
well heterostructure and an epitaxial n-type GaAs are shown
in Fig. 3. The 7 µm epitaxial layer GaAs is doped by Si
with concentration 8.3·1014 cm−3 and the electron mobility
is 59000 cm2 V−1 s−1 at 77 K. The photocurrent peak around
36 cm−1 in the epitaxial GaAs is due to the electron transition
from the ground donor state (1S) to the 2P state. The energy
corresponding to the 1S-2P transition and the ionization energy
(48 cm−1) are shown by arrows in Fig. 3. From Fig. 3 it is clear
that the long wavelength band in quantum well heterostructure
is greatly wider if compared with that in the epitaxial GaAs.
The reason is the dispersion in an impurity position in the quan-
tum well. The donor state spectrum in a quantum well depends
on the impurity atom location with respect to heterointerfaces.
For example, both the ionization and 2P state energies of an
impurity located in a quantum well center are greater then those
in a bulk semiconductor, while the ionization energy of impu-
rity localized near heterointerface or in the barriers is less than

0 50 100 150 200 250 300
Wave number (cm )−1

Wave number (cm )−1

100

80

60

40

20

0

PC
 (

a.
u.

) PC
 (

a.
u.

)

10

8

6

4

2

0

280 285290 295300 305310 315

Fig. 2. Photocurrent spectrum of In0.1Ga0.9As0.8P0.2/GaAs multiple
quantum well structure.
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Fig. 3. The long wavelength photocurrent bands of the epitaxial
GaAs and the quantum well heterostructure.

that in a bulk GaAs.
From Fig. 3 one can see that the long wavelength photocur-

rent band in the quantum well heterostructure arises at a smaller
wave number than in the epitaxial GaAs. This fact points out
to the presence of donors near heterointerfaces. At the short
wavelength edge of this photocurrent band there is a peculiar-
ity between 55–60 cm−1 (6.82–7.55 eV) that is absent in the
epitaxial GaAs. Probably, this peculiarity is due to the ion-
ization of impurities located around the quantum well center
where the ionization energy is greater then that in the epitaxial
GaAs by 0.8–1.5 meV. Note that oscillations in the photocur-
rent spectrum of the epitaxial GaAs are due to the interference
effects.

The photocurrent spectra around the LO photon energy in
the quantum well heterostructure and in the epitaxial GaAs
are shown in Fig. 4. The photocurrent peak corresponding to
the Fano resonance in the epitaxial GaAs is more asymmet-
ric and is slightly shifted to the the short wavelength region if
compared with that in the heterostructure. The full width at
half maximum is 2 cm−1 in the epitaxial GaAs and 2.5 cm−1

in the heterostructure, while these values for the long wave-
length photocurrent bands differs more than two times. This
fact demonstrates that Fano resonance energy and width are in-
sensitive to the donor ionization energy and peculiarities of the
donor states in quantum well. On the contrary, the minimum
position of Fano resonance is sensitive to the the donor location
in the quantum well. Therefore, the dispersion in donor loca-
tion smears the minimum and leads to more symmetric peak
as one can see in Fig. 4.

Thus, we have demonstrated that measurement of the Fano
resonance peak allows to find LO energy in quantum well with
good accuracy. Note that optical phonon energy depends on the
quantum well deformation in stressed structures. Therefore,
this method can be used for estimation of the deformation value.
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Abstract. We report the determination of the average diameter and the size distribution of the free-standing nc-Si films by
using small angle x-ray scattering measurements (SAXS). We found that the model of Raman analysis used until now is not
appropriate to determine the size of the nanostructure. Based on SAXS results,we shown a correct relation between the
average diameter and the peak shift of the Raman spectrum. We obtained the phonon weighting function, which provides
the best agreement between the theoretical dependence and the experimental data.

Introduction

Nanocrystalline Si (nc-Si) films are promising material for the
fabrication of Si-based light emitting diodes and high efficiency
solar cells. To investigate these possibilities, it is necessary to
know the nanostructure such as mean diameter. Until now,
transmission electron microscopy (TEM) and Raman scatter-
ing measurements are usually used as a tool to determine the
average size of Si nanostructure. However, these methods
have problems in determining the size; the observed region
of TEM is restricted to several hundred nanometer when we
observe a nanometer structure. For Raman analysis, the size
of nanostructure was determined based on the strong confine-
ment model [1, 2 3], despite the fact that the validity of this
model has not been proved for the nanometer structures.

In this paper, we report the determination of the average
diameter and the size distribution of nc-Si films by using small
angle x-ray scattering (SAXS). For nc-Si films of which av-
erage size was determined by SAXS, we also performed Ra-
man scattering measurements. We found that the strong con-
finement model is not appropriate to determin the size of the
nanometer structure. An appropriate weighting function for the
phonon amplitude was determined, and this gives the correct
relation between the average diameter and the peak shift of the
Raman spectrum.

1. Experimental details

Free-standing nc-Si films were formed by anodization of (100)-
oriented p-type silicon wafers with 1–10�cm resistivity in HF-
ethanol solution at constant current density of 20 mA/cm2 for
100 min (thickness about 100µm).The HF concentrations be-
tween 20% and 30% were used to change the diameter of the
nanocrystals [4].

SAXS measurements were performed for each sample us-
ing a pinhole collimated instruments with a Cu target. Incident
x-ray with the wawelength of Cu Kα radiation (λ = 0.154 nm)
was injected perpendicularly to the film plane. Scattered x-ray
was detected by an one dimensional position sensitive detec-
tor. The scattering intensity were fit by using polydisperse hard
spherical nanocrystalline model [5]. From this fitting, the size
distribution and the average radius of the nanocrystals were de-
termined. Angular divergence was 0.029 or 0.076 (FWHM).

Raman scattering measurements were performed at room
temperature, in vacuum, in a backscattering configuration us-
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Fig. 1. Raman peak shift versus nanocrystaliine diameter determind
by SAXS measurements (solid circles). Solid line presents the the-
oretical reletionship culculated with the weighting function being
exp(−3π2r2/L2). Dotted lines is a theoretical line deduced from
the strong confinement model with the weighting function being
exp(−8π2r2/L2) [2].

ing 514.5 nm laser light from an argon ion laser and a 50 cm
monochromator with a super notch filter which reject the Ray-
leigh scattering from the sample. The spectral resolution was
less than 1 cm−1.

Figure 1 shows the experimentally determined points be-
tween nanocrystal diameter (L) obtained by SAXS and the
magnitude of the Raman shift (solid circles). The clear cor-
relation between these values is observed. The dotted line
presents the size of the nanocrystal calculated from the Raman
shift on the basis of the model of the strong confinement of
optical phonon [1] used until now. It is seen that the model
gives a larger average diameter compared to that obtained by
SAXS measurements.

2. Theoretical analysis and discussion

An approach to describe the phonon confinement in the vol-
ume of the cristallite was put forth by Richter et al [1] and
used later by Campbell and Fauchet [2].The localization is
imposed by replacing the wavefunction of a phonon with the
wave vector q in an infinite perfect crystal by a new wawefunc-
tion function through introducing a phonon weighting function.
This nanocrystal phonon wavefunctions can be expressed as a
superrosition of eigenfunctions found for the infinite crystal
which are weighted through the coefficients determined by the
weighting function. Hence, the first-order Raman spectrum,
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I (ω), from the cristallite is given by

I (ω) =
∫

d3x|C (0,q) |2
[ω − ω (q)]2 + (�0/2)2

. (1)

Here, ω(q) is the phonon dispersion curve, �0 is the natural
line width, C(0,q) is the Fourier coefficients obtained from

C (0,q) = 1

(2π)3

∫
d3rW (r, L) e−iq·r (2)

where W (r, L) is the phonon weighting function. The inte-
gration must be performed over the entire Brillouin zone. The
relaxation of the q-vector selection rule due to the finit size
of crystallite leads to a downshift and broading of the Raman
spectrum.

To obtain the relationship between the diameter of the spher-
ical Si microcrysalL and the shift of the Raman spectrum peak,
Richter et al [1] chose the phonon weighting functionW (r, L)
to be a gaussian, exp(−2r2/L2) with the phonon amplitude of
1/ exp at the boundary of the microcrystall. The model was de-
veloped by Campbell and Fauchet [2]. They tried three types of
the weighting functions:(2πr/L)−1sin(2πr/L), exp(−αr/L)
and exp(−αr2/L2). The strong phonon confinement function,
being the gaussian exp(−8π2r2/L2) with the boundary value
of exp(−4π2), was chosen for the best fitting of the experi-
mental dependence of the Raman peak shift on the microcrys-
tal size for the Si or GaAs films of the microcrystals embedded
in amorphous material or surrounded by an oxygen layer.

Changing the boundary value of the phonon amplitude is
equivalent to changing the crystallite size. Therefore, to fit our
experimental data for the free-standing nc-Si films presented in
Fig. 3, the phonon confinement function must be chosen with
less rigid boundary than that provided by the model by Camp-
bell and Fauchet. We have tried the same weighting functions,
(2πr/L)−1 sin(2πr/L), exp(−αr/L) and exp(−αr2/L2), va-
rying α. Taking into consideration these weighting functions,
the Raman spectrum was calculated from Eq. (1) with the
Fourier coefficients determined from Eq. (2).

The numerical values of these coefficients decrease rapidly
with increasing the phonon wavevector q0 for the diameters of
the nanocrystals investigated in our experiment. As a result,
significant contributions to the integral (2) come from a rela-
tively small region at the center of the Brillouin zone where
the anisotropy is small. Due to that, the integration can be per-
formed assuming the spherical Brillouin zone with an isotropic
dispersion curve. For the backscattering configuration used in
our Raman spectrum measurements, only LO phonons are im-
portant. We consider the dispersion ω(q) of the LO phonons
in c-Si to be

ω(q) = A+ B cos(πq/2) ,

where A = 1.714 × 105 cm−1 and B = 1.000 × 105 cm−2.
These parameters were determined to describe the neutron scat-
tering data clearly [6].

We have obtained the best agreement between the calcu-
lated dependence of the Raman peak shift on the nanocrystal
diameter and our experimental data by choosing the phonon
weighting function to be gaussian, exp(−3π2r2/L2) (the pho-
non amplitude at boundary equals to exp(−3π2/2)). Our the-
oretical curve is presented in Fig. 3 by solid line.

Thus, the phonon weigting function determined here is a
gaussian with the coefficient α = 3π2 instead of the coefficient

α = 8π2 which is generally used to determine the diameter of
the nanocrystals.

The arbitrariness of coefficient suggests that the peak shift
of the Raman spectrum is not only determined by the size
of nanocrystals but also determined by terminated atoms on
nanocrystals such as hydrogen or oxygen, and it is likely that
the amplitude at the boundary of nc-Si with oxygen termination
is smaller compared to that with hydrogen termination.

3. Conclusions

We determined the average diameter and the size distribution
of the free-standing nc-Si films by using SAXS. We shown
that the Raman analysis based on the strong confiment model
with the phonon weighting function exp(−8π2r2/L2), gives a
larger average diameter compared to that estimated by SAXS.
Thus, we can point out that this model used until now is not
appropriate to determine the size of nanostructure. We found
the new weighting function being gaussian, exp(−3π2r2/L2),
provided less rigid confinement of the phonons in the micro-
crystal, which gives a correct relationship between the Raman
peak shift and the average size for the free-standing nanocrys-
tals.
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In recent time, the large interest is addressed to the fabrica-
tion of semiconductor lasers for mid-IR range on the base of
GaSb/InAs system. Usually, these laser structures contain Al-
rich cladding layers which, as expected, may have a tendency
for a strong oxidation in ambient conditions. Thick oxide for-
mation may cause a rising of Al-rich layers over the adjacent
layers without Al on laser mirror surface. Indeed, for a tradi-
tional laser system GaAs/GaAl0.3As this rising has been de-
tected, but only on the level of 1 nm [1] which, actually, is not
very important. Recently a ten times higher rising of Al-rich
layers with Al content up to 90% over a laser mirror surface
has been reported [2]. However, the raised part of Al-rich layer
was not flat and demonstrated unusual concave shape. In this
connection a plastic deformation of those layers during cleav-
ing could be cousidered as an alternative explanation, as it was
proposed in the studies of cleavages of GaAs/AlAs supperlat-
ice [3].

In our work the origin and the shape of relief at the open-
ings of Al-rich layers on mirrors of GaSb/Ga0.1Al0.9SbAs/
GaInAsSb laser structures (Fig. 1a) have been studied and an-
alyzed. For that, laser mirrors were obtained by the cleavage
and their topography was studied by the ambient atomic force
microscopy (AFM) and ultrahigh vacuum scanning tunneling
microscopy (UHV STM) methods. The AFM studies were
performed on Solver P-47 NTMDT device and for UHV STM
measurements the GPI-300.6 (CNSI, IGP RAS) system was
utilized.

The AFM experiments performed in ambient conditions
during 1 hour after the cleavage performance revealed eleva-
tion of the openings of Al-rich layers on the cleavage surface
up to 6–7 nm (Fig. 1b, c). At the same time, UHV STM stud-
ies of the cleavage topography during 30 hours after cleavage
performance in vacuum did not show any difference in the
height of adjacent GaAlAsSb and GaInAsSb layers (Fig. 1d).
A comparison of the ambient AFM and UHV STM topography
observation permits to rule out in our case the idea about plastic
deformation of Al-rich layers during cleavage process.

The AFM observations of the laser mirror topography dur-
ing a longer time period (see Fig. 2a, b) have shown that height
of the observed elevations is increasing with a time during more
then two months and this process speeds up when air humidity
is increased. So, we see a reasonable explanation of the Al-
rich layers elevation over mirror surface in the oxidation of the
surface openings of these layers in ambient atmosphere. The
speed of the growth of oxide layer also depends on the flatness
of the cleavage produced. For rough cleavages the speed is
higher. The thickness of oxide strongly depends on small vari-
ations in Al composition. In the structures studied we observed
elevation of the Al-rich layers up to 400 nm.
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Fig. 1. (a) Scheme of GaSb/Ga0.1Al0.9SbAs/GaInAsSb laser struc-
ture, 1,6 — GaSb, 2,5 — Ga0.1Al0.9SbAs, 3 — Ga0.65Al0.35AsSb,
4 — GaInAsSb; (b, c) AFM topography and profile of the structure
cleavage obtained 1 hour after cleving; (d) STM topography and
profile of the structure cleavage obtained 30 hours after cleaving.

It was also important to determine the depth on which the
oxidation penetrates in the Al-rich layers beneath the mirror
surface. For that, we studied the topography of the second
cleavage perpendicular to the mirror surface. The cleavage
scheme is shown in Fig. 3a. The observations on the second
cleavage have shown that inner part of the oxide is even larger,
approximately by two times, then elevated one (Fig. 3b). It
means that when oxidation comes to saturation and the elevated
part of oxide riches height of H = 400 nm the total oxide
thickness becomes more than one micron.
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Fig. 3. (a) — Scheme of the two perpendicular cleavages which
were used to reveal the oxid architechure; (b) — AFM topography
of the second cleavage surface which reveals the oxide shape. Oxide
penetration into Al-rich layer is 300 nm and its elevation over mirror
surface is 170 nm.

The last observation of the inner part of oxide reveals impor-
tant peculiarity about its shape: the inner front of oxidation is
not planar but curved. In the middle part of Al-rich layer oxide
is much thicker then at the interfaces with the adjacent layers
(Fig. 3b). According to existing models of oxidation [4, 5], a
penetration of the oxide into the materials is limited with the
strains arising at the front of oxidation. In this connection, the
observed curvature of oxidation front may evidence arising of

a considerable strains at the interfaces just near the mirror sur-
face. The concave shape of oxide elevations on Fig. 1b, c may
be the other evidence of the strain appearance at the interfaces
during the oxidation process.

In conclusion, we have revealed formation of a giant relief
oxidation related at the openings of Al-rich layers on mirrors
of GaSb/Ga0.1Al0.9SbAs/ GaInAsSb laser structures. The total
thickness of surface oxide can approach 1µm, two thirds of
which being beneath the surface. The oxidation of Al-rich
layers is not homogeneous and more intensive at the center
part of layers. Oxidation at the interfaces with the adjacent
laser structure layers is strongly suppressed which can evidence
arising of considerable strains in those areas in the process of
oxidation. In that connection, an attention should be given
to a possible influence of the selective layer oxidation on the
degradation processes on laser mirrors.
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Abstract. We discuss the temperature-dependent distribution of carriers localized in the sheet of CdSe/ZnSe islands under
the conditions of cw optical excitation. At low temperatures, due to the multi-hopping relaxation, the excitons are localized
mostly in the islands with deep localization potential, which results in the significant Stokes shift of the photoluminescence.
Up to the temperature of 100 K the Stokes shift increases with temperature in accordance with the kinetic model of hopping.
At higher temperatures the carrier distribution is totally quasi-equilibrium and its maximum moves toward the peak of the
density of states.

Introduction

CdSe/ZnSe nanostructures, demonstrating excellent lasing
properties in the optically pumped lasers, can hardly be ex-
ploited in the II–VI-based laser diodes due to the specific na-
ture of defects generated during laser operation in the N-doped
ZnSe-based materials ([1] and refs. therein). However, appli-
cations of the CdSe/ZnSe structures in electron-beam-pumped
lasers [2] and integrated schemes employing green II–VI lasers
pumped by InGaN-based light emitting devices [3] seems to
be very promising. Numerous studies have shown that co-
herent CdSe/ZnSe insertions with a nominal thickness in the
range of 1–3 monolayer (ML) represent the sheets of CdSe-
enriched islands with primarily 2-D character of excitonic lo-
calization, incorporated into the body of an alloyed ZnCdSe
quantum well. The complex morphology results in the specific
exciton energy distribution within the CdSe-induced localiza-
tion potential. Thermally activated redistribution of electron-
hole pairs, causing the non-monotonic red shift of the excitonic
emission with temperature, was detected in a number of stud-
ies. In [4] it was shown that occupation of excitonic states at
low temperatures and corresponding photoluminescence (PL)
behavior can be described using the percolation theory formal-
ism. In the present paper we study the temperature dependence
of electron-hole pair energy distribution in the sheet of CdSe
islands up to the room temperature under the conditions of cw
optical excitation.

1. Experimental

CdSe/ZnSe heterostructures were grown by MBE on GaAs
(100) substrates. 2.1 ML CdSe insertions were formed in a
ZnSe matrix by the migration enhanced epitaxy (MEE) tech-
nique, depositing 0.3 ML of CdSe per each cycle at the tem-
perature of 280 ◦C. Earlier we have shown that varying the pa-
rameters of the MEE procedure, i.e. the sequence and duration
of the growth interruptions after each MEE cycle, it is possible
to influence the mean CdSe composition and homogeneity of
the island ensemble [5]. In the present paper we report on the
study of 3 samples, fabricated using different growth interrup-
tions after the Se MEE cycle (10 s in the case of sample A, 60 s
for the sample B1 and, finally, 300 s for the sample B2).

The low-temperature PL of CdSe islands was excited with
the emission of a halogen lamp, dispersed by a monochromator.
The quant energy of the excited light could be either above or
below the ZnSe barrier. The latter case corresponds to the reso-
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Fig. 1. Low-temperature PL spectra of the samples excited within
the ZnSe barrier.

nant excitation of the nanostructures. Figure 1 shows the low-
temperature PL spectra of all samples excited into the ZnSe
barrier. While the increase in the duration of growth inter-
ruptions from 10 s (sample A) to 60 s (sample B1) results in
the redshift of PL spectra due to the rise of the Cd content
in the islands (see [5] for details), the further prolongation of
the pause after the Se deposition pulses does not modify the
Cd composition, making samples B1 and B2 almost identical.
Figure 2 presents low-temperature PL spectra of the sample B2
measured under the resonant excitation as well as PL excita-
tion (PLE) spectra detected within either high- or low-energy
side of the PL band. Resonantly excited PL spectra show that
the broad PL band registered at the barrier excitation consists
of two overlapping peaks denoted in Fig. 2 as I1 and I2. We
suppose that these lines, corresponding to the radiative recom-
bination of excitons trapped by the CdSe islands, arise from
different mechanisms of exciton relaxation in energy. I1 line
is related to the LO-phonon-assisted relaxation and I2 is a re-
sult of exciton migration over the ensemble of islands due to
the acoustic-phonon-assisted hopping. PLE spectrum detected
within the I2 line reflects the density of excitonic states (DOS)
of the ensemble of CdSe islands. The peaks attributed to the
heavy- and light-hole excitons [6] are clearly seen and their
spectral position and shape do not change when the detection
energy is tuned within the I2 contour.

Figure 3 shows the temperature dependence of the PL Stokes
shift for the samples A and B1. The high-temperature PL spec-
tra were measured under the HeCd laser excitation (325 nm,
5 mW). At these conditions, the PL spectra are broadened and
the I1 and I2 lines are not clearly resolved, which hampers in-
vestigation of the exciton distribution in detail. Nevertheless,
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−w2/kT law [8], using the parameters derived from the respective
low-temperature PLE spectra shown in the inset.

qualitatively, the behavior of the PL Stokes shift is consistent
with the kinetic model of the hopping [7]. According to this
model, at T = 0 the PL is dominated by excitons localized
by the isolated islands. With the temperature increase, these
excitons have a freedom for further energy relaxation by hop-
ping first up to the nearest higher-energy neighbor and then
down to a deeper-energy sites. Due to this mechanism the
Stokes shift of the PL increases with temperature up to 100 K.
At higher temperatures the distribution of electron-hole pairs
is obviously quasi-equilibrium in all samples and the temper-
ature dependence of the PL Stokes shift is fitted by −w2/kT

law [8], where−w2 is a dispersion of the Gaussian-like distri-
bution of states, derived for each sample from the fitting of the
PLE spectra by the Gaussian function (marked in the inset to
the Fig. 3 by the bold line).

Comparison of the Stokes shifts observed at high temper-

atures, as well as of the hh PLE line widths of samples A and
B1,2 allows us to conclude that the B-like growth sequence
eventually results in the narrower DOS dispersion of a CdSe
island array and higher Cd-content in the islands at the same
deposited CdSe nominal thickness. This correlates well with
the enhanced CdSe redistribution time during the long enough
growth interruption.
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Abstract. Analytic potentials of Scanning Auger Microscopy in study of semiconducting nanostructures composition are
demonstrated. The object of investigations was the self-assembled GeSi nanoclusters grown on silicon substrate by
Molecular Beam Epitaxy. The practicability of local compositional analysis in single GeSi nanoclusters was shown. The
spatial resolution of the apparatus was determined for different structures types. The measurement technique was developed
and the composition depth profiling of nanoclusters was fulfilled with 50 nm lateral resolution. The concentration calculated
using Scanning Auger Microscopy is in well agreement with results of photoelectric measurements.

Introduction

Nanoelectronics is developing vigorously today. The devices
with elements size of just a few nanometers have been cre-
ated already. It is well known the properties of solid state
nanostructures (carriers energy spectrum, electronic and opti-
cal properties) are defined to a considerable extent by the size,
shape and composition of nanoobjects. For geometric char-
acterization of nanostructures the Scanning Probe Microscopy
methods are successfully applied. the non-local methods of X-
ray difraction and Raman spectroscopy unable to get reliable
chemical composition in single nanoobjects were applied [1]
to estimate the nanostructures composition. One of the method
could solve the problem of nanoclasters analysis in nanometer
scale is the Scanning Auger Microscopy [2].

The objective of this work is to define the analytic poten-
tial of Scanning Electron/Auger Microscopy (SEM/SAM) with
nanometer probe diameter as applied to nanoobjects morphol-
ogy and local compositional study by the example of GeSi
nanoclusters formed on silicon substrate analysis.

1. Experimental

SEM/SAM investigations were carried out using ultra-high
vacuum instrument MultiProbe STM manufactured by Omicron
Nanotechnology GmbH (Germany). With Auger electrons ex-
citing the FEI SEG-20 electron gun (accelerating voltage —
up to 25 keV, beam current — up to 100 nA, electron probe
diameter — 20 nm) was used. Auger spectra was recorded by
using hemispherical energy analyzer EA-125 in single elec-
tron counting pulse mode. The system also included ion gun
for cleaning the samples and depth profiling by Ar+ ion sput-
tering.

To determine the SEM/SAM lateral resolution and real elec-
tron probe size a test sample was made on the basis of Cr/Ni.
The sample elements of morphology had size varying from
1000 to 10 nm according to Atomic Force Microscopy (AFM)
measurements. The resolution in SEM and SAM mode was 20
and 25 nm respectively.

Being investigated GeSi structures were grown through
Stranski-Krastanov self-assembling with the use of (1) Molecu-
lar Beam Epitaxy (MBE) and (2) Sublimation Molecular Beam
Epitaxy with gaseous germanium source (GeH4). Surface mor-
phology was investigated by AFM. In first case the uniform
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Fig. 1. Graduated characteristic for different oxide depth. (1) —
0 nm, (2) — 0,25 nm, (3) — 0.5 nm, (4) — 0.75 nm, and (5) — 1 nm.

(“hut”) clusters arrays with 300 nm lateral size 40 nm height
and 8 × 1012 cm−2 surface density were observed. Nanos-
tructures made by the second method had arrays of islands
with 100–900 nm lateral size 20–100 nm height and 2 × 107–
7× 108 cm−2 surface density.

During semiconducting objects SEM and SAM measure-
ments the effect of sample surface charging became apparent
and led to electron probe shift and defocusing [3]. Owing to
surface charge presence the spatial resolution on these struc-
tures 2–3 times less than on well conducting samples. During
GeSi nanoclusters investigation the resolution totaled 50 nm in
SEM and 70 nm in SAM mode.

Shift and defocusing of electron beam were the main prob-
lems during Auger spectra recording at defined point chosen
on SEM image and during acquisition of Ge surface distri-
bution. By applying the positive potential to the sample this
effect could be decreased but not completely excluded. To
solve this problem a special method was developed: the elec-
tron probe is positioned to chosen point and Auger spectra
are recorded within short time interval during which the probe
shift is negligible and it remains on the island. Then the in-
strument is switched to SEM mode again, beam correction is
made and procedure is repeated. Obtained after several (10–
20) cycles Auger spectrums are averaged for signal-to-noise
ratio increase.

The calibration characteristic was schemed to determine Ge
and Si concentration in nanoislands (Fig. 1).
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The compositional analysis of specially made samples of
GeSi solid solutions with different Ge content was fulfilled lay-
erwise. The test samples were made by growthing a polycrys-
talline GeSi film of 50–100 nm thick on high-alloyed silicon
substrate by Molecular Beam Epitaxy. Averaged concentration
of germanium and silicon in films were determined indepen-
dently by X-ray diffraction.

After the samples were made they are exposed to the air be-
fore being put into a vacuum chamber of Auger spectrometer.
While the samples are being exposed the surface layer is oxi-
dized. The calibration characteristic was built for several depth
values by using test samples to determine concentration of Ge
in oxide. According to the curves on Fig. 1 the concentration
ratio of germanium and silicon was different in oxide and in the
depth of the sample [4]. The ion sputtering of GeSi nanoclus-
ters was carried out layer-by-layer and Ge concentration was
received by using the calibration characteristic for proper ion
sputtering depth. There was a hypothesis of equality between
nanoclusters and GeSi solid solutions oxides.

2. Results and discussion

The germanium and silicon depth distribution in nanoclusters
and between them is shown on Fig. 2. Calculation of Ge
concentration was done by setting that the rest part of main
composition was silicon. The average germanium concentra-
tion obtained during local SAM measurements was 10–20%
lower than value being got from X-ray diffraction and Raman
spectroscopy measurements [5]. This could be explained by
different modes in which samples for calibration curve were
measured. The probe diameter in the case of calibration char-
acteristic was 30µm but during nanostructures investigation
the nanoprobe mode was switched on and diameter was 50 nm.
The fact of Ge Auger line intensity decrease after switching to
nanoprobe mode will need to be taken into account further for
truth Ge nanoclusters profiling.

To estimate the truth (avoid the systematic error) of con-
centration measurements independent experiments were ful-
filled for nanostructures created by Sublimation MBE. The
Ge concentration in GexSi1−x islands was measured indepen-
dently by using Photovoltage Spectroscopy on semiconduc-
tor/electrolyte junction. The experiment was carried out in
electrolytic cell using the satellite samples grown under the
same conditions as the samples for SAM investigation but
nanoclusters were covered with 40 nm thick Si layer. The
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Fig. 2. Ge depth distribution in nanocluster (1) and between nan-
oclasters (2). GeSi nanostructures were grown by Sublimation MBE.

method of photoelectric measurements and spectra analysis
is described in [6]. The x totaled 0.52 ± 0.10. This value is
close to average Ge concentration (x = 0.53) acquired from
depth distribution of Ge in nanoclusters (Fig. 2).

Conclusions

As a result the practicability of self-assembled GeSi nanos-
tructures compositional analysis with nanometer resolution of
using Scanning Auger Microscopy was shown. The SEM and
SAM spatial resolution was determined and amounted to 20
and 25 nm in SEM and SAM mode respectively for conduct-
ing Cr/Ni test sample and 50 nm in SEM and 70 nm in SAM
mode for GeSi/Si structures. The measurement technique was
developed, Ge and Si concentration profiling in nanoclusters
was done in nanoclusters. The concentration obtained by us-
ing SAM measurements is in well agreement with results of
photoelectric measurements.
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Abstract. The results of investigation of the room temperature growth of thin Bi film on Si(111)-7x7 are present. In the
initial stage of Bi film growth the rotationally disordered, pseudo-cubic, Bi{012} islands with uniform height of 13 Å are
formed. With increasing bismuth on the surface, islands interconnect maintaining however their uniform height and
structural phase transition of the {012} film into a hexagonal Bi(001) film takes place.

Introduction

Growth of thin metal films on semiconductor substrates has
been always an important subject for extensive experimental
and theoretical studies. The creation of new electronic devices
based on nanostructures depends strongly on size and distri-
bution of nanostructures on the substrate and requires a new
knowledge about their growth. Semimetal Bi has been widely
investigated because of its very interesting electronic proper-
ties, such as high carrier mobility, small effective mass and
large Fermi wavelength. Also, recently, extremely high mag-
netoresistance was observed in electrodeposited Bi film and it
was attributed to the excellent crystallinity of the film [1]. Bi
has metal-like high packing density but its quasi-cubic, layered
structure with bilayer stacking is an evidence of covalent-like
character of the crystal structure [2]. Immiscibility with Si
makes the Bi/Si a convenient system for studying the growth
of thin metallic films.

Experimental

Bi deposition experiments were done in the ultra-high vacuum
field ion microscope-scanning tunneling microscope (UHV
FIM-STM) system, with a base pressure below 1×10−10 Torr.
Phosphorus-doped, n-type Si(111) wafers, with a resistivity
1.4–1.7 cm were used as the substrates. The 7× 7 reconstruc-
tion of the Si(111) surface was prepared by resistive flash-
heating at approximately 1250 ◦C, followed by short anneal-
ing at 830 ◦C and slow cooling down to the room temperature.
Bismuth was deposited from the alumina-coated tungsten bas-
ket onto the freshly prepared Si(111)-7 × 7 surface kept at
room temperature (RT). Through this paper we define 1 ML012
as the density of Bi atoms in a pseudo-cubic Bi{012} plane
(9.06×1014 atoms/cm2). The density in the covalently bonded
Bi(001) bilayer plane: 1 BL001 = 1.14 × 1015 atoms/cm2

and atomic density of a single Si(111) bilayer: 1 MLSi =
7.83×1014 atoms/cm2. The crystal structure of Bi can be con-
sidered as a slightly distorted simple-cubic lattice where the
lattice planes that constitute this pseudo-cube are indexed as
equivalent (012), (112) and (102) (hereafter referred as {012}).
These planes intersect each other with angles of 92.5◦ or 87.5◦
and the interplane spacing is 3.28 Å [3].

Results and discussion

In the initial stage of the room temperature Bi growth on
Si(111)-7× 7 surface a wetting layer consisting of disordered
Bi clusters contained within 7 × 7 half-unit cells is formed.
With Bi coverage exceeding 0.9–1.1 ML012, small nanocrys-
talls start to form on top of the wetting layer, which later leads to
the formation of rotationally disordered, tabular islands with
uniform height of ∼13 Å, at coverage exceeding 2 ML012.
With further increasing of the Bi coverage the islands merge,
keeping their uniform height, which finally results in forma-
tion of quite flat, well ordered layer. High-resolution STM
image taken from that layer (Fig.1) shows the periodic struc-
ture with a rectangular, centered unit cell, with apparent size
of 4.6 ± 0.2 Å ×4.8 ± 0.2 Å. The size of the unit cell is con-
sistent with the bulk truncated Bi{012} surface. Taking this
into account, one can easily notice that the observed ∼ 13 Å
thickness corresponds exactly to 4 ML012. At Bi coverage 6–
7 ML012, the structural phase transition from two-fold {012}
film into the three-fold Bi(001) film takes place in the whole
volume of the film. High-resolution STM image (Fig. 2) shows
hexagonally ordered layer with the nearest-neighbor distance
of 4.5± 0.2 Å. Together with the observed in the STM images
apparent step hight of 4.0 ± 0.2 Å, these values correspond
very well to bulk values for (001) plane: 4.54 Å and 3.9 Å, re-
spectively. In order to explain observed experimentally forma-
tion of rotationally disordered , pseudo-cubic, Bi{012} islands
with uniform height, we performed ab initio calculations of the

(a) (b)

Fig. 1. (a) High-resolution filled state STM image of Bi{012} sur-
face; 30 Å×30 Å; −0.15 V; 1 nA. (b) Schematic top drawing of the
bulk truncated Bi{012} surface; (4.6±0.2) Å × (4.8±0.2) Å.
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(a) (b)

Fig. 2. (a) High-resolution filled state STM image of Bi001 surface;
30 Å×30 Å; −0.9 V; 1 nA. (b) Schematic arrangement of Bi atoms
in the {001} plane; 4.5 Å± 0.2 Å.

2ML

4ML

Fig. 3. STM image (size: 50 × 50 nm2) of the Bi{012} islands
formed after deposition of nominal 2.5 ML012 of Bi on Si(111)-7×7
surface kept at RT — only 4 ML and 2 ML high Bi{012} islands are
formed.

Bi{012} film structure. Results of the calculations strongly in-
dicated that due to the atomic relaxation, atoms in the top layer
of the {012} film form new bonds to those in the second layer.
As a result, all dangling bonds are saturated. Such relaxation
leads to the pairing of the layers, inducing enhanced stability
of the Bi{012} film containing even number of layers (n = 2,
4, 6. . . ). This is in good agreement with the experiment where
for as-deposited Bi film at this coverage range we observe only
2, 4 (preferentially) (Fig. 3) and 6 ML012 thick Bi{012} islands
[4]. To check the consistency of our model we deposited nom-
inal 2.5 ML012 of Bi on the Si(111) surface. Immediately after
the deposition, only two types of Bi{012} islands are formed
on the top of wetting layer. Height profiles taken from the
STM images confirm that indeed, only 2 ML012 (6.6±0.2 Å)
and 4 ML012 (13.2±0.2 Å) high Bi island are observed, and
4 ML012 high Bi{012} islands are significantly more abundant.
We did not observe any odd-number layered islands, which
is in agreement with the predictions based on the proposed
model. Moreover, short annealing of the as-deposited struc-
ture at about 380 K leads to disappearance of 2 ML012 high
islands, suggesting their meta-stable character, predicted by
the total energy calculations. Instead, the average size of the
4 ML012 islands increased due to process and a small number of
6 ML012 (19.8± 0.2 Å) high islands also appeared. Statistical
analysis of the height of more than thousand islands observed
on as-deposited as well as annealed surface was performed.The
increasing of the Bi coverage does not change the height distri-
bution of the Bi{012} islands, up to the nominal Bi coverage of
about 5 ML012 (including wetting layer). Around this coverage
the interconnection of the predominantly 4 ML012 high islands
is completed and at that moment we are able sometimes to ob-

serve local formation of 5 ML012 thick Bi film, but this fifth
{012} monolayer was found to be unstable. It can be observed
only right after Bi deposition and it quickly disappears, even
at RT.

Summary

We have presented a novel RT growth of thin Bi films on Si(111)
surface. We determined, that pseudo-cubic, Bi{012} islands
with uniform height of about 13Å are formed in the initial stage
growth. With increasing the Bi coverage, islands interconnect
keeping their uniform height. Using ab initio calculations we
clarified that Bi{012} film undergoes relaxation, which leads
to the pairing of the layers, resulting in the enhanced stability
of even-number-layered Bi{012} film at RT. Further increase
in Bi amount on the surface is accompanied by unique and
unexpected structural phase transition of the {012} film into a
well-ordered, hexagonal Bi(001) film, at nominal coverage of
about 8–10 ML{012}.
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Abstract. We show that the study of conductivity nonlinearity gives a possibility to determine the condition when the
diffusion conductivity changes to the hopping one with increasing disorder. To test our suggestions we apply this method to
the 3D p-InSb samples. In this material the transition from the hopping to diffusive conductivity is observed after applying
of the uniaxial compression. For comparison we simultaneously analyze the nonohmic conductivity in conventional
centrally doped single quantum well GaAs/InGaAs 2D heterostructure. It is shown that in 2D structures the conductivity
remains diffusive down to low temperature conductivity value about 10−2e2/h.

The increase of a disorder (amplitude of long range potential
fluctuations δ) or the decrease of the Fermi level (EF ) leads
at low temperature to the conductivity mechanism changing:
from the diffusion at EF/δ > 1 to the hopping at EF/δ < 1.
The situation in two dimensional systems is essentially com-
plicated because the quantum corrections to the conductivity
in 2D are noticeably larger than in 3D. At not a very large kFl-
value (kFl � 2 − 3, where kF is the Fermi quasimomentum, l
is the mean free path) the corrections value can be close to the
Drude conductivity σ0 = πG0kFl (where G0 = e2/(2π2h̄) =
1.23×10−5�−1). Therefore, the corrections can lead to strong
temperature dependence of the conductivity even in the diffu-
sive regime. It is clear that the disorder increasing must lead
eventually to the transition to the hopping conductivity (strong
localization). The conditions when such a transition occurs is
under the question up to now.

Our method of the conductivity mechanism determination
is based on the fact that the electron- and lattice-temperature
dependence of energy relaxation rate P(Te, Tl) is of special
form in the diffusive regime. It is equal to the difference of
two identical functions, one of them depends on the electron
temperature and another one depends on the lattice tempera-
ture [1]:

P (Te, Tl) = F (Te)− F (Tl) . (1)

It follows from this equation, that the derivative ∂P (Te, Tl)/
∂Te does not depend on Tl

∂P (Te, Tl)

∂Te
= ∂F (Te)

∂Te
. (2)

It means that the derivatives taken at different lattice tempera-
tures fall on single curve. This applicable only for the “true”
energy relaxation rate. In almost all cases this function can-
not be found directly: it is obtained from some processing of
measurable quantities. Usually the energy relaxation rate is de-
termined from the temperature and electric-field dependences
of conductivity: σ(T ) and σ(E). In such a way obtained P -
value will be close to the “true” one. It is important that the
derivative will be independent of the lattice temperature only
if additional conditions concerning the dependences σ(T ) and
σ(E) are satisfied. First, the conductivity should depend on
the electron temperature only. Second, an assumption of the
effective electron temperature should be fulfilled, i.e., the en-
ergy distribution function of electrons in strong electric field

should be the same as without electric field, but with another
temperature Te > Tl . Third, the conductivity should depend
on the electric field only via the changing of the electron tem-
perature in the field. It is clear that all these conditions cannot
be fulfilled in the hopping regime.

Thus, if we plot the derivatives obtained at different lattice
temperatures for different conductivity values, the dependence
of ∂P (Te, Tl)/∂Te on lattice temperature should arrive at the
transition to the hopping conductivity.

Experimentally, we investigated the nonohmic conductiv-
ity for heterostructure with InGaAs single quantum well in
GaAs. The structure had a Si δ doping layer in the center
of the quantum well. The electron density and mobility were
n = 1.65×1016 m−2 andµ = 0.12 m2/(V s), respectively. The
samples were mesa etched into Hall bars on which basis field-
effect transistors with an Al gate electrode were fabricated. It
was very important to use thick insulator between gate elec-
trode and 2D channel to decrease the influence of voltage drop
over the channel. We used the 10µm organic insulator (poly-
imid) which was coated on to the cap layer before fabrication
of the gate electrode.

To test our method we make same investigations of non-
ohmic conductivity on 3D p-InSb sample with acceptor con-
centration of about 2 × 1016 cm−3 and compensation degree
K = 0.1. In this material the transition from the hopping to
diffusive conductivity occurs under the uniaxial compression.
The pressure χ at which the transition occurs was determined
from the pressure dependence of ε1 energy and was found about
2.5 kbar for the investigated sample [2].

For 2D structures in what follows the results obtained for
different electron density will be referenced by the value of σ
measured at T = 1.5 K.

The energy relaxation rate was determined by conventional
method from comparison of σ(E) and σ(T ) dependences [3].
To obtain ∂P (Te, Tl)/∂Te, we have numerically differentiated
the experimental dependences P(Te, Tl). This quantity as a
function of electron temperature taken at different lattice tem-
peratures is presented in Fig. 1 for 2D structure, and in Fig. 2
for the 3D InSb sample. It is seen, that both figures are very
similar. Even this similarity supports our method of the con-
ductivity mechanism determination.

First we consider the results for highest conductivity, which
unambiguously corresponds to the diffusion regime (Fig. 1a
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Fig. 1. The ∂P (Te, Tl)/∂Te as a function of electron temperature Te
measured at different lattice temperatureTl for various conductivities
for 2D GaAs structure.
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and Fig. 2a). It is clearly seen that for both 3D and 2D cases
the derivatives obtained for different lattice temperatures fall
on common curve as it has to be in the diffusive regime.

Such a data processing was carried out over the whole con-
ductivity range and the results are presented in Figs. 1b-1e and
2b-2e. It is seen that in both cases there is a wide conductivity
range where ∂P (Te, Tl)/∂Te obtained for different lattice tem-
peratures fall on common curve. We know that for InSb the
transition occur between Figs. 2c and 2d. For the 2D sample,
the same change is observed between Figs. 1d and 1e. Thus, in
2D structure this transition occurs at σ < 10−2e2/h. At lower
conductivity the derivative in both cases noticeably depends on
the lattice temperature: there is substantial divergence between
the curves taken at different lattice temperature. The conclu-
sion that the low-temperature conductivity of the disordered
2D systems remains diffusive down to σ � e2/h agrees with
the results of our previous studies of nonohmic conductivity
in another type of GaAs structures [4] and with the results of
investigations of the quantum corrections to the conductivity
at decreasing of kF l carried out in [5].

In summary, we have proposed the way how studying the
conductivity nonlinearity one can determine the condition
when the diffusion regime changes to the hopping one. This
method was tested on the material with known conditions at
which the transition occurs: p-InSb. Using this method, we
have shown that for single quantum well GaAs/InGaAs/GaAs
heterostructures the conductivity remains diffusive down to
σ ≈ 10−2e2/h.
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Abstract. Photoluminescence mapping was performed at 80 and 300 K on self-assembled InAs/In0.15Ga0.85As quantum
dots structures. A reduction of the ground state PL intensity is accompanied with a monotonous “blue” shift of the
luminescence maximum at 300 K from 0.99 to 1.02 eV and “red” shift at 80 K from 1.09 to 1.06 eV. The reason is suggested
to account for intensity variation of the quantum dot luminescence connected with decreasing of a dot size from the
periphery toward the center of the samples. In PL spectra measured at high excitation (600 W/cm2) three PL bands (GS,
1ES, 2ES) are well resolved. Corresponding multi excited state mapping was carried out, which revealed some peculiarities
in intersublevel energy spacing variations.

Introduction

Nanometre scaled confinement of electrons in InAs quantum
dots (QD) determines the optoelectronic device parameters [1].
This confinement strongly depends on shape, size and strain
field of single QDs. For basic knowledge and for creation a
perfect laser structures it is very important to completely under-
stand the electronic structure and physical parameters of QDs.
Despite on the number of research has been done in this area
the effects of the dot size and shape on the dot potential and
corresponding electronic level structure, however, are not well
understood. This paper presents the scanning photolumines-
cence (PL) spectroscopy at 80 and 300 K of the ground (GS)
and multi excited states (1ES, 2ES) in InAs/ In0.15Ga0.85As
QD. At the first we will show that investigated structures are
characterized by the long range variation of the QD sizes in dot
ensemble across the sample. Second we will discuss the multi
excited state energy variation in dependence on ground state
energy (or on QD sizes).

1. Experimental details

The solid-source molecular beam epitaxy (MBE) in V80H re-
actor is used for growth of the laser structure consisting three
layers of InAs self-organized QDs inserted into In0.15Ga0.85As/
GaAs quantum wells (QW). In the centre of the waveguide,
an equivalent coverage of 2.4 monolayers InAs QDs are con-
fined approximately in the middle of a 9 nm In0.15Ga0.85As
QW. The structures are grown under As-stabilized conditions
at 510 ◦C, during the deposition of the InAs active regions and
InGaAs wells and 590–610 ◦C for the rest layers of the struc-
ture. The individual dots are of ∼ 14−15 nm in the base sizes
and ∼ 7 nm in height. The dot density is determined by AFM
observation of parallel wafer that have not been overgrown
by QW and by cladding layers. The in-plane dot density is
(5.3) × 1010 cm−2. Due to 16.5 nm GaAs layer (spacer) be-
tween the dot InAs/InGaAs layers vertical alignment and elec-
tronic coupling of the QDs can be excluded.

The photoluminescence spectra was dispersed by SPEX
500M spectrometer and recorded by liquid-nitrogen cooled
Ge-detector coupled with a lock-in amplifier. The scanning
PL spectroscopy of GS in QDs was performed at 80 K and
room temperatures, using pulsed solid state 800 nm IR laser

with 30 mW average power and 150 mW peak power as the
excitation source mainly. The laser beam was focused down
to 200 µm in diameter with the excitation power density of
∼ 100 W/cm2. Multi excited state PL mapping was pre-
formed at 80 K as well using ofAr+ laser with light wavelength
514.5 nm and power up to 200 mW focused down to 200 µm
in diameter (excitation power density is up to 600 W/cm2).
Samples were mounted on PC controlled X-Y moving stage.
Typical mapping area was 5 mm × 15 mm rectangle with the
step of 200 µm. PL maps were obtained by the consecutive
measurement of the spectrum at individual sample spots.

2. Results and discussion

The spatial distribution of the ground state PL intensity was
obtained at 80 and 300 K. At room temperature, the PL maxi-
mum corresponding to the electron-hole ground state transition
is observed in the range from 1.01 to 1.12 eV. The PL mapping
of this maximum revealed a strong, over one order of magni-
tude inhomogeneity between high and low intensity regions on
the same wafer.

In the high PL intensity areas, the PL band shows a Gaus-
sian shape with a high-energy shoulder due to QD excited state
(Fig. 2 and 3). In the low PL intensity areas, the band is broad-
ened and exhibits an asymmetric shape indicating a superpo-
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Fig. 1. Room temperature PL intensity map at 0.99 eV on 5 sample.
Mapping areas is 4×15 mm (15×40 arb. units). PL intensity is
presented in the contrast bar in logarithmic scale and arbitrary units
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sition with other PL bands. Using spectroscopic PL mapping,
we observed the PL intensity versus PL maximum dependence
across the wafers. The ground state PL intensity decreasing
is accompanied by a monotonous “blue” shift of the lumines-
cence maximum at 300 K (Fig. 2) from 0.99 to 1.02 eV and
“red” shift at 80 K (Fig. 3) from 1.09 to 1.06 eV.

This effect leads at the sample center to shallower QD lo-
calized states (i.e. smallest electron and hole binding energies),
poorer carrier localization and, as consequence, a higher prob-
ability of the carrier thermal escape, which reduces their room-
temperature PL intensity [2].

Multi excited PL band mapping was performed at 80K as
well at excitation power density 600 W/cm−2. In PL spectra
measured at high excitation three PL bands (GS, 1ES, 2ES)
are well resolved that allow to carry out spatial scanning of
their peak positions across the sample versus corresponding
GS energy maximum (Fig. 4).

For investigated samples the intersublevel energy spacing
was not equidistant. These energy spacing are of 55.6 (GS-
1ES) and 45.1 (2ES-1ES) meV for low energy GS optical tran-
sition at 1.090 eV (bigger QDs) and it decreases monotonically
to 51.0 (GS-1ES) and 31.5 (2ES-1ES) meV for high energy
GS optical transition at 1.129 eV (smaller QDs). The reason
of such type multi excited state energy trend versus QD size is
discussed.
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Abstract. Capacitance spectroscopy was employed to study electronic structure of self-assembled Ge quantum dots
coherently embedded in a n-type Si matrix. Evidence for an electron accumulation in the vicinity of Ge dots was found. The
data are explained by a modification of the conduction band alignment induced by inhomogeneous tensile strain in Si
around the buried Ge dots.

Introduction

There are two main types of band-edge alignment, namely type-
I and type-II, in heterostructures with semiconductor quantum
dots (QD’s). In type-I QD’s, the band gap of the narrow-gap
material lies entirely within the gap of the wide-gap semicon-
ductor, and both electron and hole are confined inside the same
region [Fig. 1(a)]. A typical example of type-I band-edge line-
up is the InAs QD’s in GaAs matrix. For type-II QD’s, the
localization inside the dot occurs only for one of the charge
carriers, i.e. electron (e) or hole (h), whereas the dot forms a
potential barrier for the other particle [Fig. 1(b)]. One such sys-
tem is Ge/Si(001) dots, in which the holes are strongly confined
in the Ge region, and the electrons are free in the Si conduction
band. When an electron-hole pair is photoexcited, the hole is
captured by the Ge dot and creates an attractive Coulomb po-
tential, resulting in a binding of an electron in Si in the vicinity
of the dot [1]. Thus, the common view is that the localiza-
tion of electrons in type-II Ge/Si(001) QD’s is possible only
under interband optical excitation. However, the above con-
sideration disregards possible modification of the band struc-
ture due to inhomogeneous strain in the dots and surrounding
matrix, leading to an overestimated determination of the in-
terband transition energies while analyzing numerous photo-
luminescence experiments. Recent calculations [2,3,4] on Ge
nanoclusters coherently embedded in the Si host demonstrated
that tensile strain in the surrounding Si causes splitting of the
sixfold-degenerate 
 valleys into the fourfold-degenerate 
4
valleys in the growth plane and twofold-degenerate
2 valleys
in the [001] growth direction. Figure 1(d) represents a Fermi
surface for the Si conduction band and illustrates the definition
of 
4 and 
2 valleys. The silicon band gap near the dot turns
out to be smaller than that for bulk Si [5]. The lowest conduc-
tion band edge just above below the Ge island is formed by the

2 valleys yielding the triangle potential well for electrons in
Si near the Si/Ge boundary [Fig. 1(c)]. Thus one can expect
that three-dimensional confinement of electrons in the strained
silicon can occur without any holes in the Ge dots. In this
paper we verify this hypothesis by using the capacitance spec-
troscopy and present the experimental evidence for electron
accumulation in the strained Si close to embedded Ge dots.

1. Experimental

The transfer-doped heterostructures used in this study were
grown by molecular beam epitaxy on a (001)-oriented n+-type
Si substrate. Transfer doping was achieved by a Sb-doped
strained Ge0.3Si0.7 layer separated from the Ge QD’s by 15 nm.

GaAs InAs GaAs Si Ge Si

CB

VB

e

h
h

e e CB

VB

(a) (b)

(c) (d) [100]

[001]

[010]
Si SiGe
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VB

type I InAs/GaAs  QD type II Ge/Si QD

∆4 ∆4
∆4 ∆4

∆4
∆4

∆2 ∆2

∆2

∆2

Fig. 1. Schematic overview of the band alignment in (a) type-I and
(b) type-II QD’s. (c) Band structure in Ge/Si(001) QD’s modified
by tensile strain. The conduction band (CB) in Si just above and
below the Ge dot splits into 
4 and 
2 valleys. (d) Fermi surface
in the Si conduction band.

The growth procedure producing Sb-doped layers was the fol-
lowing. After deposition of 1012 cm−2 Sb at 500 ◦C, a 0.3 µm
thick Si buffer layer was grown. The layer of self-assembled
Ge dots was formed subsequently by depositing 8 monolayers
Ge while the sample temperature was kept at 500 ◦C. Typical
dimensions of the Ge hut clusters are a width of 20–30 nm and a
height of 2–3 nm. Then a 15 nm Si spacer and a 5 nm Ge0.3Si0.7
barrier layer were grown. At the end of this sequence, the
sample was immediately cooled to 300 ◦C and covered by an-
other 5 nm wide Ge0.3Si0.7 layer to trap the segregated anti-
mony dopant atoms. Then the temperature was increased up to
500 ◦C and a 5 nm Ge0.3Si0.7 and a 0.3 µm Si cap layers were
grown. A Ti-Au Schottky barrier with an area 6.6× 10−3 cm2

was deposited on top of the samples. Figure 2 demonstrates a
schematic alignment of the conduction band edge in the final
diode structure.

Since the vertical strain extension from the Ge island (typ-
ically of the order of the island height) is less then the width of
the Si spacer layer (15 nm), the Ge0.3Si0.7 layer is formed on the
relaxed Si, being coherently stained. Strained Ge0.3Si0.7 films
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Fig. 2. Schematic diagram of the conduction band edge of the
Si/Ge0.3Si0.7/Si/Ge/Si(001) Schottky structure under reverse bias
condition. The Si adjacent to the top and bottom of the Ge island is
tensile strained.

on Si(001) show a type-II offset for the 
4 conduction band
of about 40 meV [6]. The antimony ionization energy in Si
and Ge0.3Si0.7 has approximately the same value (≈ 40 meV).
Therefore the Sb electron levels in Ge0.3Si0.7 lie close to the Si
conduction band edge (Fig. 2) and, after spatial transfer, can
supply electrons on the remote layer of Ge QD’s.

To separate response from the dots, the reference sample
was grown under conditions similar to the dot sample, except
that no Ge QD’s were deposited.

2. Results

Figure 3 shows capacitance-voltage (C-V) and conductance-
voltage (G-V) characteristics for the reference and the dot sam-
ples measured at room temperature at a frequency of 100 kHz.
The ledge in the C-V data occuring between −1 and −0.3 V
and accompanying a conductance peak in both samples is a
result of increased concentration of buried Sb impurity atoms
in Ge0.3Si0.7 layer located 0.3 µm below the metal-Si inter-
face. The diode with embedded Ge dots shows an additional
pronounced plateau between −1.5 and −1 V. It appears as a
second peak both in the charge concentration profile at a depth
of 0.34 µm evaluated from the C-V data (see inset of Fig. 3)
and in the G-V curve at −1.5 V, and relates to accumulation
of electrons in the layer of Ge/Si QD’s. The nominal position
of the Ge dot layer is 0.33 µm from top. The peak position is
shifted towards larger depth by approximately 10 nm, indicat-
ing that the energy level of electrons confined near the dots is
somewhat deeper than the Sb impurity level in Si.
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Positive and negative persistent photoconductivity in InAs/AlSb QW
heterostructures: control of 2DEG concentration and built-in electric
field
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Abstract. Bypolar persistent photoconductivity at T = 4.2 K in InAs/AlSb heterostructures with two-dimensional electron
gas is studied. Under illumination by IR radiation (h̄ω = 0.6−1.2 eV), positive persistent photoconductivity related to the
photoionization of deep donors is observed. At shorter wavelengths, negative persistent photoconductivity is observed that
originates from bandgap generation of electron-hole pairs with subsequent separation of electrons and holes by the built-in
electric field, capture of electrons by ionized donors, and recombination of holes with electrons in InAs quantum well.
Under illumination by blue light the electron concentration in the quantum well is shown to decrease up to one order of the
magnitude. At the IR illumination leading to the increase of both the electron concentration and the built-in electric field a
beating pattern is observed in the Shubnikov-de Haas oscillations indicating the possible appearance of two sets of Landau
levels due to the Rashba effect.

Introduction

InAs-based quantum wells (QW) heterostructures are promi-
sing for the fabrication of high-frequency transistors, resonant-
tunneling diodes, devices for mid IR optoelectronics and spin-
tronics. InAs/AlSb heterosystem exhibits a large value of the
conduction band offset at the heterointerface of 1.35 eV and
high mobility of electrons in InAs QWs up to 9×105 cm2/(V s)
at T = 4.2 K [1]. The electrons are present even in the QWs of
nominally undoped structures [2], the electrons being supplied
by deep donors in an AlSb or surface donors in GaSb cap [3–
7]. The unique features of this heterosystem is bipolar persis-
tent photoconductivity (PPC) at low temperatures [2]. When
the heterostructures are exposed to IR radiation, positive PPC
(PPPC) is observed due to the photoionization of deep donors in
AlSb barrier layers followed by the capture of photogenerated
electrons in InAs QWs [8, 9]. When the heterostructures are
exposed to visible light, negative PPC (NPPC) is observed [2,
7-9]. The latter is attributed to bandgap excitation of electron-
hole pairs with subsequent separation of electrons and holes
by the built-in electric field, capture of electrons by ionized
donors, and recombination of holes with 2D electrons in InAs
QWs. Until now, the PPC spectra in InAs/AlSb heterostruc-
tures were studied in the only work [8] in the spectral range
h̄ω = 1−3 eV and in the undoped samples only. This paper
deals with the detailed study of PPC both in undoped and se-
lectively doped InAs/AlSb heterostructures over a wider range
h̄ω = 0.6−6 eV. The goal was to gain insight into the nature of
NPPC and to control 2D electron concentration and the built-in
electric field.

1. Experimental

The heterostructures under study were grown by molecular-
beam epitaxy on semi-insulating GaAs(100) substrate on a
composite AlSb or GaSb buffer. The active part of the struc-
tures consists of a bottom AlSb barrier of thickness 12–40 nm,
InAs QW 15 nm wide, a top AlSb or Al0.8Ga0.2Sb barrier of

thickness 30–40 nm, and a 6-nm-thick GaSb cap layer [10]. In
several structures 3 nm InAs layer was grown over GaSb one.
In selectively doped structures, two δ-layers of Te were intro-
duced in AlSb barriers 15 nm from the QW. The special shutter
sequence was employed at the start and the finish of the InAs
QW to ensure formation of In-Sb chemical bonds at both QW
interfaces [11]. The concentration and mobility of 2D elec-
trons at T = 4.2 K were determined from the measurements
of the Hall effect and Shubnikov-de Haas (SdH) oscillations.
The parameters of the samples are listed in the Table 1.

Table 1. Parameters of the samples under study at T = 4.2 K.

ns, µ,

Sample Top barrier Cap layer (1012 cm−2) (105 cm2/Vs)
A680 AlSb GaSb 0.74 —
A839 AlSb GaSb 0.68 2.5
A856 AlSb GaSb 0.65 3.9
A824 Al0.8Ga0.2Sb GaSb 0.95 4.4
A1444 AlSb GaSb 3.2 0.63
A1445 AlSb GaSb 2.4 1.0
A1532 AlSb InAs — —
A1534 AlSb InAs 0.75 0.33
A1535 AlSb InAs 0.46 0.48

The PPC spectra were recorded using an MDR-23 grating
monochromator using a quartz incandescent lamp as the radi-
ation source. At the monochromator output, the radiation was
coupled to an optical fiber and delivered to the sample held
within a liquid helium storage Dewar vessel. Two stripe In
contacts were deposited onto a sample surface with a typical
area of 4 × 4 mm at the edges (at a distance of about 3 mm).
The photoconductivity spectra were recorded in two different
modes: (i) each data point was taken after switching off the
illumination, consecutive measurements being made step by
step starting with the long wavelength part of the spectrum;
and (ii) measurements were performed under continuous illu-
mination with monochromatic radiation with the wavelength
slowly scanned starting from the short-wavelength part of the

396



2DEG.01i 397

200

180

160

140

120

100

80

60

40

20

R
(

)
Ω

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
�ω (eV)

8.0

7.5

7.0

6.5

6.0

5.5

5.0

N
s

(×
10

cm
)

11
−2

A839

A680 (×0.45)

A856

B824

Kroemer

Fig. 1. Photoconductivity spectra of nominally undoped InAs/AlSb
heterostructures (curves). Solid lines correspond to the data recorded
under constant illumination with radiation the wavelength of which is
continuously scanned; dots correspond to the values of the resistance
recorded after switching illumination off at each point. Horizontal
dotted lines indicate the values of the initial dark resistance for each
sample. The lower curve (Kroemer) represents the photoconductiv-
ity spectrum of sample B from [8] (in arbitrary units). Squares —
2D electron concentration versus photon energies measured by Hall
effect in the sample A680.

spectrum. The typical time of a spectral recording was several
tens of minutes.

2. Results and discussion

Photoconductivity spectra for nominally undoped heterostruc-
tures A680, A839, A856, and B824 are shown in Fig. 1. One
can see that, for these samples, the photoconductivity spec-
tra obtained by the two methods described above (shown by
dots and solid lines, respectively) agree well with each other.
This means that persistent photoconductivity was measured in
both modes, i.e., the effect introduced by constant illumina-
tion in the case of continuous recording of the spectral curves
is insignificant. For comparison, the photoconductivity spec-
trum of a similar InAs/AlSb sample (with an InAs QW 12 nm
wide) taken from [8] is also shown in Fig. 2. In agreement
with the results obtained in [8], we observed PPPC in the long-
wavelength part of the spectrum, beginning from the lowest
photon energy involved in our measurements (h̄ω = 0.62 eV).
At h̄ω > 1.1 eV, the sample resistance increases and PPPC
is changed to NPPC; simultaneously, the slope of the spectral
dependences increases. In all samples, several characteristic
local maxima of NPPC are observed at h̄ω > 2.1 eV and a
sharp drop of the resistance takes place at h̄ω > 3.1 eV. For
sample B824, the measurement range was extended to 6 eV;
beginning with 5 eV, a weak gradual increase in NPPC was
observed. The measurements reported in [8] were carried out
in the range of photon energies up to 3 eV, and resistance drop
in the ultraviolet region was not observed. Once can see that in
the sample A856 with Al0.8Ga0.2Sb top barrier the high-slope
region in the resistance spectral curve is shifted to lower pho-
ton energies; meanwhile, the positions of most of the spectral
features remain unchanged.

The energy-band diagram of the active region of a nom-
inally undoped heterostructure with 2D electron gas (2DEG)
in the InAs QW is shown in Fig. 2. Following [8], we relate
the PPPC observed in the long-wavelength region to the pho-
toinization of deep donors and accumulation of electrons in

5 nm GaSb 30 nm AlSb 15 nm InAs 12 nm AlSb

EC

EF

EV

2.39 eV 1.35 eV
1.61 eV

0.3 eV

0.45 eV

0.1 eV

0.81 eV

0.35 eV

Fig. 2. Energy-band diagram for nominally undoped InAs/AlSb
samples. The 2DEG appears in the InAs quantum well due to ion-
ization of donors at the surface of the GaSb cap layer and deep-level
donors in AlSb barriers, which leads to the formation of the built-in
electric field. The dashed line shows the profile for the edge of the
�-valley in the conduction band of AlSb.

the QW. PPPC takes place at energies (h̄ω ≥ 0.62 eV) lower
than the distance from the Fermi level (which is located about
100 meV above the bottom of the InAs conduction band) to
the edge of the conduction band in AlSb. The corresponding
transitions can occur between neutral donors (i.e., donors with
levels below the Fermi level) in the bulk of the AlSb and higher
electron subbands of size quantization in the InAs QW (wave
functions of these subbands penetrate much more deeply into
the barrier than the wave function of the 1st subband). The elec-
trons excited into the QW relax rapidly to the 1st subband, and
their transitions back to the ionized donor centers are inhibited
due to high confinement of the 1st subband wave function.

Again following [8], we believe that the NPPC observed
upon increasing the photon energy originates from bandgap
excitation of electron-hole pairs with subsequent separation of
the charge carriers by the built-in electric field and capture of
holes into the QW, where they recombine with the 2D electrons.
As the photon energy is increased, the electron-hole pairs are
first generated in the GaSb cap layer. With further increase in
the photon energy, excitation of electron -hole pairs through
the indirect band gap of AlSb sets in for h̄ω > 1.61 eV (see
Fig. 2). Finally, at h̄ω = 2.39 eV, direct optical transitions of
electrons from the valence band to the�-valley of theAlSb con-
duction band are expected to set in. If the top barrier is made
of Al0.8Ga0.2Sb, which has a narrower bandgap, all thresh-
old energies in the NPPC spectra should decrease, and exactly
this is the case for sample A856 (see Fig. 1). The distinctive
peak of NPPC at h̄ω = 2.2 eV is most probably related to the
presence of some specific donor centers in the structures under
study; these centers appear to have been absent in the samples
studied in [8]. This peak was observed in the structures with
the top barrier composed of either AlSb (samples A680, A839
and B824) or Al0.8Ga0.2Sb (sample A856); in the latter case,
apparently, the peak is related to similar optical transitions in
the bottom AlSb barrier. A sharp drop in NPPC is attributed
to the switching-off direct optical transitions from the heavy
hole subband (where the density-of-states is maximal) to the
conduction band due the reaching of its ceiling.

Let us briefly discuss the PPC of selectively doped samples
B1444 and B1445 [12]. Here, unlike the spectra of nominally
undoped structures, a well-defined peak of PPPC is observed
near 1 eV. For structure B1445 with a lower doping level, a
band of weak NPPC in the high-photon-energy region is still
present. In the PPC spectrum of sample B1444 with a higher
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doping level, a characteristic increase in the resistance in the
short-wavelength region of the spectrum is also observed; how-
ever, this increase is insufficient to overcome the general trend
(which holds for all wavelengths) toward the reduction in the
resistance. Apparently, apart from the formation of shallow
donor levels [13], doping AlSb with Te impurity may result in
the appearance of deep donor levels that lie below the Fermi
level. If the concentration of Te is high (sample B1444), pho-
toionization of deep-level centers is dominant for all photon
energies and NPPC is not observed.

Fig. 3 represent the PPC spectra of the samples with InAs
cap layer grown over the GaSb one. Just as in the Fig. 1 a
pronounced PPPC is observed in the long wavelength range.
However the NPPC is very weak. This allows to conclude that
the NPPC results from the photoexcited electron capture by
surface donors in the GaSb cap layer (cf. [8,9]) (that appar-
ently are absent in the InAs one) rather than by deep donors in
the AlSb barrier layers. The maximum decrease of 2D elec-
tron concentration due to NPPC achieved is one full order of
magnitude from 6 × 1011 down to 6 × 1010 cm−2 under illu-
mination by blue light emitting diode (LED) with the photon
energies exceeding the direct bandgap of AlSb [14]. At the
same time the illumination of the sample with red LED results
in concentration decrease by 3 times only.

At the illumination of the InAs/AlSb heterostructure by IR
LED a 10–20% increase of 2D electron concentration was ob-
served. This should result in the corresponding increase of
the built-in electric field. In the magnetotransport measure-
ments single-period SdH oscillations in low magnetic fields

were observed under dark conditions. However during and af-
ter illumination of the sample with IR light, a beating pattern is
observed in the SdH oscillations [14,15] indicating the possi-
ble appearance of two sets of Landau levels due to the Rashba
effect [16].
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Conductivity magnetooscillations in 2D electron-impurity system
under microwave irradiation: role of magnetoplasmons
E. E. Takhtamirov and V. A. Volkov
Institute of Radioengineering and Electronics of RAS, 125009 Moscow, Russia

Abstract. It is developed a many-electron approach to explain the recently observed conductivity magnetooscillations in
very high mobility 2D electron systems under microwave irradiation. For the first time a theory takes into account the
microwave-induced renormalization of the screened impurity potential. As a result this potential has singular, dynamic and
non-linear in electric field nature. That changes the picture of scattering of electrons at impurities in a “clean” 2D system
essentially: for appearence of the rectified dissipative current responsible are excitations of 2D magnetoplasmons rather
than one-electron transitions between Landau levels. In a “dirty” 2D system the role of electron-electron interaction
diminishes, so the collective excitations cease to exist, and our results turn into the well-known ones, which were obtained in
the one-electron approach.

For a high quality 2D electron system in structures GaAs/Al-
GaAs subjected to microwave (MW) field with frequency � it
was found that the magnetoresistance experienced oscillations
governed with the ratio �/ωc [1], where ωc = eB/(m∗c) is
the cyclotron frequency. The states with zero resistance were
observed with an increase of MW field intensity [2]. These
observations have been confirmed by other researchers, see the
review [3]. That brought about an avalanche of theoretical
works.

There exist two mainstream theoretical scenarios of the ef-
fect, both being one-electron. The first one is based on the
mechanism of electron displacement against strong external
DC field as a result of MW absorption and impurity scattering,
and this was shown to be capable of leading to the absolute
negative DC conductivity [4]. Being then unstable, the system
breaks into domains, and one just registers zero resistance [5].
The second scenario is based on the wave-induced inversion
of electron population on higher Landau levels (LL) [6]. In-
disputable explanation of the main experimental data has not
been achieved yet.

In this work we consider the effect of electron-electron (e-
e) interaction on the impurity scattering confining ourselves to
the first scenario. Here we analyse the case of an unbounded
high-quality 2D electron system with very weak impurity scat-
tering. The main obvious consequence of e-e interaction is
the screening of the impurity potential with 2D electrons. At
first glance it seems that e-e interaction is not able to induce a
qualitative change in the results of Ref. [4]. But it is shown to
be a delusion. With that, for the very appearence of the dissi-
pative direct current responsible are not the usually considered
single-particle transitions of electrons between LL, but rather
2D magnetoplasmons. Below in the framework of the random
phase approximation (RPA) it is developed a systematic the-
ory of the non-liner dissipative conductivity applicable to the
experimental conditions [1,2].

Dealing with our system, let us change the reference frame
to the one connected with the external homogenious electric
field. In such a reference frame electrons do not experience the
external electric field if no impurity is available in the system.
Being presented and so transformed, the bare potential of the
impurity system becomes time-dependent:

Vimp (r)→ Vimp (r− r0 (t)) , (1)

where r0(t) is the radius-vector describing movement of the
center of the classical oscillator in external electric field. To
screen the transformed potential, which is the right-hand side
of the transform (1), one should use the dynamic dielectric
function. The space-time Fourier transform of the screened
potential is

V
(scr)
imp (q, ω) = Vimp (q, ω)

ε (q, ω)
, (2)

where Vimp(q, ω) is the Fourier image of the right-hand side of
the transform (1), and ε(q, ω) is the dielectric function. Being
obtained in RPA, it has the form:

ε (q, ω) = 1+ Vee(q)

πh̄λ2

∑
M,M ′

(fM − fM ′) IM,M ′ (q)
ωc (M ′ −M)+ ω + i0 ,

where Vee(q) is the Fourier transform of potential of e-e in-
teraction, for 2D electron gas in a medium with the constant
lattice dielectric permeability κ we have Vee(q) = 2πe2/(κq),
λ = √h̄c/(eB) is the magnetic length, fM is the Fermi distri-
bution function, M and M ′ are LL indices. And IM,M ′(q) is
the square of the absolute value of the overlap integral of the
Landau functions with the oscillator centers shifted by qλ2. At
the magnetoplasmon frequency ω = ωMP(q) the denominator
in Eq. (2) turns to zero, so the screening in the strong field does
not ordinarily soften the impurity potental, but rather sharply
strengthen it. Let the external homogeneous electric field F be
a sum of AC field of the wave with the amplitude W and DC
dragging field FDC, both having only one (x) component for
simplicity:

Fx = FDC +W sin�t.

The current density in the system is j = −ensTr(ρv), where
ns is 2D electron concentration, v is the velocity operator, ρ
is the density matrix that meets the quantum kinetic equation.
Following Ref. [7] we solve the kinetic equation at low order in
scattering of electrons at the screened impurities. After taking
an average of all chaotic impurity configurations, asuming only
one type of impurity with 2D concentration nimp and the bare

single impurity potentialV (0)imp (q), we have for the time average
of the dissipative current density:

〈jx〉 = −
enimp

(2π)2m∗ωc

∫
d2q
| V (0)imp(q) |2
Vee(q)

qy
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×
+∞∑
n=−∞

J 2
n (Q) Imε−1 (

q, qyvH + n�
)
, (3)

where Jn is the Bessel function,Q =
(
Q2
x +Q2

y

)1/2
,

Qx = qxeW

m∗(ω2
c −�2)

, Qy = qyeWωc

m∗�(ω2
c −�2)

,

vH = cFDC/B is the Hall velocity. If we neglect the collision-
induced LL broading,

Im
1

ε
(
q, qyvH + n�

) = −π∑
p

δ
(
qyvH + n�− ωp

)
ε′ω

(
q, ωp

) , (4)

where ωp = ωp (q), index p = ±1, ±2, . . . enumerates all
solutions to the dispersion equation ε

(
q, ωp

) = 0, so that
ωp → pωc as q →∞, and ε′ω

(
q, ωp

) = dε (q, ω) /dω
∣∣
ω=ωp .

When no MW field is given, W = 0, only the term with
n = 0 survives in the sum of (3), J0(0) = 1. In such a form
our result, which generalizes the one of Ref. [8] obtained with
leaving e-e interaction out, is applicable to explanation of the
experiment [9].

With the help of polar coordinates in Eq. (3): qx = q cosφ,
qy = q sin φ, using Eq. (4) and integrating by dφ we obtain
the expression that allows graphical analysis:

〈jx〉 =
enimp

2πm∗ωc

∫ +∞
0

dq
| V (0)imp(q) |2
Vee(q)

∑
p

q2

ε′ω
(
q, ωp

)
×
+∞∑
n=−∞

J 2
n (Q̄p)

ωp − n�
qvH

1√
q2v2

H − (ωp − n�)2
(5)

×
(
�

(
ωp − n�
qvH

+ 1

)
−�

(
ωp − n�
qvH

− 1

))
.

Here � is the Heaviside step-function, and

Q̄p = qeW

m∗(ω2
c −�2)

√
1+

(
ω2
c

�2 − 1

)(
ωp − n�
qvH

)2

,

In Fig. 1 shown are the spectrum of the principal magnetoplas-
mon (at p = 1 and ωp(q) > 0), two lines (ω = n� ± qvH)
forming a region that confines all values of ωp and so q con-
tributing to the integral (see the last line of Eq. (5)), and the
bisector (ω = n�) parting that region onto two ones contribut-
ing purely positive or negative. Let FDC > 0 be weak enough
(say vH < ωc/2kF, where h̄kF is the Fermi momentum), so that
the term with n = 0 in the sum of Eq. (3) does not play a role
with its always positive contribution. And let us consider one-
photon processes only: n = ±1 in the sum of Eq. (3). Then
〈jx〉 > 0 if� < ωc, that meets the positive magnetoresistance.
Other case, if ω < � < 2ωc, a bunch of magnetoplasmon
modes may fall into the region of negative contribution. That
gives the absolute negative conductivity. Similar picture holds
for higher values �, and the higher magnetoplasmon modes
|p| > 1 take part in the play. In contrast to theories omitting
the screening [4], the regions of positive and negative conduc-
tivities are finite even in an ideal case of no LL broading (4),
and anyhow small FDC be.

+

−

5 10
qRc

2ωc

ω

ωc

nΩ

Fig. 1. Full thick line: spectrum of the principal magnetoplasmon;
dashed lines: boundaries ω = n�± qvH of the contribution region;
dotted line, ω = n�, divides the region onto the ones of positive “
+” and negative “−” contributions to dissipative current; Rc is the
Larmour radius.

In a “dirty” 2D system the role of electron-electron interac-
tion diminishes. It is somewhat equivalent toVee → 0. Then in
the vicinity of ω = ωp(q) ≈ pωc we may use the approximate
expression for ε(q, ω):

εp (q, ω) = 1+ 2m∗Vee(q)

πh̄2

p2ω2
c

p2ω2
c − ω2 − i0signω

Īp (q) ,

where Īp (q) = p−1
∞∑
M=0

(
fM − fM+p

)
IM,M+p (q).

Then Vee falls out, and with condition (4), Eq. (3) transforms to

〈jx〉 =
enimp

(2πh̄)2

∫
d2q | V (0)imp(q) |2 qy

+∞∑
n=−∞

J 2
n (Q)

×
∑
p

pĪp (q) δ
(
qyvH + n�− pωc

)
,

which is the result of Ref. [4] for ideal infinitely narrow LL,
and the result of Ref. [8] for the case of DC field only.
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Observation of quantum corrections to the transport
coefficients of a 2DEG up to 110 K
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Abstract. We report an experimental study of the quantum corrections to the magnetoconductivity and Hall resistance of a
low mobility, high density two-dimensional electron gas in a AlGaAs/GaAs/AlGaAs quantum well in a wide temperature
range (1.5–110 K).

Introduction

Recently new theories [1,2,3,4] of the interaction corrections
to the conductivity of a two-dimensional electron gas (2DEG)
were developed. The theories [1,2,3] of the electron-electron
(e-e) interaction correction bridge a gap between the two seem-
ingly unrelated theories which were developed for two opposite
regimes: the diffusive regime [5] kBT τ/h̄ � 1, and the bal-
listic regime [6] kBT τ/h̄ � 1. Conformably to the previous
result [5], it predicts a logarithmic temperature dependence of
the longitudinal conductivity and the Hall coefficient in the dif-
fusive regime. In the ballistic regime, the linear T -dependence
of the conductivity [6] is recovered but with a sign depending
on the interaction strength and the Hall coefficient is predicted
to behave like 1/T . Besides, Ref. [3] considers the influence
of e-e interaction on the magnetoresistance and Ref. [4] the
electron-phonon impurity correction.

The aim of the present work is to experimentally study
the interaction related corrections to the magnetoconductivity
of a 2DEG in a AlGaAs/GaAs/AlGaAs quantum well. This
study was made in a broad temperature range covering both the
diffusive and ballistic interaction regimes for these samples.

1. Experimental set up

The experimental samples had a 2DEG formed in a narrow
(5 nm) AlGaAs/GaAs/AlGaAs quantum well δ-doped in the
center. Such doping results in a low mobility and a high carrier
density. A detailed description of the structure can be found in
Ref. [7]. Two samples from the same wafer have been studied
for which similar results were obtained. Here we present the
data obtained for one of the samples with the following pa-
rameters at T = 1.4 K depending on prior illumination: the
electron density Ns = (2.54−3.41)× 1012 cm−2 and the mo-
bility µ = (380−560)cm2/Vs. The Hall bar shaped samples
were studied between 1.4 K and 110 K in magnetic fields up to
15T using a superconducting magnet and a VTI cryostat and
also a flow cryostat (T > 5 K) placed in a 20T resistive mag-
net. The data was acquired via a standard four-terminal lock-in
technique with the current 10 nA.
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Fig. 1. Longitudinal resistivity of the sample at Ns = 2.56 ×
1012 cm−2 for temperature = 1.4, 1.9, 3.1, 4, 7.2, 10.25, 15.45, 21.5,
31, 46.2, 62.8, 84.5 and 110 K from top to bottom. (b) Hall resistance
at the same temperatures (from top to bottom).

2. Results

Fig. 1 shows the longitudinal and Hall resistivities of the sample
as a function of magnetic field at temperatures up to 110 K. As
can be seen both are strongly temperature dependent.

Before analyzing the data in terms of the electron electron
interaction theory one should examine the following other pos-
sible origins for this dependence. First the density should not
change within the entire temperature range. The value of the
density Ns = 2.56× 1012 cm−2 obtained from the analysis of
the low-T Shubnikov de Haas oscillations coincides with the
one deduced from the Hall effect at high temperature (when it
becomes T -independent). Therefore we argue that the density
does not change in the entire temperature range. Secondly,
at high temperatures phonons might play a significant role in
the temperature dependence of the conductivity. However in
our case impurity scattering dominates up to 110 K due to high
density and low mobility of 2DEG. Indeed estimation of contri-
bution of electron-phonon impurity scattering [4] is about 3%
from Drude conductivity at T = 110 K. Thus, we can neglect
phonon scattering.

Having excluded the phonon scattering and the density vari-
ation as possible causes of the behavior shown in Fig. 1 we as-
sociate the observed temperature dependencies with the quan-
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tum corrections to the transport coefficients. Our data will
be analyzed in the framework of the recent theories [1, 2, 3]
valid for a degenerated 2DEG (kBT � EF ). According to
Ref. [7] only one subband is occupied in our quantum well at
Ns = 2.56× 1012 cm−2 (EF ≈ 1000 K).

The MagnetoConductivity (MC) of the sample can be pre-
sented in the following form:

σxx(B, T ) = σD(τ)

1+ (ωcτ)2 +
σWL(B, T )+
σ
Diff
ee (T ) , (1)

where σD is the Drude conductivity, ωc the cyclotron fre-
quency, τ the scattering time and 
σWL is the Weak Local-
ization (WL) correction to the conductivity. Note that the term

σDiff

ee corresponds to diffusive contribution in e-e interactions
correction whereas the ballistic contribution is included in the
first term of Eq. 1 via an interaction renormalized τ(T ) [1,8].
The third term 
σDiff

ee vanishes with increasing temperature.
In Eq. 1 any possible classical MC is neglected. Earlier Eq. 1
was established only in diffusive regime, but it is valid in the
intermediate regime if temperature dependence τ(T ) is taken
into account [8].

To extract total e-e interaction contribution of conductivity
at B = 0 the following procedure was used. The experimental
conductivity tensor was found using the data shown in Fig. 1.
At sufficiently high field the MC should be described by the
first and last term in Eq. 1 only since, as is well known, the
WL contribution is destroyed by magnetic field [9]. 
σDiff

ee is
B-independent and only induces a vertical T -dependent shift
of the curves. Therefore all the field dependence at sufficiently
high field should come from the first term. The MC curves
were fitted to the shape of the first term with τ and 
σDiff

ee as
the fitting parameters for B > 6T. The result of the fit was
then extrapolated to B = 0T. This procedure excludes the WL
contribution of the data. Finally the value σ0 = σD(T →
0) = 5.92 × e2/h corresponding to the T -independent value
of τ = 2.13×10−14 s in the diffusive regime was subtracted to
obtain the total e-e interaction correction. It worth noticing that
this procedure permits to analyse e-e interaction contribution to
conductivity at any magnetic field up to 15T since temperature
dependences of τ(T ) and 
σDiff

ee (T ) are already found from
fitting.

The resulting experimental e-e interaction contribution at
B = 0 is shown in Fig. 2a together with the predictions of
Eq. 2.16a of Ref. [1]. The theoretical curve is arbitrary shifted
since only temperature dependence makes sense. Note that for
low interaction parameter rs = Ec/EF (in our sample rs =
0.35) Eq. 2.16a requires no adjustable parameter [1]. As can
be seen there is a good agreement between the theory and our
data. From condition T τ = 0.1 and τ = 2.13 × 10−14 s we
estimated transition temperature T = 30 K where logarithmic
temperature behavior in the diffusive regime changes into linear
T -dependence in the ballistic regime.

Let us now turn to the analysis of the Hall data. The ex-
perimental T -dependence of e-e interaction correction to the
Hall coefficient is shown in Fig. 2b and compared to the predic-
tion [2]. We observe in experiment logarithmic behavior in the
diffusive regime and rapid vanishing with increasing tempera-
ture in the ballistic regime. This qualitatively agrees with the-
ories [2,3]. Correction calculated by Eq. 17 and 18 of Ref. [2]
without fitting parameters (Fσ0 = −0.1 for rs = 0.35) is shown
by the dashed curve. This curve describes more smoothed
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Fig. 2. (a) e-e interaction correction to the conductivity: experi-
ment (dots) and theory (line). (b) Correction to the Hall coefficient:
experiment (dots), theory (dashed line) and modified theory (line).

transition from diffusive to ballistic regime. Sharper decrease
of correction observed in the experiment can be explained by
anisotropy of scattering which reduces the probability of return
and thus the total correction [8]. This effect was disregarded
in Ref. [2], but analysed in detail in Ref. [3]. However we
have found that if the coefficient 11π

192 in the argument of the
logarithm in Eq. 17 and 18 of Ref. [2] is replaced by 3π

192 the
theoretical curves describe rather well the experiment.

In conclusion, we have observed the transition from the
diffusive to the ballistic regime in the weak interaction limit
for the longitudinal conductivity and the Hall coefficient in a
high density low mobility 2DEG. We find our experimental
results to be in a good qualitative agreement with theory.
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Transport properties of 2D-electron gas in the InGaAs/GaAs DQW in
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Abstract. The resistivity ρ of low mobility dilute 2D-elecron gas in a InGaAs/GaAs double quantum well (DQW) exhibits
the monotonic “insulating-like” temperature dependence (dρ/dT<0) at T = 1.8–70 K in zero magnetic field. This
temperature interval corresponds to a ballistic regime (kBT τ/h̄>0.1) for our samples, and the electron density is on a
“metallic” side (n>nc) of the so-called B = 0 2D metal–insulator transition. We observed for the first time the coexistence
of both the quantum Hall (QH) effect for the filling factors ν = 2, 4 and the low magnetic field Hall insulator — QH liquid
(with ν = 10) transition.

Introduction

The 2D “metallic” and “insulating” phases identified in n-Si
MOSFETs [1, 2] is still a subject of considerable interest and
controversy. While the “metallic” phase is well established in
mànó 2D systems, the nature of the “insulating” phase, partic-
ularly in vicinity of the 2D metal–insulator transition (MIT),
is a mystery yet.

Recently there has been a great renewal of interest to a Hall
insulator — quantum Hall liquid (HI-QHL) transitions in low
magnetic fields B [3]. Some experimental studies show that
these are the phase transitions ([3] and references therein). But
it is disputed, considering the transitions as a consequence of
the classical cyclotron motion and the e−e interaction correc-
tion δσ ee to the Drude conductivity in the diffusion regime
(kBT τ/h̄<1) [4, 5].

The HI-QHL transitions in low B were investigated by dif-
ferent authors on the “insulating” side of the 2DB = 0 MIT or
on the “metallic” side, but in the diffusion regime. Here we re-
port the first observation of the HI-QHL transition at relatively
high temperatures (in the ballistic regime) in the low mobility
dilute 2DEG on the metallic side of the 2DB = 0 MIT (n>nc).
The transport in the vicinity of the quantum phase transition is
discussed. The data were obtained the n-InGaAs/GaAs DQW
samples with ns = 2.3 · 1011 cm−2 and µ = 1.6 · 104 cm2/Vs
(kF ltr = 6.5). Measurements were carried out in a “Quantum
Design” equipment at T = 1.8–300 K and B ≤ 9T.

Experimental results and discussion

1. The T -dependence of resistance is presented in Fig. 1. For
the first time the insulating-like behavior (dρ/dT<0) of the
resistance is observed in a whole temperature interval up to
T ∼= 70 K (T/TF ∼= 0.65). For our samples, this T -interval
corresponds to a ballistic regime (kBT τ/h̄>0.1) [6]. It is an
unexpected result, because we are on a “metallic” side of the
2D-MIT (kF ltr � 1) [1]. There exist several models to explain
the insulating ρ(T ) behavior of the 2D metallic state at high
temperatures (T ∼= TF ). In particular a simple non-interacting
picture for such a behavior is the T -dependent scattering in a
non-degenerate 2DEG [2]. We analyze the ρ(T ) in spirit of
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Ref. [7]:

ρ(T ) = ρD(T )+ δρWL(T )+ δρeei(T ) , (1)

where ρD(T ) is the Drude resistance, δρWL(T ) and δρeei(T )
are the weak localization and interaction contributions, respec-
tively. After ρD(T ) = σ−1

D is experimentally determined from
analysis of σxy(B, T ) (see below) we are in a position to ex-
tract the bare δρWL(T ) + δρeei(T ), according to Eq. (1), by
subtracting the Drude resistance from the measured B = 0
resistance (Fig. 1). The obtained corrections 
ρ show a loga-
rithmic temperature dependence (see inset on Fig. 1).

2. In Figs. 2–4 we plot the measured data of magnetoresis-
tivity ρxx(B, T ), ρxy(B, T ) and recalculated magnetoconduc-
tivity σxx(B, T ), σxy(B, T ) over T = 1.8–50 K. Shubnikov
de Haas oscillations (SHO) in ρxx(B, T ) and QHE plateaus in
ρxy(B, T ) are well expressed (Figs. 2, 4). Pronounced minima
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in ρxx(B, T ) at filling factors ν = 2, 4, 6, which are accom-
panied by QHE plateaus in ρxy(B, T ), are used for evaluation
of the carrier density.The T -independent B-positions of SHO
minima allows us to assert that the carrier density for this sam-
ple is unchanged up to T ∼= 50 K therefore such an unusual
ρ(T ) is not due to changes in the carrier density. In a low B,
the negative magnetoresistance ρxx(B, T ) was observed. The
so-called T -independent point (Tind ) is seen at someB = Bcr .
At T>6 K this point begins to “wash out”. May be at this
value of Bcr we have ωcτ = 1 [4, 5]? But why doesn’t this
point coincide with the one where ρxx = ρxy (Fig. 4a)?

As can be seen in Fig. 4a, ρxy(B, T ) in low magnetic fields
is also T -dependent. Before analyzing the role of quantum
corrections in the diffusion and ballistic regimes in the behavior
of ρ(T ) at B = 0, shown in Fig. 1, let us estimate the possible
contributions from other temperature dependent factors.

3. Let’s pay attention toσxy(B, T ) (Fig. 3). It is well known
that classical part of σxy(B, T ) should be temperature indepen-
dent at such a strong degeneracy of electron gas (TF /T ∼= 2–
50). All the contradictions are resolved if we suppose that the
electron mobility is T -dependent: µ(T ) [2, 8]. An analysis of
the T -dependence of σxy(B, T ) allows us to find it. According
to the Drude theory, σxy(B) have a maximum at µBcr = 1
(or ωcτ = 1) and this value is equal to σ0/2, where σ0 is the
Drude conductivity. Solid lines in Fig. 1 represent σ−1

0 (T ) and
ρ(T ) = (enµ(T ))−1, whereµ(T ) is obtained fromµBcr = 1.
It is seen that these dependences are close to the experimental
ones. This poses a question: if the Drude theory is applicable,
what is the reason for the T -dependence of mobility? We think
this is the T -dependent scattering of a non-degenerate electron
gas [2].

Then we extracted the temperature dependence of σ0(T )

due to µ(T ) from the experimental dependence σxy(B, T ) and
σxx(B, T ). After that we calculated ρ∗xx(B, T ) using corrected
data for σ ∗xx(B, T )and for calculated σ ∗xy(B, T ) [8]. The result
of this procedure is presented at Fig. 4b. After corrections, the
Tind point exists up to T ∼ 20 K and coincides with the point
where ρxx = ρxy .

Besides, at magnetic fields ωcτ<1 the quantum correction

σeexy begins to depend on temperature. These data in litera-
ture are connected with the beginning of the transition from
diffusive to ballistic regime.

Acknowledgements

The work was supported by: Russian Foundation for Basic Re-
search RFBR, grants 05-02-16206 and 04-02-16614; program
of Russian Academy of Sciences “Low-dimensional quantum
heterostructures”; CRDF and Ministry of education and sci-

2.8

2.7

2.6

2.5

2.4

2.3

2.2

ρ
Ω

xx
,x

y
(k

)

ρxy

T = 2–70 K

ν
=

 8

ν
=

 1
0

ν = 6

−ρ
Ω

/
xx

(k
Sq

r)
″

Bcr ν = 6

Initial

Corrected for µ( )T

2.9

2.8

2.7

2.6

2.5

2.4

2.3

ρ
Ω

/
xx

,x
y

(k
Sq

r)

0.0 0.5 1.0 1.5 2.0
B (T)

2.4

2.2

2.0

1.8
0 10 20 30 40 50 60 70 80

T (K)

B = 0.8925 T

(a)

(b)

Fig. 4.

ence of Russian Federation, grant Y1-P-05-14 (Ek-05 [X1]);
Ural division of Russian Academy of Sciences, grant for young
scientists; Russian Science Support Foundation.

References

[1] E. A. Abrahams, S. V. Kravchenko, M. P. Sarachik, Rev. Mod.
Phys. 73, 251 (2001); Rep. Prog. Phys. 67, 1 (2004).

[2] S. Das Sarma, E. H. Hwang, cond-mat/0411528.
[3] G. H. Kim et al, Phys. Rev. B 69, 073311 (2004).
[4] K. K. Choi et al, Phys. Rev. B 33, 8216 (1986).
[5] Yu. G. Arapov et al, Semiconductors 32, 649 (1998).
[6] G. Zala et al, Phys. Rev. B 64, 214204 (2001).
[7] V. Senz et al, Phys. Rev. Lett. 85, 4357 (2000).
[8] G. Minkov et al, Phys. Rev. B 64, 235327 (2001).



13th Int. Symp. “Nanostructures: Physics and Technology” 2DEG.05p
St Petersburg, Russia, June 20–25, 2005
© 2005 Ioffe Institute

2D anomalous magnetoresistance in the presence
of spin-orbit scattering
N. S. Averkiev and K. S. Romanov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The model of weak localization in 2D semiconductore structures in the whole range of classically weak magnetic
fields in the presence of Elliot-Yafet spin relaxation has been developed. It was showed that spin-orbit interaction influences
the value of magnetoresistance in small magnetic fields (within diffusion approximation) and when diffusion approximation
is no longer valid.

Introduction

The weak localization phenomena is due to the interference of
the two electron waves propagating in reverse directions along
the same trajectory while scattering on impurities [1]. One of
the most impressive manifestations of this phenomena is the
destruction of this interference by classically weak magnetic
field. It can be also destructed by spin relaxation processes,
wave-function phase relaxation, intersubband transitions et al.
Therefore experimental studies of weak localization phenom-
ena allow to determine various relaxation times.

In the absence of magnetic field if the phase relaxation
time greatly exceeds the momentum relaxation time the neg-
ative contribution to the conductivity comes from all possible
closed trajectories. In the presence of the magnetic field when
the magnetic length exceeds the electron mean free path the
effective interference destruction takes place for the closed tra-
jectories with lots of scatterers. This is diffusion mode. The
role of the spin phenomena is quite large because spin relax-
ation phenomena also reduces the wave-functions interference.
Currently the role of spin is studied well for all spin relaxation
mechanisms in semiconductors and metals in diffusion regime.

With the increase of magnetic field the magnetic lengths be-
comes comparable to the mean free path. Then the interenfer-
ence destruction for trajectories with low number of scatterers.
This regime was studied only phenomenologically by [2, 3].

Usually it is necessary to analyze weak localization phe-
nomena not only for low magnetic fields (diffusion regime) but
also for relatively high ones (non-diffusion regime). Therefore
the theoretical analysis of spin influence on anomalous correc-
tion for all magnetic fields is necessary for the determination
of the relaxation times.

The aim of the present work is to create the theory of weak
localization in 2D semiconductor structures or metallic films
for all classically weak magnetic fields for the case of Elliot-
Yafet spin relaxation mechanism.

1. Theory

It is convenient to use zero temperatures diagrammatic tech-
nique for obtaining conductivity quantum correction. This
method allows to calculate the conductivity of the media con-
taining randomly distributed impurities at zero temperature.
The main restriction of this technique is the assumption that
kF l � 1, where kF is the carrier Fermi momentum and l is
their mean free path.

In the framework of diagrammatic approach the conductiv-
ity is described as series of loop diagrams. Due to the random

character of impurity distribution only paired interactions not
vanish after integration over the coordinates. Therefore it is
convenient to introduce the parameter taking into account cor-
relation of the scattering on impurities — the correlator.

It can be showed that weak localization phenomena is de-
scribed by several loop diagrams containing the same part.
This part is called Cooperon. Therefore the problem of obtain-
ing the anomalous conductivity correction is divided into two
parts: firstly the Cooperon is to be calculated secondly the loop
diagrams containing Cooperon are to be evaluated.

Diagrammatically Cooperon equation is similar to the equa-
tion on the ladder diagrams. Analytically this equation in the
case of short-range impurity potential without magnetic field
in momentum representation is:

�
(
�k, �k′, �Q

)
=W+W

∫
�

(
�k, �k′, �Q

)
GA(|�g|)GR

(
| �Q− �g|

)
d �g ,

where W — correlator, � — Cooperon, GA,R — advanced
and retarded green functions. It worth noting that |�k| ≈ |�k′| ≈
kF � | �Q|. The proved method of this equation solution is the
pole integration.

In the presence of spin-orbit interaction the impurity poten-
tial is different from δ-potential. It’s matrix elements V α→β�k→�k′
depends not only on the momentums �k and �k′ but also on the
spin coordinates α and β. Therefore the equation describing
Cooperon also includes the angles of vectors �k and �k′. This
makes the equation more sophisticated. To solve it Cooperon
is expanded to the sum of harmonics of the angles of vectors �k
and �k′.

This procedure transforms the Cooperon equation to the
system of equations. This system contains only the equations
without angular dependencies. It is finite and therefore can be
solved analytically.

The resulting conductivity correction is:


σ = − e2

2π2h̄

{
ln

(
1+ τφ/τ
1+ τφ/τs

)[
1+ τ

2τφ
+ 11

2

τ

τs

]
− 1

2
ln

(
1+ 2τφ/τs

)− ln 2

}
,

where τφ — phase relaxation time, τs — spin relaxation time,
τ = l/kF .

In the presence of magnetic field the momentum represen-
tation is less convenient than coordinate representation. Ac-
cording to the rules of fourier transformation momentums �k, �k′
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have to be replaced by corresponding gradients. Therefore cor-
relator in coordinate representation is not function but operator.
However this operator acts on Green functions only. It is known
that in classically weak magnetic fields the Green function is
equal to the Green function in zero field multiplied by phase
factor. The gradient of this phase is relatively small in com-
parison to the gradient of the Green function without magnetic
field. This gradient can be related to the Green function itself

GA,R(�r) = ±(�r/r)kFGA,R(�r). Therefore the operators in
the Cooperon equation can be replaced by corresponding orts.
This removes differential operators from this equation. The
resulting equation also contains various angular dependencies
in contrast to the case without spin-orbit interaction.

Due to the finite number of harmonics this system of equa-
tions can be solved by series expansion method developed
by Kawabata [2]. The only difference is that Cooperon with
spin-orbit interaction contains not only main diagonal series of
Kawabata functions but also secondary diagonals.

The resulting expressions for Cooperon and conductivity
correction are quite large.

2. Conclusions

The dependence of the conductivity quantum correction on the
magnetic field for various ratios τ/τφ and τ/τs is shown on
figure. It is seen that spin-orbit interaction reduces the abso-
lute value of the anomalous magnetoconductivity correction
in both weak magnetic fields (lB>l) and strong ones (lB<l).
This interaction is sufficient for the whole range of the magnetic
fields. For τs<τφ the dependence of the conductivity correc-
tion on the magnetic field is not monotonous and have a small
minimum. When τs>τφ this dependence is monotonous and
is qualitatively similar to one without spin-orbit interaction.

The model developed allows to determine the anomalous
magnetoresistivity correction value not only in weak magnetic
fields but also in relatively strong fields when the diffusion
approximation is not valid. It can be shown that qualitatively
this correction dependence on the magnetic field in the area
of strong fields (lB � l) can be understood using the formula
for the correction in the momentum representation (ref). But
lowest limit of integration on Q should be changed from 0
to 1/lB . The resulting asymptotic dependence allows to treat
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Fig. 1. The dependence of the anomalous conductivity correction
on the value of applied magnetic field for different τ/τs . HD is the
magnetic field corresponding magnetic length equal to l, τ/τφ =
0.02.

the role of spin-orbit interaction in strong fields:

σ ∼ (1− 3τ/τs)
1

lB
. (1)

It is seen that the main part of anomalous conductivity cor-
rection is proportional to 1/

√
H , the spin-orbit part is propor-

tional to τ/(τs
√
H). So the influence of spin-orbit interaction

in strong magnetic fields is smaller than that in weak magnetic
fields [4].

Thus the influence of Elliot–Yafet spin relaxation on the
weak localization phenomena with account of anisotropic cor-
relator character in the whole area of classically weak magnetic
fields has been studied. The model developed allows to deter-
mine the influence of the Fermi energy on magnetoresistivity
quantum correction.

The dependence of anomalous magnetoresistance with the
account of spin was calculated and it was shown that spin plays
large role in high and low magnetic fields.
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Anisotropy of transport of 2D electron gas in parallel magnetic field
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Abstract. Magnetotransport properties of a 2D electron gas in narrow GaAs quantum wells with AlAs/GaAs superlattice
barriers were studied. It is shown that the anisotropic positive magnetoresistance observed in selectively doped
semiconductor structures in a parallel magnetic field is caused by the spatial modulation of the 2D electron gas.

Introduction

In an idealized zero-thickness 2D electron system, the orbital
motion of charge carriers is affected only by the normal com-
ponent of the external magnetic field, where the magnitude of
this component depends on the angle between the magnetic
field Bext and the normal to the plane of 2D electron gas. The
in-plane component of magnetic field in such a system will
cause changes in the spin degree of freedom of charge carriers
and, hence, in the density of states of 2D electron gas. The real
2D semiconductor systems always have a nonzero thickness,
and this is the cause of the orbital effect in a parallel magnetic
field [1]. Unlike the magnetoresistance (MR) associated with
the spin effect in a parallel magnetic field [2], MR caused by
the finite thickness of 2D electron gas is anisotropic. The ori-
gin of this anisotropy is that the variation of the effective mass
of charge carriers in the direction perpendicular to the exter-
nal magnetic field is greater than the variation in the direction
parallel to the field.

This anisotropy mechanism manifests itself in the depen-
dence of MR of 2D electron gas on the mutual orientation of
the in-plane magnetic field and the measuring current. In par-
ticular, in the situation where the measuring current is perpen-
dicular to the in-plane magnetic field, MR of 2D electron gas in
AlGaAs/GaAs heterojunctions is greater than in the situation
where the current is parallel to the field [3]. The anisotropy of
positive MR observed in [3] was found to be much smaller than
that predicted by the theory [1]. In our opinion, this discrep-
ancy is due to the fact that 2D electron gas in real selectively
doped structures not only has a finite thickness but is also non-
planar [4]. As will be shown below, even a very small spatial
modulation of 2D electron gas, which is inherent in any real
structure, also leads to the anisotropy of the positive MR of
2D electron gas in an in-plane magnetic field. However, MR
in this mechanism is smaller when the magnetic field and the
measuring current are mutually perpendicular and greater when
they are parallel. A combined effect of the finite thickness and
the spatial modulation of 2D electron gas should lead to a de-
crease in the degree of MR anisotropy in the in-plane magnetic
field, which may qualitatively explain the experimental results
obtained in [3].

1. Experimental

The structures studied in the experiment were selectively doped
10-nm-thick GaAs quantum wells with AlAs/GaAs superlat-
tice barriers. They were prepared by molecular beam epitaxy
(MBE) on (100) GaAs substrates whose deviation from the
(100) plane did not exceed 0.02◦. The surface morphology
of the structures was examined by atomic force microscopy

(AFM). Figure 1a shows the typical AFM image of the surface
relief of the MBE structures under study.

The magnetotransport experiments were carried out at tem-
peratures from 4.2 to 1.6 K in magnetic fields up to 15T on
L-shaped Hall bars (Fig. 1b). The bars had a width of 50µm,
and the distance between the potential terminals was 100µm.
The bar orientations were chosen so that the measuring cur-
rent was parallel and perpendicular to the [110] direction. The
equilibrium parameters of the 2D electron gas at T = 4.2 K
were as follows: the concentration ns = 1.6× 1012 cm−2 and
the mobility µ = 300× 103 cm2/Vs.

2. Results and discussion

In the general case, the surface of 2D electron gas can be de-
scribed by the function z = z(x, y) characterizing the deviation
of the surface from the ideal plane formed by the x and y axes.
In the case of a narrow quantum well, 2D electrons perceive
only the normal component that is responsible for to the ap-
pearance of classical Larmor orbits in the plane of 2D electron
gas. This normal component can be considered effective in-
homogeneous magnetic field Beff(x, y) arising as a result of
applying external magnetic field to the nonplanar 2D electron
gas. The effective magnetic field Beff = Beff(x, y) can be cal-
culated if we know the surface of 2D electron gas z = z(x, y)
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Fig. 1. (a) Two-dimensional AFM image of the surface relief of the
MBE structure. (b) Schematic representation of an L-shaped Hall
bar.
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face of MBE structure: Bext is directed along [110]. (b) Depen-
dences of the relative MR of the 2D electron gas: (1)Rxx(Bx)/Rxx0,
(2) Ryy(Bx)/Ryy0. The solid lines represent the experimental
curves, and the dots represent the calculations.

and the external magnetic field Bext = (Bx, By, Bz). Then,
Beff(x, y) = |Bext| cos(�(x, y)), where |Bext| is the magni-
tude of the vector of external magnetic field and �(x, y) is
the angle between the normal to the surface z = z(x, y) at the
point (x, y) and the vector of external magnetic field Bext.

Figure 2a shows a two-dimensional image of the effective
magnetic field calculated for 2D electron gas on the assump-
tion that its surface is identical to the AFM image of the MBE
structure under study and that the external magnetic field is
parallel to the [110] direction. One can clearly see that the
effective magnetic field is anisotropic. Figure 2b represents
the results of measurements of the relative MR for the orien-
tation of the parallel external magnetic field along the x axis
(Bx = Bext). It should be noted that, in the temperature range
from 4.2 to 1.6 K, the positive MR observed in the structures
under study did not vary, evidencing its classical rather than
quantummechanical nature.

The anisotropy observed for the MR of 2D electron gas
can be qualitatively explained by electron scattering from the
anisotropic inhomogeneous magnetic field [4, 5] that depends
on the angle between the vector Bext and the direction of the
measuring current. For the quantitative evaluation of this as-
sumption, we carried out numerical simulation of the quasi-
classical charge-carrier transport in the effective inhomoge-
neous magnetic field appearing in a nonplanar 2D electron gas
in the parallel magnetic field. The model parameters were taken
to be equal to the parameters of the real samples (mobility, con-
centration, and surface relief). The only fitting parameter was
the amplitude of the spatial modulation of the 2D electron gas.

The results of modeling are shown in Fig. 2b. It should
be noted that the calculated amplitude of spatial modulation
of the 2D electron gas proved to be 2.5 times greater than the
amplitude of surface roughness obtained from theAFM studies.

We explain this difference by the fact that the 2D electron gas
in the MBE structure under study is at a certain distance from
the sample surface, and this distance is much greater than the
roughness amplitude. Therefore, in the general case, the spatial
modulation of the 2D electron gas may not coincide with the
surface relief.

Summary

Thus, we have shown that the anisotropic positive MR of a
high-concentration 2D electron gas in a parallel magnetic field
is governed by the scattering by the effective inhomogeneous
magnetic field, i.e., by the spatial modulation of the 2D electron
gas in the selectively doped MBE structures under study.
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Abstract. The tunneling and the lateral conductance of 2DEG formed in the GaAs with the δ-doped layer were measured
simultaneously at hydrostatic pressures at helium temperatures. The resistivity of the δ-doped layer sharply increases by >3
orders of magnitude at about 2 GPa and its temperature coefficient changes from ∼ −0.04 to ∼ −4 K−1. The tunneling
resistance shows only slight change of exponential behavior at about 1.5 GPa while a drastic change of the Zero Bias
Anomaly (ZBA) takes place just at the metal-insulator transition. Such a behavior is interpreted in terms of pressure
dependence of GaAs band structure and DX-level position.

Introduction

In n-GaAs DX-centers exist which may become resonant with
the conduction band under pressure [1] providing the capture of
the electrons. This gives a possibility to study the influence of
the carrier density maintaining the distribution of the impurities
and structural defects over the sample practically invariable.
The Al/δ-GaAs tunnel structures for our measurements were
grown by the MBE method following the procedure described
in [2]. The samples had a pair of separate Al “gates” (0.2 mm
in diameter) to provide tunnel current to the common δ-doped
layer (containing 5 ·1012 cm−2 Si atoms) at the depth of 20 nm
from Al/GaAs interface. From the tunneling spectroscopy data
and from the self-consistent solution of the Schrödinger and
Poisson equations [3], it was found that atP = 0 only one level
E0 is located in the potential well at∼ 33 meV below the Fermi
level EF and by∼ 92 meV over the conduction band edge E� .
The piston-cylinder type chamber with polyethilene–siloxane
neutral liquid as a pressure transmitting media [4] was used.
The actual value of the pressure during the measurements was
evaluated by the change of the critical temperature Tc of the
superconducting Sn wire placed in situ. To overcome the mea-
surement problems due to the huge resistivity of both the tunnel
junction and the δ-layer under pressure we used straightforward
DC measurements of the tunnel current I (V ) and mathemati-
cal treatment to obtain tunneling spectra (d ln σtun/dV ) and to
separate the background reflecting the energy position of the
quantum confinement subbands from the fine features due to
the contribution of the many-particle interaction [5].

Results and discussion

The obtained data2 are presented on Figs. 1, 2.
The background components of tunneling spectra measured

at different pressures were used to find the shift of the 2D
subbands under pressure (Fig. 1). The minima on the back-
ground curves correspond to the energies of the subbands Ei
and are considerably wide that may be an indication to some
inhomogenity of the QW over the gate area, resulting in the
broadening of the energy levels and as a consequence the fi-
nite pressure range in which MIT occurs (patched region on
Fig. 1). The unexpected experimental result is the observation

2Part of them has been published recently in E. M. Dizhur et al. JETP
Letters, 80, (6), pp. 433–435 (2004).
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Fig. 1. (a) The tunneling spectrum (thin line) and its background
component (thick line) of Z1B7 sample at P = 0 GPa and T =
4.2 K; (b) Pressure dependence of the quantum-confinement 2D sub-
bands. The patched region reflects possible inhomogeinity of theE0

level. A circle shows the MIT region. Hollow squares may corre-
spond to the �-band edge (see text).

of an additional minimum on the background of the tunneling
spectrum shown on Fig. 1b as Ex that appears in the inves-
tigated bias range at ∼ 1.5 GPa and quickly moves upwards
with pressure. We have a strong temptation to ascribe it to
the conduction band edge but its involving in the tunneling is
unclear.

According to the data of Maude et al [6], at concentrations
of Si (4.5 × 1012 cm−2) close to the doping level of our sam-
ples, the DX-level energy EDX and its pressure derivative are
EDX − E� ∼ 270 meV and dEDX−�/dP ∼ 94 meV/GPa re-
spectively. Then the overlap of the Fermi level with the level
of DX centers must begin at the pressure

P1= (EDX−E�)−(E0−E�)−(EF−E0)

|dEDX−�/dP | ≈ 1.65 GPa .

A further increase in the pressure leads to the Fermi level pin-
ning and localization of carriers at DX centers, due to which
the effective concentration of carriers involved in the charge
transport over the δ-layer gradually decreases. This leads to a
change in the space charge in the δ-layer and thus the slope of
the dependence lnRtun(P ) ≡ − ln σtun(P ) begins to change as
soon as some part of free electrons is localized at DX centers
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resistance Rδ (�) at T = 4.2 K; (b) Pressure dependence of the
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at ≈ 1.6 GPa. (Fig. 2a), that is close to the above estimate.
When the Fermi level shifts below the mobility threshold with
respect to the quantum-confinement level, the metal-insulator
transition (MIT) in the δ-layer occurs, and the lateral resis-
tance (Fig. 2a) shows a sharp rise due to the carrier deple-
tion at pressure ∼ 1.8 GPa. This transition is accompanied by
the drastic change of the thermal resistance coefficient from
≈ −0.03 ± 0.02 K−1 in the range 0–1.8 GPa to ≈ −4 K−1 at
P = 2 GPa.

The main difference between the tunnel and lateral transport
is that the former reflect the density of states while the latter
reflects mainly the total carrier density. Though MIT does
not provide any additional features in lnRtun(P ), in the same
pressure range the variation of the ZBA shape (Fig. 2b) was
observed. As soon as the pressure at which the amplitude of
the ZBA has a narrow peak correlates with the onset of the fast
lateral resistance growth we can conclude that the properties
of the δ-layer immediately under the metal gate, reflected in
the tunneling, do not differ very much from the rest, by far the
larger, part of the δ-layer under the free surface, responsible
for the lateral conductance.

In [7] ZBA was attributed to the effects of exchange-correla-
tion interaction and the increase in the ZBA amplitude under
pressure was predicted for three-dimensional systems. On the
other hand, the behavior of ZBA near the transition to the in-
sulating state of the 2D system studied here may indicate, for
example, the appearance of a Coulomb gap [8] in the spec-
trum, which, as is known, may manifest itself in tunneling [9].
The existence of a sharp peak in the baric dependence of the
ZBA near the transition to the insulating state, the significant
magnitude of this effect, and the nonmonotonic dependence
of the ZBA width on pressure may indicate that the nature of
ZBA changes from correlation to Coulomb mechanism as far
as under pressure the electron system becomes more depleted

and the screening decreases.
We also observed rather interesting transformations of the

amplitude and the overall shape of LO-phonon induced singu-
larities. Their shape is usualy assumed [10] to be the result of
superposition of self-energy effects and of the inelastic assisted
tunneling. In our samples (one occupied subband) at positive
bias (tunneling from δ-layer) the contribution of the both de-
pends on how the value of Fermi energy EF − E0 relates to
the LO-phonon energy [11]. Under pressure below 1.5 GPa
this trend holds but at higher pressure the unexpected behavior
of LO-phonon lines was observed. The pressure 1.5 GPa is
just the pressure at which the subband E1 crosses the thresh-
old value eU = −ELO, though at higher pressure the behavior
of the LO-phonon singularity becomes obscured again. The
pinning-like behavior of the intersubband energy E1 − E0 at
LO-phonon energy observed at P ∼ 1.5 GPa [12] may be
the concequence of the resonant polaron coupling near metal-
insulator transition in 2DES at high pressure.
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Optical excitation of space-charge waves in quantum wells
P. Kleinert
Paul-Drude-Institute for Solid State Electronics, Hausvogteiplatz 5-7, 10117 Berlin, Germany

Abstract. Space-charge waves in semiconductors and semiconductor quantum wells can be optically excited by the
superposition of a static and a moving interference pattern. The induced dc and ac current contributions are resonantly
enhanced, when the spatial and temporal periods of the interference grating match related quantities of the space-charge
wave. Two eigenmodes are identified for electron-hole systems. One of them is excited by the synchronous drift of
photogenerated electron-hole pairs with the moving intensity grating. The other one has the character of trap-recharging
waves.

Introduction

A method of materials characterization has been invented [1–
4] for amorphous samples and crystalline semiconductors that
relies on the spatial and temporal evolution of photoexcited
carriers. Early studies [1] used a spatial sinusoidal light in-
tensity pattern to determine the ambipolar diffusion length in
semiconductors. Later, the temporal information provided by
a moving interference grating was additionally used [2] for the
simultaneous measurement of the lifetime and ambipolar mo-
bilities. The moving interference pattern has been created by
two laser beams of different intensities and slightly different
frequencies, which interfere and produce an intensity grating
on the sample surface that moves with a constant velocity. The
photogenerated space charges and the electric field accompa-
nying them give rise to a dc short-circuit current, which is the
quantity measured in the experiment as a function of the grat-
ing velocity. This moving-photocarrier-grating technique has
been successfully applied to determine the bipolar transport pa-
rameters of photoexcited materials [2–4]. Unfortunately, both
techniques, which use either a static or a moving interference
pattern for the determination of materials parameters, do not
exploit an external constant electric field. As a consequence,
the excitation of space-charge waves (SCWs) is not included in
such an approach. When the illuminated sample is biased by a
constant electric field, the photogenerated electrons and holes
move in opposite directions with their respective drift veloci-
ties. This drift gives rise to a resonance of the modulation field
amplitude, when the bright interference stripes of the mov-
ing pattern travel synchronously with the charge cluster that it
generates. Based on the synchronous drift of photogenerated
carriers with the moving interference pattern, Dolfi et al [5]
proposed a novel photodetector that has been analyzed in more
detail in Ref. [6]. The theoretical analysis of this effect relied
on the linear approximation with respect to the induced field
and charge modulation. This approximation is very restric-
tive. For a more complete theoretical treatment, it is necessary
to go beyond the linear approach by studying resonant exci-
tations within the more general framework of SCWs, where
nonlinear contributions of the charge and field fluctuations are
taken into account. Studies of this kind are well known in the
field of photorefractive crystals [7], where SCWs are consid-
ered as oscillation eigenmodes in a system of traps and free
carriers that move in an electric field [8]. While the theory
of SCWs was developed about 30 years ago [9], efficient op-
tical methods for their excitation and detection were reported
only recently [8,10]. The studies in the field of photorefractive

I1 I1I2 I2

f0 f0 f0 f0 + ∆f

α α

QW
ve

vp

L

U0

Fig. 1. A biased QW with Ohmic contacts separated by the dis-
tance L is illuminated with two pairs of coherent laser beams, im-
pinging under an angle α. Two beams with frequency f0 and in-
tensities I1 and I2 generate a static intensity grating. In addition,
there are two beams with a frequency difference
f , which produce
a grating that moves with the group velocity vgr . Photogenerated
electrons and holes move in opposite directions with their respective
drift velocities vn and vp . U0 denotes the voltage source, respec-
tively.

crystals focus on the dynamics of one type of carrier, namely
photoexcited electrons and the related SCWs. For semiconduc-
tors, however, a bipolar approach is necessary that takes into
account the dynamics of photogenerated electrons and holes as
well as SCWs created by them.

In this contribution, we extend previous approaches and
focus on biased semiconductor QWs by developing a theory
for SCWs that treats the dynamics of electrons and holes on the
same footing. It is shown that dc and ac current contributions
are induced in the outer circuit, when both a static and a moving
interference grating are provided. Both current contributions
are resonantly enhanced, when the interference pattern matches
the eigenmodes of SCWs.

1. Theoretical and numerical results

A schematic illustration of the experimental set up is shown in
Fig. 1. Two sets of two coherent laser beams are brought to
interfere on the surface of the sample, in which a QW is embed-
ded. The first set of beams creates a static intensity grating with
the spatial period �. For the second set of two beams, a small
frequency shift between them is realized by an acousto-optic
modulator. The interference pattern produced by this config-
uration moves with a constant velocity in the x direction. In
the one-dimensional approximation, the static and moving in-
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terference patterns lead to generation rates for electrons and
holes that enter the continuity equations. Together with Pois-
son’s equation and Kirchhoff’s law, we obtain a closed set
of equations that is treated by a perturbation approach. Con-
sidering nonlinear contributions of the induced electric field,
analytical results are derived for the induced dc and ac current
contributions. Both contributions are amplified, when SCWs
are resonantly excited, i.e., when their spatial and temporal
period coincide with the wavelength and frequency of the in-
terference pattern. There are two characteristic eigenmodes of
SCWs in semiconductors. The first mode is associated with the
dynamics of free carriers. Its linear dispersion relation is simi-
lar to the one of acoustic phonon modes. This mode gives rise
to a current resonance, when the grating moves synchronously
with the SCW. The second mode has the character of a trap
recharging mode, for which the phase and group velocity are
oppositely directed. For a moving intensity modulation, the
induced current depends on the direction of the grating motion
with respect to the direction of the dc electric field and the type
of conductivity of the sample. The induced current contribu-
tion may change its sign and continues to exist even when the
external electric field has been turned off.

Figure 2 shows a numerical example for the resonant cur-
rent amplification due to the excitation of SCWs. The in-
duced ac current is displayed as a function of the electric
field strength E0 and the time parameter �t . The amplitude
and phase of the alternating current sensitively depend on the
strength of the applied electric field. There is a resonant ampli-
fication of the induced current due to the excitation of SCWs
and an abrupt phase shift at E0 ≈ 0. This enhanced phase
switching of the alternating current is dominated by a current
resonance at E0 ≈ −1.4 kV/cm, which results from the ex-
citation of the second SCW. This amplification is much more
pronounced in the induced ac current than in the dc compo-
nent (not shown in Fig. 2). Although the damping of SCWs
increases with increasing temperature, the amplification effect
of the ac current remains appreciable so that both SCW-induced
current resonances survive also at higher temperatures.

2. Conclusion

SCWs are eigenmodes of oscillations of excited electrons and
holes in a semiconductor QW that move in a constant elec-
tric field. There are two modes that remarkably differ from
each other. They are excited by the superposition of a static
and moving optical grating. A moving interference grating
induces a constant current that continues to exist even when
the applied electric field is switched off. If in addition to the
moving pattern, a static optical grating is supplied, both dc
and ac current contributions are induced. These currents are
resonantly enhanced, when the spatial and temporal period of
the interference pattern coincide with related quantities of the
SCW and when the damping of SCWs can be neglected. The
simultaneous detection of excited SCWs by dc and ac current
resonances provides complementary information that allow a
detailed consideration of SCWs in semiconductor QWs and
nanostructures. Our approach suggests an extension of the
well known moving-photocarrier-grating technique that has
successfully been applied for the determination of lifetimes
and mobilities of photogenerated electrons and holes in semi-
conductors. The extension encompasses, on the one hand, the
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Fig. 2. Induced alternating current δI1(t) as a function of the ap-
plied constant electric field E0 and the time variable �t for the
lattice temperature T = 4 K and electron- and hole mobilities
µn = 0.5 cm2/Vs, and µp = 0.2 cm2/Vs, respectively. The carrier
generation rates due to the two pairs of laser beams are given by
g0 = 1019 s−1cm−3 (gs = gm = 0.5g0). Carrier recombination is
characterized by the lifetime τ = 10−6 s. The angle between the
beams has the valueα = 10◦ and the laser wavelengthλ = 633.8 nm.
The grating moves with the velocity vgr = 700 cm/s.

application of an external constant electric field so that SCWs
can be excited and, on the other hand, the simultaneous cre-
ation of a static and moving intensity grating so that both dc
and ac current resonances are induced. Experiments in this
direction would facilitate the study of SCWs.
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The metal-insulator transition (MIT) is one of the most in-
teresting phenomena in physics of two-dimensional electron
systems. It can be induced either by changing the density of
the system or by applying a magnetic field. The magnetic
field induced MIT has been investigated in detail in doped
semiconductors, in high mobility 2D systems as well as in Si
metal-oxide-semiconductor field-effect transistors. Recently,
the MIT was also observed in highly oriented pyrolitic graphite
(HOPG), which is a quasi 2D system due to the layered struc-
ture of the material. during magnetoresistance investigations.

The magnetoresistance and the Hall resistance were stud-
ied at temperature from 0.3 K to 150 K. The magnetic field
from 1 up to 9 T was applied parallel to the c-axis of the
sample. The measured HOPG samples were obtained from
GE Advanced Ceramics. The high degree of crystallites ori-
entation along the hexagonal c-axis was confirmed by x-ray
rocking curves (FWHM = 0.4−1.4). Typical sample dimen-
sions are 5 × 5 mm and the thickness of the sample is about
1 mm. The measurements were performed using the usual
four-terminal dc method. Leads were attached in van-der-Pauw
geometry with silver paste in the corner of the top sample sur-
face. The STS measurements were done with home-built low-
temperature STM. The data were taken at temperatures below
6 K and in magnetic fields up to 6 T.

The longitudinal resistance of the sample as a function of
temperature and magnetic field is shown in Fig. 1. We find
completely metallic behaviour up to 30 mT, completely insu-
lating behaviour up to 500 mT and the development of a max-
imum showing metallic behaviour towards lower temperature
above 1 T. Obviously the maximum temperature called critical
temperature of the MIT depends on the magnetic field.

STS measurement showed, that periodic peaks appear in the
spectra dI/dV in the “metal” state (at T = 5.6 K andB = 3 T,
6 T), while in “insulator” state (T = 5.6 T, but B = 0, 0.06 T)
such a peaks are not present (Fig. 1a). One should note that the
appearance of the peaks at T = 0.03 andU > 0.1 is connected
with the MIT.

Hall measurements of graphite have shown, that in con-
ditions of “metal” state (at T = 300 mK and 0.4 < B <

1.5 T) Shubnikov–de-Haase oscillations were observed, and
two-dimensional electrons are formed, while in conditions of
the “insulator” state (at T = 10 K, 0.4 < B < 1.5 T)
the oscillations are not observed (Fig. 1c,d). At temperature
T = 300 mK the minimal position of Shubnikov–de-Haase
oscillations are: 0.58, 0.64, 0.74, 0.87, 1.07, 1.38 T (Fig. 1d).

In summary, we have observed MIT in HOPG, and the tem-
perature of transition is in good agreement with the predictions
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Fig. 1. Temperature dependence of metal-insulator transition for
HOPG-UC: (a) STS at T = 0, 0.03, 3, and 6 T; (b) comparison of
the experimental data; SdH oscillation of HOPG-UC measured at
(c) T = 10 K and (d) T = 0.3 K.

of our model of the electron-phase transition. According this
model, the electron-phase transition is first order phase tran-
sitions, during which in graphite the magnetic domains arise
which lead to metal-insulator transition. In the “metal” state of
the graphite: “The oscillation of magnetoresistance has been
observed at the temperature low than 4.2 K and the period of
the oscillations is described with good accuracy by the the-
ory of conductivity maxima occurrence at coincidence of Lan-
dau levels and Fermi energy.” The oscillations in the tunnel
spectra are associated with Landau quantization of the quasi
two-dimensional Landau levels.
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Abstract. The temperature and magnetic field dependences of the conductivity of the p-type strained InGaAs quantum well
structures are studied. The analysis of parabolic-like negative magnetoresistance at lowest temperature allows us to
determine the hole-hole (h-h) interaction correction and to find the Fermi liquid constant Fσ0 . It is shown that at B = 0 the
ballistic contribution of the h-h interaction is important even at seemingly low value of the parameter T τ : T τ = 0.05
(where τ is transport relaxation time). The role of the ballistic contribution of h-h interaction in magnetic field dependences
of the conductivity is discussed.

The transport properties of two dimensional (2D) systems re-
veal the intriguing features. One of the feature is a metallic-like
temperature dependence of the resistivity at low temperature
for some kind of 2D systems: ∂ρ/∂T > 0. As a rule such
a behavior is observed in the structures with strong hole-hole
(h-h) interaction characterized by large value of the parameter
rs =

√
2/(aBkF ), where aB and kF are the Bohr radius and

Fermi quasimomentum, respectively (for details see [1,2] and
references therein.) Just h-h interaction at intermediate regime
(kBT � h̄/τ ) is considered at the last time as main reason
for metallic-like behavior of the conductivity. Such an effect
crucially depends on the value of the Fermi-liquid constant
Fσ0 therefore the experimental determination of the interaction
correction to the conductivity and the value of Fσ0 is a central
point of numerous papers at last years.

Unlike the case of structures with electron 2D gas there
are some difficulties in extracting of the interaction correction
to the conductivity in p-type structures. First of all they result
from a strong spin-orbit interaction and a large value of perpen-
dicular g-factor. These factors make the temperature and mag-
netic field dependences of the both weak localization (WL) and
interaction corrections to be more complicated. Besides, for
the high mobility 2D hole gas, the parameter kBT τ/h̄ is usually
greater than unity at all available temperatures and therefore the
interaction correction gives contribution not only to σxx , but to
σxy as well. Strong anisotropy of g-factor makes it difficult to
determine the reliable value of Fσ0 from in-plane magnetore-
sistance experiments. Most likely just these facts lead to very
large scatter in the Fσ0 -values determined in different papers,
so that even the sign of the h-h correction occurs to be different.

In present report we study the h-h interaction correction
to the conductivity for the low mobility, high density (p =
(5 − 8) × 1011 cm−2) p-type quantum well heterostructures
with rs < 1 − 2 within the temperature range from 0.4 to
4 K, when the parameter kBT τ/h̄ lies within the interval from
0.03 to 0.2 that captures the diffusion region. The hetero-
structures were grown by metal-organic vapor phase epitaxy
on semi-insulator GaAs substrate. The structures consist of
a 0.2µm-thick undoped GaAs buffer layer, C δ-layer, a (7–
10) nm spacer of undoped GaAs, a 10 nm In0.2Ga0.8As well,
a (7–10) nm spacer of undoped GaAs, a C δ-layer and 200 nm
cap layer of undoped GaAs. The samples were mesa etched
into standard Hall bars and then an Al gate electrode was de-

posited by thermal evaporation onto the cap layer through a
mask. The mobility was (5000–12000) cm2/Vs for different
structures and gate voltages.

The role of h-h interaction in structures investigated is evi-
dent from the magnetic field dependencies ofρxx , presented for
one of the structures in Fig. 1 (we measure the conductivity in
units ofG0 = e2/πh). As seen the sharp magnetoresistance in
low magnetic field, B < (0.1−0.5)T, which results from sup-
pression of the interference quantum correction [3], followed
by the parabolic-like negative magnetoresistance at B > 1T is
observed. This magnetoresistance decreases in magnitude with
increasing temperature and practically disappears at T � 30 K
(not shown in Fig. 1).

Let us now analyze the temperature dependence of the con-
ductivity at B = 0. These dependences for structures investi-
gated are presented in Fig. 2a. The strong deviation of these
dependences from the logarithmic ones is result of the spin re-
laxation which leads to antilocalization at low magnetic field
(see insert in Fig. 2a). The detailed studies of antilocalization
for structures investigated have been carried out in Ref. [3].
It has been shown that the Hikami-Larkin-Nagaoka expres-
sion well describes the interference correction, that allows us
to find the value of interference correction and extract it from
the σ(B = 0)-vs-T dependences. The results are presented
in Fig. 2b. Surprisingly, the conductivity becomes practically
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Fig. 1. The magnetoresistance of the structure 3857 for differ-
ent temperatures. Vg = 2.65V, p = 5.6 × 1011 cm−2, µ =
4100 cm2/Vs.
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Fig. 2. (a) The variation of the conductivity with temperature at
B = 0 for different structures. The numbers at curves are the con-
ductivity values at lowest T . The insert shows the low-field mag-
netoconductivity of the structure 3857 with σ = 30G0. (b) The
temperature dependence of δσ (T ) = σ(T )−σ(0.5K) for different
structures (points) and calculated dependences with different Fσ0
(solid lines). The dot line shows the diffusion contribution with
Fσ0 = −0.3.

independent of temperature after such extraction.
Thus, we have observed apparent discrepancy: the h-h cor-

rection to the conductivity reveals itself in the ρxx-versus-B
curves (see Fig. 1), but it is absent in the temperature depen-
dence of the conductivity at B = 0 (see Fig. 2b).

One of the reason for such a discrepancy can be the bal-
listic contribution, which crucial changes the temperature de-
pendence of the conductivity at B = 0 for some values of
the Fσ0 [5]. To estimate the value of Fσ0 we have analyzed
the magnetoresistance at lowest temperature where the ballis-
tic contribution is rather small. The calculated with different
Fσ0 -values curves are presented in Fig. 3a. Obtaining them we
have taken into account the fact that the interaction contributes
only to σxx and does not to σxy in the diffusion regime. The
Zeeman splitting is accounted with g-factor equal to 5. Note,
the results only slightly depend on the specific value of g-factor
while g > 3. This is because the inequality gµBB/kBT > 1
is fulfilled within actual interval of T and B, and two triplet
channels are strongly suppressed.

Looking at the differences between the experimental and
calculated curves in Fig. 3b one can see that all the values of
Fσ0 from the range Fσ0 = −0.35 ± 0.05 well describe our
experimental data. The close value of Fσ0 was obtained by
this way for another gate voltage and other structures under the
condition that kBT τ/h̄ < 0.05.

The calculated, with Fσ0 found above, temperature depen-
dences of the conductivity for B = 0 are shown in Fig. 2b. It
is seen that the ballistic contribution of h-h interaction is im-
portant under these conditions, it significantly suppresses the
temperature dependence caused by the diffusion contribution
so that the calculated with Fσ0 = −0.35 ± 0.05 curves well
describe the experimental data.

To the best of our knowledge there is no exact solution for
the interaction correction at high perpendicular magnetic field
for intermediate regime with taking into account the Zeeman
splitting. Therefore, to adapt the theoretical results for analy-
sis of our data we have taken into account the following two
well known facts. In the purely diffusion regime, the h-h in-
teraction contributes to σxx and does not to σxy . In the purely
ballistic regime, the interaction modifies the conductivity com-
ponents changing the transport relaxation time τ . The analysis
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Fig. 3. (a) The comparison of the magnetoresistance presented in
Fig. 1 (points) and the calculated dependences with different val-
ues of Fσ0 (curves). (b) The differences between experimental and
calculated curves with the same values of Fσ0 .

of the data shows that this model well describes the experi-
mental magnetic and temperature dependences within whole
temperature range with Fσ0 = −0.35± 0.05. Note, this value
is close to the calculated one for the weak interaction system.

In summary, we have studied the temperature and magnetic
field dependences of the conductivity of the p-type strained In-
GaAs quantum well structures. We have found the Fermi liquid
constant Fσ0 = −0.35 ± 0.05 from the magnetoresistance at
lowest temperature and shown that atB = 0 the ballistic contri-
bution of the h-h interaction is important starting already from
kBT τ/h̄ � 0.05. We have suggested the simple phenomeno-
logical way to account the ballistic contribution of interaction
in classically high perpendicular magnetic field.
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Wave functions and energies of magnetopolarons
in semiconductor quantum wells
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Abstract. The classification of magnetopolarons in semiconductor quantum wells (QW) is represented. Magnetopolarons
appear due to the Johnson–Larsen effect. The wave functions of usual and combined magnetopolarons are obtained by the
diagonalization of the Schrödinger equation.
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Fig. 1. Energy levels of an electron (hole) — phonon system as
functions of a magnetic field. Points of crossings of lines correspond
to polaron states. Black circles are the twofold polarons, triangles —
threefold polarons, squares — fourfold polarons. Empty circles
are weak polarons, empty squares — combined polarons, empty
rectangular — weak combined polaron. E is the energy counted
from energy εl of the size-quantization, n is the Landau quantum
number, N is the number of phonons; l, l′ are the size-quantization
quantum numbers.

Introduction

The Johnson–Larsen effect [1] arises at a condition

ωLO = jωe(h)H , (1)

where ωLO is the frequency of a longitudinal optical (LO)
phonon, ωe(hH = |e|H

cme(h)
is the cyclotron frequency, me(h) is

the electron (hole) effective mass,H is the magnetic field, j is
some number.

The Johnson–Larsen effect is called also as a magnetopo-
laron resonance, and the states which are being formed under
condition (1) in semiconductors — by magnetopolarons. At
magnetic fields appropriate to the condition (1) the resonant
connection between the Landau bands with different quantum
numbers n arises. The electron-phonon interaction results into
removing of a degeneration in crossing points of energy levels,
what influences magnetooptical effects (Fig. 1). For the first
time the magnetopolaron states were discovered in a bulk InSb
in the interband light absorption [1].

In [2] Korovin and Pavlov have shown that in bulk semi-
conductors the magnetopolaron splitting is proportional to
α2/3h̄ωLO, where α is the Fröhlich dimensionless electron-
phonon coupling constant (α � 1). In quasi-2D systems
(in particular in semiconductor QWs ), effect amplifies, and
the distance between components of splintered peaks (for ex-
ample, of interband light absorption) becomes proportional to
α1/2h̄ωLO [3].

1. The Hamiltonian of a system

In present work we generalize results of [4] for the polaronA on
the case of any twofold polarons, including usual, combined
and “special polaron state”. We pay the special attention to
wave functions, before unknown. The theory is not extended
on weak, threefold, fourfold etc. polarons.

We consider a semiconductor QW of type I with the energy
gap Eg and barrier 
Ee for electrons. For definiteness we
investigate magnetopolarons with participation of electrons.

The magnetic field is directed along an z axis perpendic-
ularly to the QW plane. The vector potential is chosen as
A = A(0, xH, 0). The Schrödinger equation for electrons,
interacting with LO phonons, looks like

H� = E�, H = H0 + V, H0 = He +Hph , (2)

and
He�n,ky,l = [(n+ 1/2)h̄ωeH + εl]�n,ky,l , (3)

where

�n,ky,l = �n(x + a2
Hky)

1√
Ly
eikyyϕl(z) ,

�n(x) = 1√
π1/22nn!aH

Hn(x/aH )e
−x2/2a2

H , (4)

aH =
√
ch̄/|e|H is the magnetic length, Hn(t) is the Hermi-

tian polynomial. The functions ϕl(z) and levels εl of energy
ofsize-quantization of electrons in a QW of finite depth are de-
termined, for example, in [4], Hph is the Hamiltonian of the
phonon system, V is the electron-phonon interaction. In a case
of an infinitely deep QW, when 
Ee →∞

ϕ�(z) =
{√

2
d

sin
(
π�z
d
+ π�

2

)
, |z| ≤ d

2 ,

0 |z| ≥ d
2 ,

εl(z) = π
2h̄2l2

2med
,
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Fig. 2. The schematic image of polaron energies formed on cross-
ing a and b. On an ordinate axis the value λ =  1 −  0 − h̄ωLO,
where  1 = (n + 1/2)h̄ωeH + εl1 ,  0 = (n + 1/2)h̄ωeH + εl0 is
represented.

me is the electron effective mass.
Let us designate as �ph0(y) and �phν(y) the wave func-

tions of the phonon system appropriate to absence of phonons
and to presence of one phonon with indexes ν ≡ (q⊥, µ),
where q⊥ is the phonon wave vector in a plane xy, µ are other
indexes, Y are the coordinates of the phonon subsystems. Let
us assume

Hph�ph0 = 0, Hph�phν = h̄ων�phν . (5)

The electron-phonon interaction looks like

V =
∑
ν

[Cν(r⊥, z)bν + C∗ν (r⊥, z)b+ν ] , (6)

where b+ν (bν) is the phonon creation (annihilation) operator,

Cν(r⊥, z) = Cνeiq⊥r⊥ξν(z) , (7)

and ξν(z) is chosen so, that ξν(z = 0) = 1.
We do not concretize the form of the interaction (7) below.

2. Wave functions and energies of magnetopolarons

A polaron, arising due to crossing of terms n0, l0, N = 1 and
n1, l1, N = 0 is considered. n is the Landau quantum number,
l is the quantum number of the size-quantization, N is the
number of phonons (Fig. 2). We search for the wave function
as a superposition

�(x, y, z, Y ) =
∑
ky

a0(ky)�n1,ky ,l1(x, y, z)ψph0(Y )

+
∑
ky,ν

a1(ky)�n0,ky ,l0(x, y, z)ψphν(Y ) . (8)

The indexes 0 and 1 at factors a0(ky) and a1(ky) desig-
nate the number of phonons. For convenience of the further
calculations we introduce designations

�n1,ky ,l1(x, y, z) = �1,ky (x, y, z) ,

�n0,ky ,l0(x, y, z) = �0,ky (x, y, z) (9)

and also

 1 = (n1 + 1/2)h̄ωeH + εl1 ,
 0 = (n0 + 1/2)h̄ωeH + εl0 . (10)

Then the Schrödinger equation may be written down as

(E − 1)ψph0

∑
ky

a0(ky)�1,ky

+ (E − 0 − h̄ωLO)
∑
ky

a1(ky, ν)ψphν

− ψph0

∑
ky

�0,ky

∑
ν

Cν(r⊥, z)a1(ky, ν)

−
∑
ky

a0(ky)�1,ky

∑
ν

C∗ν (r⊥, z)ψphν = 0 . (11)

We obtain the square-law equation for energy E

(E − 1)(E − 0 − h̄ωLO)

×
∑
ν

|U(ν)|2 = 0 . (12)

Let us introduce a designation

w(no, n1, l0, l1) =
∑
ν

|U(ν)|2 . (13)

The equation (12) has two solutions

Ea,b = 1

2

{
 0 + 1 + h̄ωLO

±
√
( 1 − 0 − h̄ωLO)2 + 4w(no, n1, l0, l1)

}
, (14)

where the indexes a and b correspond to+ and−. The energy
distance between two magnetopolaron states is equal


E =
√
λ2 + 4w(no, n1, l0, l1) , (15)

where
λ = (n1 − n0)h̄ωeH − h̄ωLO + εl1 − εl2

describes a deviation from an exact resonance. This is the
energy spectrum of anyone twofold polaron.

Using (8), (14) and designation (9), we obtain the magne-
topolaron wave functions for states p = a and p = b

�p(x, y, z, Y ) =
∑
ky

a0p(ky)
[
�1,ky (x, y, z)ψph0(Y )

+(Ep − 0 − h̄ωLO)
−1

∑
ν

exp[ia2
Hqx(ky − qy/2)]

×U∗ν �0,ky−qy (x, y, z)ψphν(Y )
]
. (16)
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Abstract. We have studied resonant tunnelling between identical two-dimensional electrons layers formed by δ-doping in
adjacent quantum wells. We demonstrate that magnetic field parallel to the layers induces metal-insulator type transition
manifested as change of temperature dependence sign of tunnelling junction linear conductance (the tunnelling conductance
at small voltage around zero bias). The transition is sharp, i.e. there is crossover point between two types of conduction in
particular BS magnetic field. Simple expression is suggested to calculate BS .

Conservation of in-plane momentum for tunnelling between
parallel 2D electron systems produces sharply resonant current-
voltage characteristics. For identical 2D electron systems max-
imum of differential conductance peak is precisely located at
zero of external voltage bias.

The conservation of in-plane momentum strongly restricts
the phase space available for tunnelling between parallel 2D
systems. It can be described by use of electronic spectral func-
tion in the layers A(E, k). This function gives the probability
that an electron with wave vector k has energy E and pos-
sesses a strong peak near the single particle energy h̄2k2/2m.
The width of this peak and consequently the width of measured
differential conductance peak reflect the finite lifetime τ of the
momentum eigenstates in the layers.

The conductance peak broadens with temperature, which is
mainly due to the increasing of the electron-electron scattering
rate and as the result the reducing of lifetime τ . The linear
or near equilibrium tunnelling conductance, i.e. the tunnelling
conductance at small voltage around zero bias, decreases with
temperature and could be called the metal-type temperature
dependence.

In magnetic field B parallel to the layers the dispersion
parabolas are relatively shifted in k-space. The shift is equal
to eBd/h̄, where e is electron charge and d is the tunnelling
distance, which equals to the distance between “mass centers”
of the quasibound ground 2D states wave functions in the lay-
ers. The linear tunnelling conductance decreases with mag-
netic field at constant temperature. It is clear that when Fermi
momentum 2kF becomes less then eBd/h̄, there is not avail-
able phase space more in the vicinity of Fermi levels for near
equilibrium tunnelling with momentum conservation. Now
accessible states have higher energy and for tunnelling around
zero bias electrons need temperature activation. It means that
starting from some magnetic fieldsBS > B∗ = 2kFh̄/ed equi-
librium tunnelling conductance should demonstrate insulator
type temperature dependence.

The arising questions are the following. Is this metal-insu-
lator type transition sharp, i.e. is there a crossing point on the
dependencies of equilibrium conductance on parallel magnetic
fields measured at different temperatures? How does BS relate

with B∗ especially if condition γ � EF, where γ = h̄/τ ,
and EF is Fermi energy in the layers, is not satisfied? Our
studies gave answers to both questions. The answer to the
first question was yes! The answer to the second question was
BS = B∗

√
(1+ γ /EF) .

The MBE-grown samples were a triple barrier structures
with pure vertical transport, based on AlGaAs/GaAs layered
materials. The 2DESs in the quantum wells (QW) between
the barriers were formed by δ-doping inside the QW (Si-donor
sheets with concentration of 3 × 1011 cm−2). Highly doped
contact regions surround the tunnel barriers. Transport in the
plane of the 2DES does not contribute to the tunnel current in
these types of structures, so that tunnelling studies can be car-
ried out in an arbitrary magnetic field. The transparencies of the
two outer barriers are much larger than the transparency of the
middle barrier, which separates the two 2DESs in the quantum
wells. The barrier parameters were chosen so that the voltage
applied to the samples drops predominantly between the two
2DESs, allowing the observation of features in the tunnelling
spectra on a direct energy scale. Figure 1 shows schematic
band diagram of the sample. Figure 2 shows tunnelling differ-
ential conductance versus bias voltage and demonstrates clear
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Fig. 1. Schematic band diagram of the sample.
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Fig. 2. Tunnelling differential conductance versus bias at different
magnetic fields.

resonant features peaked at zero bias. That means identity of
2DEG’ in QW’s and alignment of ground subband energy lev-
els under equilibrium conditions. Tunneling conductance is
reducing in in-plane magnetic field.

Figure 3 shows linear tunnelling conductance versus in
plane magnetic field at different temperatures. Linear tun-
nelling conductance has been extracted from resonance curves
similar to these shown in Figure 2. The clear crossover point
at BS = 13 T reflect the boundary between different tempera-
ture dependences of linear conductance, i.e. the metal-insulator
type transition in tunnelling junction. It should be noted that
dependence of linear conductance on magnetic field at low
temperature is very slow. This is strong indication of rela-
tively large γ of the 2DEG’s in QW’s. Figure 4 demonstrates
calculated dependence of linear conductance versus in plane
magnetic field for different γ in the layers. The experimen-
tal data measured at 4 K are also presented in this figure. We
suggest that 2DEG’s in our structures is identical.

The calculations were performed by procedure similar to
one described earlier [1]. By fitting procedure of calculations
to experimental data we have extracted γ = 4.8 meV and
B∗ = 9.5 T for 2DEG’s in the QW’s. From measurements
of SdH like oscillations in magnetic field normal to the layers
we extract kF. Self-consistent calculation of Schrodinger and
Poisson equations permits us to estimate d . Multiplying these
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Fig. 3. Linear tunnelling conductance versus in plane magnetic field
at different temperatures.
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Fig. 4. Solid lines – calculated tunnelling linear conductance versus
in plane magnetic field for different γ in the layers. Parameter γ
increases from bottom to uppermost curve. Circles – experimental
data measured at 4 K .

two values and the value of electron charge we have got B∗ =
9.4 T, which is in very good agreement with value obtained by
fitting procedure. The last step is to establish that with accuracy
of few percent the relationBS = B∗

√
(1+ γ /EF) is valid. The

relations was derived in preposition that dispersion curves in
magnetic fields should be separated by 2kF plus broadening
of the spectral function. We note that in general γ depends
on temperature. For our structures this dependence is weak
since 2DEG’s was formed by δ-doping and main scattering
process responsible for the quantum lifetime in the layers is
the scattering on the charged impurities.

In conclusion we have found that the temperature depen-
dence of linear conductance in tunnel junction between iden-
tical 2DES’s change sign with magnetic field parallel to the
layers. The crossover point at particular magnetic field BS
separates the regions of metal or insulator type temperature
dependences. The critical magnetic field BS is slightly above
magnetic fieldB∗ = 2kFh̄/ed and can be expressed by relation
BS = B∗

√
(1+ γ /EF) with high accuracy.
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Using a silicon nanopore to detect a single DNA molecule
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Abstract. We are exploring the use of nanometer-diameter pores, sputtered into nanometer-thick inorganic membranes
made from silicon, as a transducer that detects single molecules of DNA and produces an electrical signature of the structure.
Silicon nanofabrication and molecular dynamic simulations with atomic detail are technological linchpins in the
development of this detector. The sub-nanometer precision available through silicon nanotechnology facilitates the
fabrication of the detector, and molecular dynamics provides us with a means to design it and analyze the experimental
outcomes.

Each species from bacteria to human has a distinct genetic
fingerprint [1]. The inimitable traits that identify each organism
are derived from the sequence of base-pairs(bp) that comprise
its DNA or genome. The genome for the smallest bacterium
contains about 600,000 base-pairs, while the human genome
has about 3 billion.

The aim of genomic science is to predict biological func-
tion using the information encoded in the sequence. Right
now, about 100 bp can be sequenced at a cost of about $1
per minute by using variations of the Sanger process in con-
junction with capillary array electrophoresis, to separate de-
oxyribonucleotide triphosphate fragments at single-base res-
olution with an accuracy of about 99.99% [2,3]. There are
several emerging technologies that have the potential to super-
sede conventional sequencing [2,3]: for example, bioMEMs,
which is an extension of conventional electrophoretic meth-
ods through miniaturization and integration [4]; sequencing-
by-hybridization, which uses the differential hybridization of
oligonucleotide (5-8 nucleotides long) probes to decode the
DNA sequence [5]; sequencing-by-synthesis, which uses re-
peated cycles of nucleotide extension through polymerase to
progressively infer the sequence [6]; massively parallel sig-
nature sequencing (MPSS), which uses cycles of restriction
digestion and ligation, instead of polymerase extension [7];
cyclic-array sequencing on single molecules, which eliminates
the need for costly procedures such as cloning and PCR am-
plification through the extension of a primed DNA template
by a polymerase with fluorescently labeled nucleotides [8];
and finally, non-enzymatic, real-time sequencing of a single-
molecule using a nanopore [9]. Many of these methods like
sequence-by- synthesis, cyclic-array sequencing on amplified
molecules, and MPSS, rely on some method of isolated clonal
amplification, that are costly and often problematic. On the
other hand, sequencing single molecules eliminates the costly
PCR-amplification step, and requires less starting material, but
achieving the signal-to-noise required for single molecule de-
tection is still a challenge.

A mechanism that detects a single molecule of DNA would
represent the ultimate analytical tool. The nanopore sequenc-
ing concept, articulated by Deamer and Branton [10], is a radi-
cally new approach that does not require fluorescent labeling or
any chemical treatment, instead it relies on a signal (that may
be electrical or optical) that develops when DNA translocates
through the pore. If each base has a characteristic electrical
signature, then a nanopore sensor could facilitate the analysis
by eliminating the need for sensitive dyes, thereby improving
the dynamic range.

As a first step in the development of such a tool, we are
exploring the use a nanometer-diameter pore, sputtered in a
nanometer-thick inorganic membrane with a tightly focused
electron beam, as a transducer that detects single molecules
of DNA and produces an electrical signature of the structure
[11,12]. The phosphate backbone of DNA gives the molecule
a negative charge. So, when an electric field is applied across
the membrane, DNA immersed in electrolyte is attracted to the
pore, blocks the current through it, and eventually translocates
across the membrane, bending and stretching along the way.
As the molecule permeates the membrane, the ion current is
temporarily blocked. The duration of the blocking transient
and the magnitude of the blockade current provide an electri-
cal signature that has been used to discriminate different nu-
cleic acid polymers, divalent metal ions, organic molecules,
and proteins [9].

Using the same fabrication tools that are used to manu-
facture MOSFETs (Metal Oxide Semiconductor Field Effect
Transistors), we have fabricated nanometer-thick membranes
and sputtered nanometer-diameter pores through them. Mem-
branes fabricated this way are robust, withstanding hundreds
of electrolyte immersion and emersion cycles without break-
ing. The inset in Figure 1(a) shows a TEM of a 0.5 nm radius
pore produced in a Si3N4 membrane 10±3 nm thick taken at a
tilt angle of 0◦. This image represents a two-dimensional (2D)
projection through the membrane; the shot noise observed in
the area identified, as the pore is indicative of perfect transmis-
sion of the electron beam through the membrane. The three-
dimensional (3D) structure can be inferred from 2D projections
of the pore taken at various tilt angles. One simple model for
the structure consists of two intersecting cones each with a cone
angle of ∼ 10◦ as shown in the inset.

We have previously shown that electrophoretic ion trans-
port can be used to characterize nanopores fabricated this way
[11]. We measured the dc electrolytic current through a single
pore as a function of the applied electrochemical potential in a
membrane transport bi-cell. Figure 1(a) shows the I–V char-
acteristic through the same pore measured in the range ±1 V
in 1M KCl electrolyte using an Axopatch 200B amplifier with
a 10 kHz bandwidth. Notice that the current is approximately
a linear function of the voltage over the range.

We have also tested the efficacy of using synthetic nano-
pores for stochastic detection by injecting DNA along with
TRIS-EDTA buffer (pH 8.0) into 1M KCl electrolyte near the
negative electrode [11]. While monitoring the ionic current
through the pore under an applied bias, we observed transients
associated with single DNA molecules temporarily blocking
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Fig. 1. Electrolytic characterization of nanopore and translocation
of DNA. The upper inset to Fig. (a) is a TEM image of a nanopore
(slightly out of focus to exaggerate the pore) in a nominally 10 nm
thick nitride membrane viewed at 0◦ tilt angle. The apparent radius
of the pore is Rp = 0.5 ± 0.1 nm. The lower inset is a schematic
representation of the structure inferred from tilted TEM images of
similar pores. The current-voltage characteristic of the nanopore
is approximately linear. Figure (a) is a measurement of the I–V
characteristic obtained in 1M KCl, corresponding to the nanopore
shown in the inset. The fit through the data (red dashed line) has
a slope of 0.63±0.03 nS. When DNA is inserted at the negative
electrode, transients are observed in the ionic current through the
nanopore associated with a blockade by DNA. Figure (b) shows the
current through the same nanopore as a continuous function of time
with 50mer poly(dT) ssDNA inserted at the negative electrode (blue)
and without it (red). Corresponding to the observation of transients,
DNA is found at the positive electrode. Figure (c) illustrates the
variety of transients observed in the same pore for an applied voltage
of 200 mV (i,ii,iii) all plot on the same linear scale, but each transient
has been offset for clarity. The blocking current is observed to vary
during the transient and from transient to transient as well. The
width of the transients ranges from the bandwidth-limited 100 µs to
10 ms. Taken from ref. [11].

the electrolytic current through the pore similar to the results
obtained using α-hemolysin. Figure 1(b) shows a continuous
time sequence (blue) of the current through the 0.5 nm-radius
pore observed for an applied bias of 200 mV after injecting 50-
mer poly (dT) (polydeoxythymidylate) single-stranded DNA
(ssDNA) at the negative electrode. The trace shows five cur-
rent transients. For comparison, the separate (red) trace in the
same figure corresponds to the baseline measured without DNA
at the negative electrode.

The time sequences in Fig. 1(c) incompletely illustrate the
variety of transients associated with the same 50-mer poly (dT)
ssDNA blocking the current through the same pore for a trans-
membrane bias of 200 mV. In each instance, the open current
(120 pA for 200 mV) through the pore is blocked for only a
limited time. Because of the low concentration of the ssDNA
(∼ 20µg/mL∼33pmole/mL) in the electrolyte, and the small
volume of the pore (∼ 20 nm3), we suppose that each of these
electrical signatures is indicative of a single molecule interact-
ing with the pore. But because of the limited bandwidth of
the amplifier, we may not detect every interaction between a
molecule and the pore.

We have established the relationship between DNA translo-
cation and blocking current through molecular dynamics sim-
ulations. Adapting the methodology developed for simula-
tions of membrane proteins, we use classical molecular dy-
namics (MD) to analyze the translocation. To simulate the
DNA/nanopore microsystem [12], a molecular force-field de-
scribing water, ions and nucleic acids is combined with the
MSXX force-field for membranes. We first construct a micro-
scopic model of our experimental systems and subsequently
carry out MD simulations of electrophoretic transport through
the pores. For example, a crystalline Si3N4 membrane is built
by replicating a unit cell of β-Si3N4 crystal along the unit cell
vectors, producing a hexagonal patch of 10.3 nm thickness and
4.6 nm sides. By removing atoms from the membrane one
can produce pores of symmetric double-conical (hourglass)
shapes with radii that correspond to our experiments. A DNA
helix is built from individual base pairs in the geometry sug-
gested by Quanta [12]. The DNA helix is placed in front of the
pore normal to the membrane, as illustrated in Fig. 2(a). The
DNA/ nanopore complex is then solvated in pre-equilibrated
TIP3P water molecules; K+ and Cl− ions are added corre-
sponding to a 1M concentration.

For the 50 ns simulation illustrated in Fig. 2, we applied
a uniform electric field of 8.7×107 V/m normal to a 5.2 nm
thick Si3N4 membrane to drive a 20bp fragment of dsDNA
(poly(dC)20·poly(dG)20) through a pore with a 2.2×2.6 nm2

cross-section at the narrowest part. At the beginning of the
simulations, the electric field rearranges the ions and water
which in turn focuses the field to the vicinity of the mem-
brane, eliminating the gradient in the bulk, and producing a
1.3 V transmembrane bias. Figures 2(a-e) represent snapshots
of the time-dependent configuration of dsDNA as it translocates
through the nanopore. To clearly delineate the conformation
of the DNA fragment, water and ions, which were included in
the simulation, are not shown in these figures. Figure 2(f) is a
summary illustrating the position of the dsDNA center of mass
(CoM) relative to the center of the Si3N4 membrane, along
with the ionic current through the pore versus elapsed time
for the duration of a translocation event. The vertical dashed
line indicates the moment when the DNA is introduced into the
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Fig. 2. Snapshots from MD simulation of DNA electrophoresis
through a nanopore at a 1.4 V bias. (a) The simulation begins.
(b) The terminal WatsonCrick base pair splits at the narrowest part
of the pore. (c) DNA spends about 8.5ns in this conformation with-
out moving. (d) DNA exits the pore while one base at the DNA end
remains firmly attached to the surface of the nanopore. (e) The sim-
ulation ends. Most of the DNA has left the pore and the ionic current
has returned to the open pore level. (f) Shown are the total ionic
current (left axis, black line) and the position of the DNA center of
mass relative to the center of the Si3N4 membrane (blue line, right
axis) against the simulation time. The cross-section of the narrowest
part of the pore is 2.2×2.6 nm2. Taken from ref. [11].

simulation. The horizontal dashed line indicates the open pore
ionic current found in the absence of DNA. Within the first few
nanoseconds of the simulation the electric field captures the
four pairs of nucleotides nearest the aperture and drives them
into the pore. The rest of the molecule moves down the pore
following the charged backbone of the first few nucleotides,
almost completely blocking the ion current. After 5 ns, the
DNA reaches the narrowest part of the pore and slows down.
We observed a rupture of the hydrogen bonds connecting the
bases of the three terminal base-pairs inside the pore, followed
by a partial unzipping of the DNA. Two of the six non-bound
bases adhere to the surface of the pore and remain in one lo-
cation for an extended time interval (5–30 ns). Subsequently,
near t = 42 ns, we find a characteristic positive spike above
the open pore current that correlates with the exit of DNA from

the pore. When DNA exits the pore, ions accumulating near
the mouth are also released resulting in the positive spike in
the current similar to those spikes observed experimentally.

In summary, nanometer-diameter pores can be fabricated in
nanometer-thick inorganic membranes using electron beam in-
duced sputtering. The inorganic membranes, made from MOS-
compatible materials, are mechanically robust; can be incor-
porated into a conventional silicon manufacturing process; and
are suitable for use at high voltage (∼ 1 V). When an electric
field is applied across the membrane, DNA immersed in elec-
trolyte is attracted to the pore, blocks the current through it,
and eventually permeates the membrane [11]. The relation-
ship between DNA translocation and blocking current has been
established through molecular dynamics simulations [12]. An
unambiguous interpretation of the variety of current transients
associated with DNA interacting with the nanopore will require
sub-microsecond resolution according to MD simulations.
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Abstract. There are different approaches to create functional nanostructures. On the one hand, top-down approaches
include conventional and advanced lithography techniques, such as the more recent soft lithographies. Furthermore, MEMS
based devices become increasingly important to control micron and nanometer sized entities with high precision. We’ll
report on Nanoscale Dispensing (NADIS), a new technique to deposit ultrasmall volumes of liquids (down to the
sub-femtoliter range) based on cantilevered tips with micromachined apertures. From the bottom-up side, molecular
self-assembly shows us ways to inexpensively create functional nanostructures. Of particular interest are polymeric systems
due to their versatility and tunability.
Both developments have tremendous potential in numerous fields of applications, including the field of life sciences. In this
contribution, some of CSEM’s activities in these fields will be presented.

1. Cantilever based liquid deposition of ultra-small
volumes (NADIS)

In order to develop a nanoscale surface patterning technique
that is non-lithographic and complementary to established
methods, we combined the virtues of high resolution scanning
probe approaches with the advantages of micro- and nanoflu-
idics. Nanoscale dispensing (NADIS) is based on depositing
liquid material through an apertured probe tip, such as the ones
used for scanning force microscopy. The method works at am-
bient conditions and offers great flexibility in the choice of
deposited material, substrates, and pattern geometry. Potential
applications are e.g. in biotechnology (bio-arraying) and rapid
prototyping.

In NADIS, liquid is transferred from the loaded probe tip by
gently touching the surface. This approach is a straightforward
development from our prior work on microfabricated apertured
probes for scanning near-field optical microscopy (SNOM). In
a more recent development, the apertures were formed by Fo-
cused Ion Beam (FIB) milling of commercial force microscopy
probes [1]. Fig. 1 shows such a probe that was modified for
operation as a NADIS device (left: top view, right: side view).
The dark loading area at the back of the cantilever is clearly
visible.

An array of droplets deposited on glass is shown in Fig. 2.
The dots spacing is 1µm, the dot diameter is well below 50 nm.
Arbitrary lines can be written by moving the sample during
contact with the dispensing probe tip. The FIB modified and

reservoir

tip

Fig. 1. Top view and side view of a FIB modified cantilever probe
with patterned reservoir zone for NADIS operation.

2 µm

Fig. 2. NADIS array of glycerol dots deposited on glass. The dots
are 50 nm in diameter and spaced at 1 µm.

thus sharp probe tip has the additional advantage that, once it is
empty, allows high resolution (in-situ) imaging of the patterned
substrate surface.

2. Polymeric self-assembly for functional nanostructures

Polymeric nanostructures can be easily formed by utilizing pro-
cesses such as de-mixing of homopolymer solutions, or mi-
crophase separation of block co-polymers. By using appropri-
ate constituents, not only can nanoscale topographic structures
be created on surfaces, but it is also possible to regularly pattern
functionalities in an inexpensive way.

Here we present an example for microphase separation of
block co-polymers, allowing to create even smaller structures,
namely on the scale of the molecular building blocks. If such
polymers contain two blocks, which are mutually insoluble,
they phase-separate and form chemically distinct domains.

The bulk domains formed are well ordered and very small;
they are directly related to the size of the polymer–chains and
are therefore of the order of 10 to 100 nm. Depending on
the relative length of the blocks, different morphologies of the
domains form e.g. spheres, cylinders, or layers (Fig. 3).

Thin films of block-copolymers applied to surfaces thus re-
sult in surface patterns with well-ordered chemically distinct
phases or domains. We are investigating the use of block-co-
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Fig. 3. Typical self-organized phase-separation patterns of block
co-polymer A-b-B

(a)
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(b)

Fig. 4. Tapping mode AFM image (a) and scanning electron mi-
croscope (b) images of spin-cast films of polystyrene-poly(ferro-
cenyldimethylsilane) block-copolymers on a silicon surface after
removal of the polystyrene block by O2-reactive ion etching, show-
ing self-organized 30 nm etch-resistant dots and mid-range ordering.

polymers that contain poly(ferrocenyl-dimethylsilane) (PFS)
as one constituent [2–4]. One of the outstanding features of this
system is the high resistance of PFS towards reactive ion etch-
ing (Fig. 4). Surfaces of different nature can thus be structured
simply by spin-coating the block copolymer and using the PFS
containing domains as etch mask for reactive ion etching. This
makes the systems well suited for efficient nano-structuring of
surfaces as industrially important as silicon or silicon nitride.

Combining the two methods of polymer demixing and mi-
crophase separation, by using a mixture of a block-copolymers
with an incompatible homopolymer, leads to nanostructures
within microstructures. This opens the way to structure sur-
faces on different, “hierarchical” length scales relaying on self-
organization only. Further, microphase separation is a very
promising chemical platform, when exploiting the selectivity
of micelle cores forming on the surface [4]. Examples for both
will be shown.
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Abstract. We report on a number of new effects of self-organization at nanoscale, leading to creation of new functional
nanomaterials, including carbon and carbon-metal nanotoroids and nanodiscs (size of pure carbon ∼ 10 nm, for
carbon-metal (Mo, Cr) ∼ 30 nm) and self-assembling of magnetic nanoparticles (Ni, size ∼ 2.5 nm) into helices and chains.
Contrary to carbon-based self-assembling superstructures (pure carbon, carbon-metal nanoclusters, including magnetic
nanoclusters), we also extensively used a new approach of biopattern nanoengineering to create DNA-based complexes with
metal or CdSe/ZnS core-shell nanorods (22× 4.5 nm) which possess strongly linearly polarized photoluminescence due to
unidirectional orientation of nanorods along DNA filaments (∼ 1 m in length and 4 nm in diameter). Optical, electrical and
topology (geometrical) properties of such complexes were investigated.

We report experimental observation (by AFM, STM and
HRTEM methods) of nanotoroids for both carbon and carbon-
metal superstructures produced by methods of arc discharge
and laser ablation. Size of superstructures is ∼ 10 nm for car-
bon and∼ 30 nm for carbon-metal (outer diameter), with inner
diameter ∼ 1/3 of the total.

Initial observations of toroids were made for pure carbon,
but gradual increase of metal to some optimal concentration
dramatically increased the yield of toroidal structures [1, 2].
The influence of pressure, humidity and temperature was also
investigated. Also effects of reversible transition of topology
(sphere–toroid) (Fig. 1a–1c.) on the same sample, were ob-
served depending on external parameters [2].

The possibility of such structures was discussed earlier [3,
4], but we also discovered carbon-metal nanocapsules among
toroids (Fig. 1c), with shapes like nanodiscs, reminiscent of hu-
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Fig. 1. AFM Images of reversible topological transition from spheres
(a) to toroids (b, c).

25 Å

Fig. 2. Self-assembling Au101-monolayer.

man erythrocytes. Changing concentrations and metals (Mo,
Cr, ets) leads to difference in shapes and sizes of superstruc-
tures. Therefore, new types of topologically closed carbon and
carbon-metal nanostructures are discovered, with the theoret-
ical model presented elsewhere [5]. We also discuss techno-
logical aspects of the growth of such nanostructures and their
applications as new functional nanomaterials.

We also present new experimental results on self-assemb-
ling (Fig. 2.) and electrical properties of a number of carbon-
metal (including Au101) molecular nanoclusters, typical size of
few nanometers, clearly demonstrating Coulomb blockade and
single-electronic properties, as presented by us earlier for other
systems [6]. Self-organization of magnetic nanoparticles (Ni,
size ∼ 2.5 nm) on very smooth (gold on HOPG) surfaces is
also discussed, including formation of chains (Fig. 3a), double
chains, helices (Fig. 3b.) and nanotubes (Fig. 4.) of magnetic
nanoparticles [7–9].

These self-organization effects can also lead to new applica-
tions in magnetic nanomaterials, particularly for topologically
closed superstructures [10].

We introduce also a new approach of biopattern nanoengi-
neering, using biological molecules, and in particular, DNA
molecules as building blocks and nanotemplates for control-
lable fabrication of various bioinorganic nanostructures due to
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Fig. 3. Self-assembled chain (a) and helices (b) of Ni nanoparticles.
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Fig. 4. Self-assembled nanotube-like superstructure of Ni nanopar-
ticlesof.

their unique physical-chemical properties and recognition ca-
pabilities.

We have synthesized novel DNA complexes with posi-
tively charged, highly luminescent CdSe nanorods that can be
self-organized into filamentary, netlike or spheroidal nanos-
tructures. CdSe/ZnS core-shell nanorods (22 × 4.5 nm) pro-
duce room-temperature photoluminescence (PL) band centered
around 580 nm with PL quantum yield above 30% and are ar-
ranged into collinear strings or filaments of micrometer length.
DNA-CdSe nanorod filaments possess strongly linearly polar-
ized PL due to unidirectional orientation of nanorods along
the filaments and can be extensively used as new bioinor-
ganic nanomaterials (biomarkers, sources of polarized light,
ets.) [11].
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Abstract. We focus on a set of key issues underlying the nanoscale integration of semiconductor nanostructures with
biological structures. We address the roles that functionalizing semiconductor quantum dots (SQDs) with biomolecules and
placing SQDs in biological environments play in altering and determining the electronic, optical, and vibrational properties
of these nanostructures.

The integration of SQDs with biological structures is promi-
sing for many applications and novel investigations of intrinsic
properties of both constituent systems though it is in an early
stage of development. The use of SQDs as biotags has em-
phasized use of the semiconductor luminescence to determine
the location where chemically functionalized SQDs bind to a
biological sample. These studies [1] emphasize the determi-
nation of the binding site rather than determination of how
the interaction between the SQDs and the biological struc-
ture changes the electronic and optical properties of SQDs.
Recent efforts to study the interaction between SQDs and bi-
ological structures have investigated the binding of peptide-
functionalized colloidal SQDs to transmembrane proteins in
the bilipid membranes of cells [2]. In this study SQDs are
bound to CGGGRGDS peptide through the thiol link between
the cysteine!(C) amino acid and the SQD.

In the present study chemically prepared CdS SQDs are
functionalized with peptides composed of the following amino
acid chains: CGGGRGDS, CGGGRVDS, CGGIKVAV, and
CGGGLDV. Since protein hydration is known to be a key fac-
tor affecting protein energy balance, we also studied a role that
water and other biological environments may play in stability,
surface properties, dynamical and structural charactetistics of
these molecular systems. As will be seen the cysteine amino
acid links to the CdS SQD via the thiol link, the GGG sequences
of glycine (G) amino acids provide a spacer in the amino acid
chain, and the RGDS, RVDS, IKAV, and LDV sequences have
selective bonding affinities [3] to specialized transmembrane
cellular structures known as integrins. In particular, IKAV and
LDV are known to bind preferentially to cellular integrins of
neurons and cancer cells, respectively. Clearly, CGGGLDV-
and CGGGIKVAV functionalized CdS nanocrystals have po-
tential applications in the study of cancer and the neuronal
currents in neurons. In addition to investigating RGDS and
RVDS binding properties, this study investigates the interac-
tion between colloidal CdS nanocrystals and the CGGGIKVAV
and CGGGLDV peptides by measuring absorption and photo-
luminescence spectra (PL) for these SQD-peptide complexes.
Particular emphasis is placed on determining the changes in
the optical properties of the surface states as a result of being
functionalized by the peptides.

The investigated peptide-functionalized colloidal CdS nano-
crystals were synthesized using techniques of colloidal chem-

istry [4]. In particular, a 5 mM solution of CdCl2(36.6 mg of
CdCl2 in 40 mL of H2O) was titrated with mercaptoacetic acid
until a pH of 2 was achieved. Concentrated NaOH was then
added dropwise until a pH of 7 resulted. Upon mixing this
solution with a 5 mM solution of Na2S·9H2O, a yellow col-
loidal suspension of CdS was formed. The functionalization
of the colloidal CdS SQDs with peptides was accomplished by
introducing 5 mg of CGGGRGDS in 2 mL of CdS suspension,
3 mg of CGGGRVDS in 2 mL of the CdS suspension, 2.4 mg
of CGGGIKVAV in 5 mL of the CdS suspension, and 1.8 mg
of CGGGLDV in 5 mL of the colloidal CdS suspension.

We found in the absorption spectra of the CdS nanocrystal sus-
pension with and without peptides for the cases of CGGGIK-
VAV and CGGGLDV, respectively, that there is a strong absorp-
tion peak in each of these spectra at about 440 nm. The band gap
of bulk CdS at 10 K is 2.58 eV (480.6 nm) and the band gap in-
creases to∼ 2.8 eV (439.9 nm) for a CdS SQD dot as a result of
the quantum confinement. By comparing the absorption edge
at 440 nm with these scaling results, the diameter of the SQDs
in the CdS suspension is estimated to be about 3 nm. In previ-
ous studied of colloidal SQDs [5], a dominant feature of the PL
found to be due the recombination from surface state in the gap
of the semiconductor. To examine such states, PL spectra were
taken using a 514.53 nmAr+ laser source to ensure the sub-band
gap excitation of the CdS-peptide complexes. As a result the
strong PL feature is not present due to the recombination of the
electron-hole pair at the quantum confined state. To determine
the role of surface-functionalization on the PL emission from
the surface states, PL studies have been performed for a variety
of peptide concentrations. In Fig. 1 varying concentrations of
CGGGIKVAV (denoted by IKVAV) are seen to affect the PL
from surface states for higher concentrations. In each case, a
5 mL volume of the previously-describe CdS suspension was
functionalized with the indicated mass of CGGGIKVAV pep-
tide. The emission bands near 620 nm are due to the presence
of water. We also observed these bands’ characteristic for the
high-frequency O-H stretching region [6] at 2900–3700 cm−1

in Raman spectra obtained using the same excitation line of the
Ar+ laser for the high purity water (with electrical resistivity of
∼ 20 M�·cm) and 1 mM lysozyme solution (pH = 7.0). In
the latter spectra formation of water bridges with carbonyl oxy-
gens of main chain on protein surface at 1660 cm−1 (Amide 1)
in good agreement with results of molecular dynamics simu-
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Fig. 1. Photoluminescence of CdS SQDs suspensions for different
concentrations of IKVAV peptides.

lations for Lysozyme (3LZT) in an explicit periodic water box
using AMBER 4.1 package and results of AB INITIO calcu-
lations using GAMESS 6.4 and GAUSSIAN 94W quantum
chemical programs packets with 6–31*G basis set. As is ap-
parent form spectra in Fig. 1, the suspension exhibits signif-
icantly reduced luminescence for the case of relatively high
peptide concentrations of 2 mg in 5 mL of suspension. This
finding is analogous of [5] where it was shown that increasing
the concentration of DNA oligomer resulted in decreased sur-
face state emission; a possible mechanism for this quenching
effect may be the presence of a surface absorbed DNA (pep-
tides in our case) that results in greater surface localization of
charges. Anyway, the relative change in the PL intensity as
a function of surfactant concentration portends applications in
the determination of the concentrations of biomolecules in the
SQD suspension.

In parallel with these experimental studies of luminescence
for SQD suspensions, the role of the observed linewidth broad-
ening has been examined. In particular, the linewidth broaden-
ing due to acoustic-phonon-assisted transitions is expected [1]
to contribute satellite lines to the PL spectra that are down-
shifted by the acoustic phonon energies. Within the elastic
continuum approach, the phonon mode frequencies sensitive
to the boundary conditions at the surface of the quantum dot
were calculated. Figure 2 depicts the frequencies of the breath-
ing mode — the lowest-order spherical acoustic mode for CdS
for a selection of different matrix materials surrounding the
CdS SQDs. As illustrated, free-standing, plastic encased, ZnS
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Fig. 2. Calculated energy of acoustic phonon mode as function of
CdS QD radius R for several cases of interest.

coated, water immersed, SiO2 coated, and GeO2 coated dots
are modeled. As is evident from Fig. 2, the mode frequencies
differ by as much as a factor of three for a given SQD radius.

These findings indicate that optical studies of SQDs in bio-
logical environments provide essential information on the inter-
action between quantum dots and their environments. Clearly,
these results portend many uses of SQDs going beyond those
traditionally associated with biotags. The demonstrated sensi-
tivity of the optical spectra opens a new way to a wide range
of studies of how integrated SQD-biological structures acquire
modified properties as a result of their mutual interactions.
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Intersubband quantum-box semiconductor lasers
Dan Botez
Reed Center for Photonics, University of Wisconsin-Madison, Wisconsin 53706, USA

Abstract. Intersubband Quantum-Box (IQB) lasers; that is, devices consisting of 2-D arrays of single–stage intersubband
QB emitters are proposed, as an alternative to 30-stage quantum-cascade (QC) devices, as sources for efficient
room-temperature (RT) emission in the mid- and far- IR (3–5µm and 8–12µm) wavelength ranges. Preliminary results
include: 1) the realization of the first mid-IR (λ = 4.7µm) single-stage emitters operating at RT; 2) etch-and–regrowth at
the nanoscale level by employing in situ gas etching and MOCVD regrowth; 3) the formation of 30 nm-diameter SiO2 posts
on 80 nm centers, thus forming the mask for the fabrication of IQBs via in situ etch and regrowth.

Introduction

Compact solid-state sources operating continuous wave (CW)
at or near room temperature (RT) and emitting in the two atmo-
spheric windows: 3–5µm and 8–13µm; are critically needed
for a vast array of applications. Intersubband (IS) transition
emitters are the most likely solution. The first implemen-
tation of the concept for using intersubband (IS) transitions
for laser action [1], was first realized in early 1994 [2] and
named quantum cascade (QC) laser. Recently, by using signif-
icantly improved heat-removal techniques, RT CW operation
was achieved [3–6], but only for wavelengths > 4.8µm and
with very low wallplug-efficiency values (< 3%) due to inher-
ently high voltages (10–11V). Furthermore, these devices have
highly temperature-sensitive characteristics at and near RT, due
to the thermal runaway triggered mainly by backfilling [7],
which raise serious issues of device reliability.

IS-QC lasers have fundamentally poor radiative efficiencies,
since the nonradiative LO-phonon-assisted relaxation time for
electrons in the upper laser states is about 1.8 ps [8], whereas
the radiative relaxation time is 4.2 ns. That is, nonradiative
processes are about 2300 times faster than radiative processes.
Since there are good reasons to believe that the LO-phonon-
assisted relaxation time will increase substantially if the re-
laxing electrons are confined in a quantum box [9–17], the
radiative efficiency problem can be overcome by converting
the QW active region of a QC laser into a quantum-box (QB)
array [18, 19].

1. IQB lasers

In QW structures electron relaxation normally occurs in about
1–2 ps, between subbands, via LO-phonon absorption or emis-
sion [2, 9]. Making quantum boxes causes discrete states in
the subbands [18], which in turn increases the LO-phonon-
assisted electron relaxation time [9, 12] by a factor β [Ref. 18].
Experiments for quantifying the magnitude of β have been
carried out by using optical pumping for electron excitation in
the high energy states of InAs quantum boxes [13]. A lower
limit of 15 ps was estimated for the phonon-assisted relaxation
time in InAs QBs. Experimental results [15–17] from unipo-
lar QBs (so that electron-hole scattering does not circumvent
the phonon bottleneck): time-resolved differential transmis-
sion [15] of InGaAs QBs without holes, and photocurrent-
response/dark-current measurements from QB IR detectors
[16, 17], indicate electron-relaxation times of the order of
100 ps, in good agreement with the most recent theoretical
predictions [14]. Therefore, for those InGaAs/GaAs QBs β
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Fig. 1. (a) Schematic representation of the IQB structure (CBM —
Current Blocking Material); (b) Cross-section of layers inside the ac-
tive box and the conduction-band energy diagram (electric field F ).
The radiative transitions occur between theE3 andE2 energy levels.

may be as high as 50. Based on the experiments reported
in Refs. [13] and [15–17], we feel confident to assume that
β > 15, which means that the gain per radiative stage can
be increased such that only a single radiative stage is needed
for lasing, thus eliminating the need for the cascade process.

The proposed device is schematically shown in Fig. 1: a
single-stage IS laser with a core region composed of a 2D ar-
ray of small, box-like regions called “active boxes” separated
by current blocking material (CBM) (see Fig. 1a). The pro-
posed material system is InGaAs/GaAs. The active-box ar-
ray together with low-doped n-type GaAs layers constitute the
core of an optical waveguide with heavily doped n-type GaAs
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Fig. 2. Calculated CW wallplug efficiency (λ = 4.5µm) at 300 K
for IQB lasers with β = 10 and 20 (Ref. [18]). The QC points
(λ > 4.8µm) are from Refs. [3] and [6].

cladding layers. As shown in Figure 1b, each active box has a
superlattice-type electron injector followed by an active region
composed of two deep InGaAs quantum wells (QWs) where
the electron transitions occur. Since the optical gain is created
in a 8.2 nm-thick “box” with 30 nm-wide sides, we call this a
quantum-box (QB) design. Due to the intrinsically higher ra-
diative efficiency of this QB design over the QC design [18],
the need for multiple radiative stages (∼ 30 in QC lasers) is
eliminated, thus making low-voltage operation possible.

A standard four-level laser theory has been used [18] to
estimate the threshold-current density, differential quantum
efficiency, wallplug efficiency, and thermal behavior of IQB
lasers and QC uncoated-facet lasers of vertical-transition type
at λ = 4.5µm. The calculated Jth = 1.26 kA/cm2 for β = 10
and 0.62 kA/cm2 for β = 20 at T = 300 K are only about
1.9 times larger than their respective values at 10 K, whereas
Jth (QC) increases by about seven times over the same temper-
ature range. The latter is a direct consequence of the backfilling
effect [7, 18] in QC lasers. In sharp contrast, for single-stage
IQB lasers backfilling is not an issue, since the upper-state life-
time is much longer than in QC devices and thus the population
inversion is maintained with increasing temperature. That is
why the threshold characteristics of IQB lasers relative to QC
lasers are much less sensitive to temperature.

The CW wallplug efficiency (ηp) dependencies on J , at
T = 300 K, are shown in Fig. 2. 4.5µm-emitting IQB lasers
should be capable of 300 K CW operation with peak ηp values
of 24% and 18% for theβ = 20 andβ = 10 cases, respectively.
In sharp contrast, the recently reported results [3, 6] from QC
lasers are maximum CW wallplug efficiencies at 300 K of 2.8%
at λ = 4.83µm and 0.5% at λ = 9µm, respectively.

We note that the use of self-assembled QBs in QC-like struc-
tures has been proposed [20–22] and demonstrated [23, 24]. In-
tersubband luminescence was observed [24] at λ = 22µm, but
represented only 0.8% of the total luminescence, due mostly to
the inherent problem of self-assembled QBs: carrier transitions
involving the wetting layer. The proposed QBs do not involve
self-assembly, but actual in situ fabrication [25], thus allowing
for means to tightly confine the carriers to the QBs. First of
all, due to the deep-QW proposed design (Fig. 1b) carrier leak-
age will be suppressed in the direction normal to the QBs, as
already experimentally demonstrated for single-stage QW de-
vices [26]. What is left is to confine the carriers radially. That
can be achieved by regrowth of similar high-Al-content mate-
rial (see Fig. 3) as used for transverse confinement. Thus strong

Al Ga As0.7 0.3

SiO2

i-GaAs n-GaAs

n-GaAs

Active region

Fig. 3. Schematic representation of the fabrication steps for the
quantum-box array.

carrier confinement to QBs can be realized for the first time,
which in turn will allow for temperature-insensitive character-
istics and subsequent high wallplug efficiencies (i.e., ≥ 20%)
and device reliability.

2. Preliminary experimental results

2.1. Single-stage intersubband emitters

Optimization of the QW material for efficient (IS) emission
involves optimizing the QW structure shown in Fig. 1b. We
have already developed [26] such a deep-well light-emitting
structure, thus demonstrating the first room-temperature emis-
sion in the mid-IR (λ = 4.7µm) from a single-stage IS device
(Fig. 4). Electrons are injected, via resonant tunneling, from
the ground level, g, of the injector miniband into the upper
level (E3) of the active region. We have significant experience
with resonant-tunneling structures, having demonstrated [27]
the first deep-well resonant tunneling diodes (RTDs); that is,
double-barrier diodes for which the quantum well, being com-
pressively strained, has a conduction-band edge lower in en-
ergy than that for the injector and emitter regions. We have
extended the deep-well approach to light-emitting intersub-
band devices [26] in order to tightly confine the carriers to
the active quantum well(s). In turn carrier loss via thermionic
emission and/or tunneling through the outer barrier are signifi-
cantly suppressed. The spectral linewidths FWHM are 19meV
and 25 meV at 80 K and 300 K, respectively. These values are
the same or better than the best results reported [28] from con-
ventional 5µm-emitting QC structures grown by MBE. Thus
the results confirm that we can grow by MOCVD QC structures
of same crystalline quality as by MBE. At a current density of
1.6 kA/cm2 the voltage is only 0.8V at RT. By contrast, typical
QC-device voltages are 10–11V.
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2.2. Quantum-box patterning

The eventual design involves a QB array of 30 nm-diameter
boxes of 60 nm centers (Fig. 1a), a nontrivial task. Therefore,
the patterning has to be done in progressive steps. We used
e-beam direct writing employing the novel resist: hydrogen
silsesquioxane (HSQ); which was found best for generating
high-quality, 2-dimensional dot patterns [25]: 33 nm-diameter
dots on 80 nm centers. This represents a 13% QB fill fac-
tor, well on the way to the 20% target value. Recently we
achieved transfer of such patterns into SiO2, a dielectric suit-
able as a mask for in situ etching and regrowth. 26 nm-diameter,
∼ 50 nm-tall posts were obtained on 80 nm centers (Fig. 5).

Fig. 5. SEM of 26 nm-diameter SiO2 posts on 80 nm centers. The
posts’ height is ∼ 50 nm [from Atomic-Force Microscope (AFM)
measurement].

2.3. In situ gas etching and regrowth of GaAs

We have carried out preliminary work on patterned GaAs sub-
strates, utilizing an SiO2 mask and dilute HCl gas flow for in
situ etching. Recent work involves the realization of 40 nm-
deep trenches between 70 nm-wide ridges on 300 nm centers.
In situ regrowths of high-resistivity GaAs material were per-
formed as well. By using 1µm-wide, SiO2-defined stripes on
GaAs substrate, ∼ 50 nm-thick regrowths were achieved into
∼ 30 nm-deep in situ etched trenches [25]. The regrowths were
carried under conditions of mass-transport-limited growth, thus
removing any appreciable temperature dependence on the re-
growth rate. High-crystalline-quality, ∼ 20 nm-high mesas
were left above the original wafer surface [25].

3. Conclusions

Significant suppression of phonon-assisted electron relaxation
times in unipolar quantum boxes will allow the fabrication of
single-stage, intersubband lasers emitting CW at room temper-
ature in the 3–10µm wavelength range. As a result of much less
input-power requirements than QC lasers, IQB lasers should be
able to achieve relatively high (20–25%) wallplug efficiencies
at room temperature. Furthermore, since the backfilling effect
characteristic of cascaded (i.e., multi-stage) devices is a moot
issue for single-stage devices, IQB lasers are unlikely to suffer

from the thermal runaway that currently mars the performance
of CW QC laser [3–6], and thus should prove to be long-term
reliable devices.
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Limitations of the dynamical properties of nano structure lasers
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1 Dept. of EE, Technion — Israel Institute of Technology, Haifa 32000, Israel
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Abstract. We describe detailed models and experiments for the dynamical and spectral properties of nano structure based
(eg. quantum dot and quantum dash)lasers. We show that two fundamental issues limit the modulation capabilities; the
inhomogeneous nature of the gain broadening and the finite carrier occupation of states whose energy is higher than that
corresponding to the oscillating wavelength. We demonstrate that the differential gain and nonlinear gain compression can
not be optimized simultaneously. The differential gain is shown to be almost the same for quantum dots, wires and wells.

Introduction

The narrow density of states (DOS) function of nano struc-
ture lasers predicts a large differential gain and consequently
enhanced dynamical properties. Documented experimental re-
sults suggest however, that both quantum dot (QD) and quan-
tum dash (QDash)) lasers exhibit moderate modulation band-
widths [1-2] and that extracted differential gain values range
over a wide range and are not large [3].

This paper addresses the modulation limitations of nano
structure lasers. We describe a comprehensive, spectrally re-
solved model [4] and experimental confirmation [5], for QDash
lasers which have the properties of a quantum wire assem-
bly [6]. We demonstrate that different modes which seem to
oscillate simultaneously when their average spectra are exam-
ined [7] actually exchange energy among themselves, a process
which affects the differential gain and the nonlinear gain coef-
ficient.

We further address the limitation of the differential gain
due to the so called “state filling effect” [8]. We present a
generalized formalism for quantum dot, wire and well where
the only difference is the inclusion of the appropriate density
of state function. We demonstrate that for realistic parameters
and operating conditions, the three nano structures yield al-
most the same differential gain and hence similar modulation
bandwidths.

1. Inhomogeneous broadening

The gain dynamical model for the QDash laser is based on a
self consistent semiclassical theory for a multimode laser field
which interacts with an inhomogeneously broadened assembly
of quantum wires via the quantum mechanical radiation-matter
interaction.

The most important part of the formalism relates to an accu-
rate description of the rate of change of the occupation proba-
bility in the reservoir (which is modeled as having a two dimen-
sional density of state) and in the QDashes which are assumed
to have a one dimensional density of state. Three important
factors determine the dynamical properties: the reservoir to

QDash number of states ratio, R = Dαr Ap
DαwLw

where α stands for
either the conduction or valance band. The second parameter is
the energy range within which capture rakes place, Eαr −Eαj,k .
This range is chosen to be about 35 meV. Carriers relax to lower
energy states by carrier-carrier and carrier-phonon scattering

processes. The third parameter is the inhomogeneous width of
the gain.

The model assumes 160 wire groups with 360 inter-dash
levels within each wire. The model is solved numerically by
assuming a series of drive current steps. For each step we cal-
culate the entire spectrum and identify the regions which reach
the threshold gain. We follow the time evolution of all oscil-
lating lines and add a small current step from which we extract
the small signal modulation bandwidth by differentiation and
Fourier transform.

As an example we show in Fig. 1 the case where capture
takes place to all energy levels and the number of atates ratio
is one.

When compared with the case of R = 10 (not shown), we
find two major differences. First, forR = 10 only one spectral
region reaches threshold, while for R = 1 we note multi mode

Time (ns)
0 12 24 36 48 60 72

0.5

1

1.5

2

2.5

3 ×1015

Ph
ot

on
 d

en
si

ty
 (

cm
)

−3

th
th

th

th

th

th

1.25I
1.5I

2I

3I

4I

5I

1488 nm

1474 nm

N
or

m
al

iz
ed

m
od

ul
at

io
n 

re
sp

on
se

Frequency (GHz)

0.5

1

2

5 10 15

1.25Ith 1.5Ith 2Ith 4Ith 5Ith

3Ith
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signal modulation response forR = 1 and with capture to all energy
states.
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oscillations. Moreover, the two modes exchange energy and do
not oscillate simultaneously as thought from average spectra
observations [7]. Second, we find from comparing the modu-
lation responses that enlarging number of states ratio decreases
both the differential gain and the damping.

Next we show the case of R = 10 but when the carriers
are captured into a limited energy range and their relaxation to
lower energy states is mediated by inter band scattering. The
results are shown in Fig. 2. We note again two modes which
exchange energy but in this case they eventually stabilize to-
gether and oscillate simultaneously. As expected, the nonlinear
damping of the modulation response is increases while at the
same time the resonance frequency (and hence the differential
gain) is decreased due to the larger R value.

Finally, we examined also the effect of reducing the in-
homogeneous broadening and found that while the reduction
obviously improves the characteristics, it does not have a very
large effect.

The predicted energy exchange between modes was demon-
strated experimentally in a time resolve experiment. The laser
exhibited a very wide, average oscillating spectrum. The laser
was driven with a current pulse of variable duration and the
evolutions of two oscillating regions centered at λS and λL
were measured. The results are shown in Fig. 3. For a short,
2 nsec pulse, only the short wavelength responses. For the
longer 10 nsec drive, we observe the clear energy exchange.
The short wavelength turns on first but as λL turns on, λS turns
off. For a wide pulse, 100 nsec, the short wavelength domi-
nates for all but the very early part of the pulse. Note that the
energy exchange is a rather slow process.

We finally conclude that the complex dynamical processes
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across the inhomogeneously broadened gain spectrum pro-
hibits the simultaneous optimization of differential gain and
nonlinear damping and hence it limits the maximum achiev-
able modulation bandwidth.

2. State filling effect

For all nano structure based lasers operating near room temper-
ature, there is a finite occupation of carriers in excited, barrier
and wetting layer states as well as in non oscillating states of
an inhomogeneously broadened gain spectrum. Any carrier
perturbation distributes itself therefore over many states which
do not contribute to gain at the transition energy and hence the
differential gain is reduced.

This effect was modeled using a general formalism com-
mon to all nano structures where the only difference between
quantum dots, wires and wells lies in their respective density
of states function.

The differential gain is defined for all nano structures as

g0 ≡
∑
α,i

dgi(ω)

d

(
Nαr
Vr
+∑

j

Nαi,j
Vi

)
=

∑
α,i

∂gi(ω)

∂ηα

∂ηα

∂nαi,1

dnαi,1

d

(
Nαr
Vr
+∑

j

Nαi,j
Vi

) . (1)
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The ground state carrier distribution nαi,1 is then

nαi,1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

2 · f i,1α dot

√
2mα
h̄2π2

∞∫
Eαi,1

f iα(E)dE√
E−Eαi,1

wire

mα
h̄2πβ

ln
(
1+ eηα ) well

(2)

detailed calculations yield the important conclusion that the
differential gain of all nano structures is almost the same. The
only way to achieve large modulation bandwidths is therefore
to use unconventional carrier injection schemes such as a tun-
nelling barrier [1] or a delta doping. These break the symmetry
of capture and escape and ensure the injection of only cold car-
riers. This reduces the effect of nonlinear gain compression
so the laser can be operated at very large bias levels so that
even a moderate differential gain is sufficient to achieve large
bandwidths [9].
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