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Growth-related aspects of nanowire fabrication
W. Seifert
Solid State Physics, Lund University, Box 118, S-221 00 Lund, Sweden

Abstract. The progress in realization of nanoscale devices and systems is dependent on the ability to produce nanostructures
and nanostructured materials with controlled morphology and composition. Such structures in form of, e.g. nanowires, grow
in a highly anisotropic growth mode typically assisted by catalysts like Au, oxygen, or simply defined by growth on
templates. We focus in the presentation on (i) the present understanding of the role of Au in vapor-liquid-solid growth
processes, (ii) the ways to affect the crystallographic perfection of nanowires by chosing different growth directions and
(iii) ways to avoid Au as a catalyst.

Introduction

Semiconductor nanowires (NWs) as one-dimensional struc-
tures and building blocks for nano-devices have received in-
creased attention in recent years. Controlling the one-dimen-
sional growth on a nanometer scale offers unique opportunities
for combining materials, manipulating properties, and design-
ing novel devices. For most cases nanowire growth has been
performed by using “catalysts” in the so-called vapor-liquid-
solid (VLS) [1] or vapor-solid-solid (VSS) mechanisms [2, 3].
A very common catalyst metal isAu, which is, however, known
to produce unwanted deep levels, especially in silicon [4]. Al-
ternatively, nanowires can be grown by self-catalytic processes.
Here one constituent of the wire material forms the catalytic
droplet, enabling VLS-growth on top of the wire, for example
in In(liquid)/InP wire growth [5]. Also examples of catalyst-
free growth have been reported, the detailed mechanisms for
these cases are still under debate [6, 7]. In some cases, traces
of other materials, as for instance oxygen, have been found to
be involved in growth (oxygen-assisted growth [8]). In this
presentation we will analyze some aspects of growth when Au
is used as a catalyst.

1. Functional elements to be realized in NWs

Nanowire growth processes are characterized by highly ani-
sotropic growth in axial direction, whereas growth in radial
direction is kinetically suppressed. One can use such one-
dimensional structures simply as nanowires. By building in
segments of another material, see Figure 1a, one can get barri-
ers or quantum dots within these wires, which can be used for
a variety of applications as for instance single electron transis-
tor structures [9], resonant tunneling devices [10] or, in mul-
tiple heterostructures, for e.g. quantum cascade effects. By
a proper change of growth conditions (temperature, composi-
tion, . . . ) the kinetic hindrance for growth on the side-facets
can be overcome and core-shell structures can be fabricated,
see Figure 1b. Such core-shell structures have a high potential
for several applications: (i) the bandstructure of the core can be
tuned by stress in the core/shell materials combination, (ii) the
shell can be modulation doped and one-dimensional electron
gas or one-dimensional hole gas structures can be expected,
(iii) with multiple shells complete LED-structures can be pro-
duced [13] and, (iv) as a last example, by selectively etching out
the core-material, nanotubes can be fabricated [12]. Besides
the structures demonstrated in Figure 1 more complex hierar-
chical structures can be realized, as for instance nanotrees by
sequential seeding of the Au-catalyst [15].

(a) (b)

50 nm

Fig. 1. Schematics of realisation of functional elements in nanowires
for Au-assisted growth in (a) axial direction, and (b) radial direction.
The arrows indicate the growth direction. The TEM-image on the
left shows NWs of InAs with segments of InP, grown by CBE (Linus
Fröberg et al [11]). The SEM-image on the right is a top-view on
GaAs/AlInP core-shell structures grown by MOVPE after selectively
etching out the GaAs-core, result: AlInP nanotubes (Niklas Sköld et
al [12]).

2. Peculiarities when using Au as growth-catalyst

Au was for long time thought to be an ideal catalyst for nanowire
growth. It is considered to be inert to large degree and is over
long growth-times remaining as a droplet on top of the wires.
The solubility in the growing materials is low. Unwanted elec-
tronic levels are known only for silicon. However, more de-
tailed investigations have shown that this view needs to be
specified:
(i) theAu-particle must not necessarily be a liquid droplet [2, 3].
For growth at lower temperatures Au can be active also in a
solid state (vapor-solid-solid growth). For growth of InAs-
wires in MOVPE we could show that wires grow only when
Au is solid, whereas above the melting point at ≈ 490 ◦C Au
does not support wire growth [16]. This has nothing to do with
the thermal instabilty of InAs at higher temperatures, since by
changing the growth mechanism InAs wires grow also at much
higher temperatures (e.g. oxygen-assisted).
(ii) TEM investigations performed in-situ during Au-assisted
growth of Si nanowires have shown that Au wets the sur-
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faces [17]. Surface diffusion of Au can lead to depletion of Au
in the particles with the consequence that wire growth even-
tually terminates. Simultaneously, these diffusion processes
can mediate some interactions between the different wires in
a growing ensemble with results in analogy to Ostwald ripen-
ing, i.e., the larger Au particles increase on cost of the smaller
particles.
(iii) It is worth to be mentioned that Au in many cases does
not act as a real catalyst, but more as a very efficient collec-
tor of precursor components from the growth environment [18].
This becomes obvious if one compares theArrhenius activation
energies, EA, which one can extract from the plot ln(RL) =
f (1/T ) (with RL the length growth rate). For GaAs wire
growth in MOVPE, EA is in the order of 67–75 kJ/mol [19],
the same value as has been found for GaAs planar growth with-
out Au [20]. For Au-assisted growth of Si-wires the same ef-
fect: EA ≈ 170 kJ/mol in Wagners wire growth experiments
as well as in planar Si growth [1]. However, under certain
circumstances this activation barrier can be lower, i.e., a real
catalytic effect has to be considered, as has been observed in the
TEM-investigations with rather low Si2H6 precursor pressures
and low growth rates [21].
(iv) By considering the Au particle as the sink in supersatura-
tion, embedded in a supersaturated vapor phase, one can model
the growth process in a simple way [18], assuming that pre-
cursor components diffuse within a distance λ towards the Au
particle, where they will be incorporated at the Au/nanorod in-
terface. The length growth rate RL for wires with a diameter
of 2r is then:

RL∝(P−P∞ exp [(2σvl�) /rkT ])/(2πmkT )1/2×(1+λ/r) .
P stands for the reactant pressure surrounding the wire, P∞ is
the reactant pressure within the droplet of infinite size, σvl is
the surface energy density at the vapor-liquid interface, � is
the molar volume of the reactant species and m their mass.
This proportionality can be discussed as follows: For wire
growth with small particles, working close to equilibrium, the
r-dependence in the left part of the formula can be dominat-
ing. The consequence is that thicker wires grow faster than
thinner ones and, in the extreme case, that wires don’t grow
below a certain minimum radius. This is what Givargizov
found for growth of Si wires in the SiCl4/H2 system [22]. For
wire growth with larger particles and under high supersatura-
tions, the Gibbs/Thomson effect can be neglected, the length
growth rate increases with the reactant pressure P and, due
to the term λ/r , thinner wires grow faster than thicker wires.
This is the common case observed in MOVPE [23] as well as
MBE [24, 25] experiments.

3. Au-free growth techniques

III–V nanowires, especially nanowires of InAs, have a high
potential to be used complementary in combination with Si
for high-mobility applications. For this purpose, however,
nanowires grown Au-assisted impose severe restrictions due
to the introduction of deep-level defects into Si. We reported
recently that InAs nanowires can be obtained epitaxially on
various substrates without any metal catalyst when one covers
the substrates by a thin layer of SiOx (x ≈ 1) prior to InAs
growth [26]. The mechanism is to classify as an oxide-assisted
growth mechanism. X-ray diffraction measurements indicate

2 µm 2 µm

2 µm 2 µm

540 °C 580 °C

640 °C 660 °C

Fig. 2. SEM images (45 ◦ tilt) of InAs wires grown Au-free (SiOx-
assisted) in MOVPE on InP(111)B at different temperatures, growth
time was 60 s. Note that for growth at lower temperatures InAs
clusters compete with nanowires.

that the wires form in part in the wurtzite modification and
grow spontaneously in c-direction [000.1̄], equivalent to the
cubic [1̄1̄1̄] direction. One characteristics of these wires is that
they grow with no detectable tapering, i.e., their thickness is
equal over the whole length of the wire. There are some sim-
ilarities to the wires grown template-assisted out of holes in
SiO2 masked areas [7].

4. Growth directions and crystallographic perfection

In most cases (particle assisted as well as oxide-assisted) nano-
wires grow spontaneously in c-direction, i.e. 〈111〉B or
〈000.1〉B. This direction is characterized by an easy formation
of twins and stacking faults, which can be avoided by growth
in other directions, as for instance 〈001〉, 〈211〉, 〈112̄.0〉, or
〈101̄.0〉. These alternative growth directions are sometimes
observed to occur sporadically. A deliberate definition, how-
ever, has been demonstrated to be possible by careful selection
of substrate orientations [13, 27, 28]. In case of Au-assisted
growth of InP it has been shown that InP wires with high
crystallographic perfection can be grown in 〈001〉 direction
on (001) substrates simply by suppressing pre-reactions of the
Au-particle with the (001) substrate before wire growth [28].

5. State of the art and outlook

A few examples of wire-based working devices will be dis-
cussed: (i) LEDs made from p- and n-doped GaAs [29], and,
more recently, blue emitting LEDs made from GaN/GaInN
nanowires grown in axial direction [30] as well as GaN/GaInN
core-shell structures, grown radially [13]; (ii) single-electron
transistors based on InAs/InP heterostructures [9] and (iii) res-
onant tunneling devices made in the same material combination
but with different spacings between the tunneling barriers [10].
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Tunnel injection quantum dot lasers on GaAs, InP, and silicon
P. Bhattacharya1, Z. Mi1, J.Yang1 and S. Fathpour2

1 Solid-State Electronics Laboratory, Department of Electrical Engineering and Computer Science,
University of Michigan, Ann Arbor, MI 48109-2122, USA
2 Electrical Engineering Department, University of California, Los Angeles, CA 90095-1594, USA

Abstract. We have investigated the molecular beam epitaxial growth and characteristics of In(Ga)As tunnel injection
quantum dot lasers on GaAs, InP, and Si substrates. These devices exhibit nearly ideal characteristics, such as ultralow
threshold current (∼ 70 A/cm2), temperature invariant operation (T0 ≈ ∞), large modulation bandwidth
(f−3dB = 24.5 GHz), and near-zero α-parameter and very low chirp (∼ 0.1 Å).

Introduction

Conventional quantum dot (QD) lasers suffer from hot carrier
problems due to the presence of a two-dimensional wetting
layer [1]. The wetting layer and the localized QD states form
an electronically coupled system. At room temperature, the
injected electrons predominantly reside in the wetting layer
due to its much higher number of available states, and the sys-
tem can not be described by equilibrium quasi-Fermi statistics.
The hot carrier problem leads to severe gain saturation at the
QD ground-state lasing energy and limits the modulation band-
width of QD lasers at room temperature.

Tunnel injection has been used very effectively in suppress-
ing hot-carrier related problems and achieving high speed mod-
ulation in quantum well (QW) lasers [2]. In this technique,
cold carriers (electrons) are injected by tunneling in the QD
lasing states and so they do not heat other carriers or phonons
as much, resulting in reduced carrier leakage from the active
region and recombination in the cladding layers. As a result,
the characteristic temperature T0 is enhanced and the differ-
ential gain dg/dn increases substantially, leading to enhanced
modulation bandwidth (24.5 GHz in 1.1µm QD lasers) and
reduced threshold current. Fig. 1(a) illustrates the scheme of
tunnel injection from an InGaAs QW to an InGaAs QD through
an AlGaAs tunneling barrier.

We present a thorough study of the growth and characteris-
tics of tunnel injection quantum dot lasers with operation wave-
lengthλ ranging from 1.0 to 1.7µm on GaAs and InP.The lasers
exhibit nearly ideal characteristics, such as ultralow thresh-
old current (∼ 70 A/cm2), temperature invariant operation
(T0 ≈ ∞), large modulation bandwidth (f−3dB = 24.5 GHz),
and near-zero α-parameter and very low chirp (∼ 0.1Å). In ad-
dition, we have also investigated the growth and characteristics
of QD lasers directly on Si substrates.

−

hωLO

Tunnel barrier

Injector well

Quantum dots

Fig. 1. Illustration of electron injection into a quantum dot gain
region by tunnel injection directly into the lasing state of the dot.

1. In(Ga)As quantum dot tunnel injection lasers on GaAs

The active region of the 1.1 µm In0.5Ga0.5As tunnel injection
QD lasers consists of a 95Å In0.27Ga0.73As injector well, a 20Å
Al0.55Ga0.45As tunnel barrier, and three coupled In0.50Ga0.50As
quantum dot layers, as illustrated in Fig. 2(a). The growth
conditions and parameters of both the injector well and QD
layers are carefully controlled so that the ground state of the
injector well is approximately one phonon energy (∼ 36 meV)
above the lasing ground state of the QDs, allowing efficient
LO phonon- assisted tunneling to take place from the injector
layer to the dots. The active region of the 1.3 µm InAs tun-
nel injection QD laser consists of 5 periods of injector well
and active QD layer, separated by 400 Å of GaAs barriers. The
room-temperature PL emission is shown in Fig. 2(b), where the
emission peaks from the QW and QDs are identified. In this de-
sign, electrons are tunneled from the ground state of the QW to
the first excited states of the QDs. The relaxation time from the
dot excited states to the ground state is very small, ∼ 1−2 ps,
due to very efficient electron-hole and electron-electron scat-
tering in the dots under large injection (lasing) conditions. In

− −
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Fig. 2. (a) Conduction band diagram of 1.1 µm p-doped QD tunnel
injection laser, and (b) room-temperature PL spectrum of the 1.3µm
p-doped tunnel injection laser heterostructure.
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both lasers, the QDs are p-type modulation doped with beryl-
lium.

These devices exhibit low threshold current and large T0
(upto ∞). The light-current characteristics and variation of
of threshold current with temperature of the 1.3 µm lasers are
shown in Fig. 3(a) and (b), respectively. We measure a maxi-
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Fig. 4. ((a) Measured small-signal modulation response of 1.1 µm
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Fig. 5. (a) Photoluminescence emission spectra of InAs metamor-
phic QDs grown on GaAs, and (b) light-current characterstics of
InAs metamorphic QD lasers.

mum 3-dB bandwidth of ∼ 25GHz (Fig. 4(a)) and 11 GHz in
the 1.1 and 1.3 µm tunnel injection lasers, respectively. Near-
zero α-parameter and negligible chirp (∼ 0.1 Å) are also mea-
sured in both 1.1 and 1.3 µm tunnel injection QD lasers, as
shown in Fig. 4(b) and (c). The derived dg/dn are 2.7×10−14

and 9.8×10−15 cm2 for the 1.1 and 1.3µm lasers, respectively.
To extend the emission wavelength to 1.55 µm, metamor-

phic QD heterosructures have to be used due to the large strain.
By detailed investigation of the growth kinetics, we have achie-
ved high quality 1.5 µm InAs QDs on GaAs and demonstrated
high performance metamorphic QD lasers that exhibit, for the
first time, ultra low Jth (70 A/cm2), T0∞, f−3dB = 5 GHz,
chirp ≤ 0.3 Å, α ∼ 1.0, as shown in Fig. 5(a) and (b). We are
currently investigating 1.5 µm InAs tunnel injection QD lasers
to achieve large modulaton bandwidth and near-zero α-factor.

2. InAs tunnel injection quantum dash lasers on InP

Self-orgnaized InAs nanostructures grown on InP typically
exhibit quantum confined dash-like properties, due to the lon-
ger In diffusion length along the [11̄0] direction. Under opti-
mized growth conditions, we have achieved high quality InAs
quantum dash layers with significantly reduced inhomoge-
neous broadening (linewidth∼ 50 meV) at room-temperature.
In0.52Al0.24Ga0.24As/In0.52Al0.48As separate confinement het-
erostructure (SCH) InAs tunnel injection quantum dash lasers
were grown on n+ (001) InP substrates. The active region con-
sists of six stacks of coupled well and dash tunnel heterostruc-
tures, separated by 400 Å InAlGaAs barriers. In each period,
an 80 Å In0.45Ga0.55As quantum well, with PL emission at
∼ 1.49 µm, was grown as the injector well. The injector well
and quantum dash layer are separated by 25 Å In0.52Al0.48As
tunnel barrier. Each quantum dash layer is modulation doped
p-type using Be, averaging ∼ 50 holes per dash. The devices
exhibit relatively low threshold current (Jth = 1480 A/cm2)

(Fig. 6(a)), very large T0 (204 K) (Fig. 6(b)), large modulation
bandwidth (f−3dB = 12 GHz), and near-zero α-parameter and
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Fig. 6. Characteristics of 1.65 µm InAs tunnel injection quantum
dash lasers grown on InP (001): (a) light-current and output spectrum
(inset) and (b) small-signal modulation response at various injection
currents.

low chirp (∼ 0.3 Å).

3. InGaAs quantum dot lasers monolithically grown on
silicon

We have also investigated the growth and characteristicoom-
temper misoriented 4◦ towards [111] are used. A thin (≤ 2 µm)
GaAs buffer layer is first grown by metal organic vapor phase
epitaxy. To further reduce defect densities in device active
regions, ten stacks of InAs QD layers (separated by 500 Å
GaAs barriers) were grown near the GaAs/Si interface to serve
as three-dimensional dislocation filters. The active region of
the GaAs/AlGaAs SCH QD laser heterostructures consists of
three sets of coupled In0.5Ga0.5As QDs.

Figure 7(a) shows a cross-sectional transmission electron
microscopy (XTEM) image of the InAs QD buffer region,
where bending of dislocations induced by InAs QD layers
is evident. The XTEM image of the device active region is
shown in Fig. 7(b), which is free of any dislocations. The
best lasers are characterized by relatively low threshold cur-
rent (Jth ∼ 900 A/cm2), high output power (> 150 mW), large
characteristic temperature (T0 = 244 K) and constant output
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×30000
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×30000(a)(a) (b)(b)

Fig. 7. Cross-sectional transmission electron microscopy of (a) the
InAs quantum dot dislocation blocking layer and (b) quantum dot
active region from an InGaAs quantum dot laser grown on Si with
the incorporation of InAs quantum dots as dislocation filters.
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slope efficiency (≥ 0.3 W/A) in the temperature range of 5 to
95 ◦C, as shown in Fig. 8(a) and (b). We are currently investi-
gating the growth and characteristics of 1.3µm tunnel injection
QD lasers on Si (001) and their integration with Si waveguide.

4. Conclusions

In conclusion, we have demonstrated high performance QD
lasers on GaAs, InP, and Si substrates. Utilizing the tech-
nique of tunnel injection, nearly ideal characteristics have been
achieved, for the first time, in QD lasers. These devices present
a practical approach for applications in optical communications
and integration with CMOS chips.
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Optical power of a quantum dot laser
Levon V. Asryan
Virginia Polytechnic Institute and State University, Blacksburg, Virginia 24061, USA

Abstract. Light-current characteristic (LCC) of a semiconductor quantum dot laser is thoroughly analyzed in the presence
of carrier-density-dependent internal loss in the optical confinement layer. Transformation from the conventional
roll-over-shape LCC into the roll-over-shape LCC with two-branches is shown to occur with increasing nonuniformity of
quantum dots.

Introduction

Self-organized quantum dots (QDs) have attracted consider-
able recent attention as a new class of materials for a wide spec-
trum of applications, among which are notably diode lasers [1,
2]. The advantages of QD lasers stem from a delta-function
density of states in individual dots [3, 4]. If all QDs were iden-
tical, the gain spectrum would also be very narrow. However,
the QDs in actual structures vary, primarily in size and shape,
but also in the local strain. The QD-parameter dispersion
causes fluctuations in the quantized energy levels and leads to
an inhomogeneous broadening in the optical transition energy.
Nonuniformity of QDs is the key factor adversely affecting
the laser characteristics. Due to the QD-parameter dispersion
the maximum gain of the laser decreases [5], threshold cur-
rent increases [5] and becomes more sensitive to temperature
(the characteristic temperature decreases) [6], multimode gen-
eration threshold decreases [7], internal differential efficiency
and output power both decrease [8]. The QD laser advantages
can only be realized if the QDs are sufficiently uniform.

A general trend of the output power degradation with in-
creasing nonuniformity of QDs has been discussed in [8]. In
this work, the effect of nonuniformity of QDs on the shape of
the light-current characteristic (LCC) is discussed in the pres-
ence of carrier-density-dependent internal loss. Such loss is
typical in semiconductor lasers with a quantum-confined ac-
tive region [9]–[12]. Here, a fascinating behavior of the LCC
of a QD laser is revealed in the presence of carrier-density-
dependent internal loss in the optical confinement layer (OCL).

1. Theoretical model

To calculate the number of photons N in the lasing mode and
then the output optical power P , the following rate equations
are used.

For carriers confined in a QD (assuming fn = fp)

∂fn

∂t
= σnvnn (1− fn)− σnvnn1fn

− f 2
n

τQD
− c√

εg

gmax

NS S
(2fn − 1)N . (1)

For free carriers in the OCL (assuming n = p)

∂n

∂t
= σnvnn1

NS

b
fn−σnvnn

NS

b
(1− fn)−Bn2+ j

eb
. (2)

For photons

∂N

∂t
= c√

εg
gmax (2fn − 1)N − c√

εg
(β + αint)N . (3)

Here σn is the cross-section of carrier capture from the OCL
into a QD, vn and n are the free-carrier thermal velocity and
density in the OCL, respectively, fn is the confined-carrier level
occupancy in a QD, n1 = Nc exp (−En/T ), Nc is the effective
density of states in the OCL, En is the carrier excitation energy
from a QD to the OCL, the temperature T is measured in units
of energy, τQD is the spontaneous radiative lifetime in a QD,
c is the light velocity in vacuum,

√
εg is the group index of

the dispersive OCL material, NS is the surface density of QDs,
S = WL is the cross-section of the junction (the QD layer area),
W is the lateral size of the device (the QD layer width), L is
the cavity length (the QD layer length), gmax is the maximum
(saturation) value of the modal gain, b is the OCL thickness,
B is the radiative constant for the OCL, j is the injection current
density, and β is the mirror loss.

In Eq. (3), the internal loss coefficient in the OCL is pre-
sented as [11]

αint = α0 + σintn , (4)

where α0 is the constant component, which can be caused by
scattering at rough surfaces or absorption in the cladding lay-
ers; σint is the effective cross section for internal absorption
loss processes. The component σintn, which increases linearly
with n, can be caused by free-carrier and intervalence band
absorption in the OCL.

Eqs. (1)–(4) are analyzed in a steady state (∂/∂t = 0) and
the output optical power is calculated as follows:

P = h̄ω
c√
εg
βN , (5)

where h̄ω is the photon energy.

2. Results and discussion

At small fluctuations in QD sizes or/and low internal loss, the
output power increases with the pump current over the entire
range of interest [Fig. 1(a)]. Since the maximum gain gmax

of the laser is controlled by the QD-size dispersion (gmax is
inversely proportional to the root mean square (RMS) δ of
relative QD-size fluctuations [5]), this corresponds to the case
of relatively high modal gain.

At larger fluctuations in QD sizes, the slope efficiency chan-
ges from positive to negative with increasing pump current
[Fig. 1(b)]; the output power goes continuously to zero, which
marks the stop of lasing. In what follows, such a shape of the
LCC is referred to as a “conventional” roll-over to distinguish
from the case of strongly nonuniform QDs.

With increasing RMS of relative QD-size fluctuations up to
a certain value, the LCC retains a conventional roll-over shape.
Above that value of the RMS, the LCC transforms qualitatively

7
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Fig. 1. Light-current characteristics for different values of the RMS
δ of relative QD-size fluctuations. Corresponding values of gmax

of a laser with a single-layer of QDs are also presented. InGaAsP-
based structure emitting near 1.55 µm is considered. The internal
absorption loss cross-section σint = 2×10−18 cm2, and the constant
component of the internal loss α0 = 2 cm−1.

[Fig. 1(c)]. The stop of lasing with increasing injection current
occurs now at a nonvanishing output power: at the maximum
operating current, the conventional branch of the LCC (solid
portion of the curve) is detached from the X-axis. This up-
per branch of the LCC is now continued by the second, lower,
branch (dashed portion of the curve); in general, with reducing
the pump current the output power can follow either the upper
(conventional) or lower branch. (The existence of the sec-
ond branch of the light-current characteristic in semiconductor
lasers with a quantum-confined active region in the presence
of carrier-density-dependent internal loss was revealed in [11]
when discussing the threshold characteristics of the laser.) The
quenching of lasing at a nonvanishing output power, often ob-
served experimentally in diode lasers, can suggest the presence
of high carrier-density-dependent internal loss and, in the case
of QD lasers, large QD-parameter dispersion, thus supporting
the model developed here. In this work, the LCC is com-
prehensively analyzed and the conditions for the conventional
roll-over-shape LCC and the LCC with two-branches are for-
mulated.

3. Conclusion

Two considerably different shapes of light-current curves are
shown to exist in quantum dot lasers in the presence of carrier-
density-dependent internal loss — “conventional” roll-over
with single-branch (relatively uniform dots), and roll-over with
two-branches (nonuniform dots).
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High-performance vertical-cavity surface-emitting lasers based
on sub-monolayer InGaAs quantum dots
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Abstract. MBE-grown 0.98 µm vertical-cavity surface-emitting lasers (VCSELs) with sub-monolayer (SML) InGaAs
quantum dot (QD) active region and doped AlGaAs/GaAs distributed Bragg reflectors are studied. The devices show very
low internal optical losses, less than 0.1% per one pass. SML QD VCSELs with 3 µm tapered aperture show high
single-mode output power of 4 mW and external quantum efficiency of 68% at 20◦C.

1. Introduction

Vertical cavity surface emitting lasers (VCSELs) are attractive
low-cost, high-performance light sources for fiber-optic com-
munication systems, spectroscopy, laser printing and sensors
[1]. Current apertures obtained by isolating implantation or
selective oxidation technique provide sufficient improvements
in VCSELs performance by reducing optical losses and current
spreading. However, in case of small-size VCSELs with quan-
tum well active region, the carrier leakage due to lateral diffu-
sion increase the threshold current and decrease the differential
efficiency. It is limited VCSEL operation in the fundamental
transverse mode, which requires ultra-small current aperture
diameter (usually below 4µm). Using of self-assembled quan-
tum dots (QDs) as the active material of semiconductor lasers
can overcome this problem [2]. Besides, it allows achieving
the operation in broad spectral range (0.92−1.3µm for devices
monolithically grown on GaAs) and fabricating the sub-micron
aperture devices without increase of threshold current.

In the present work, we demonstrate the possibility of using
InGaAs QDs formed by sub-monolayer (SML) deposition as
an active region for high-performance VCSELs with doped
AlGaAs/GaAs distributed Bragg reflectors (DBRs).

2. Experiment

The VCSEL structures were grown on an n+-type GaAs (001)
substrates by molecular-beam epitaxy (MBE) using a Ri-
ber 49 system. The epitaxial structure consists of a 33-pair n-
doped GaAs/Al0.9Ga0.1As quarter-wave bottom DBR, an
undoped Al0.15Ga0.85As λ-cavity, and 20-pair p-type GaAs/
Al0.9Ga0.1As quarter-wave top DBR. Three InGaAs QD lay-
ers were formed by sub-monolayer deposition and placed at
an antinode of the optic-field intensity. The thickness and
composition were chosen in order to obtain 0.98 µm reso-
nance wavelength. The oxide tapered apertures with diameter
in 3−12 µm range were formed by selective oxidation of p-
(AlAs/Al0.9Ga0.1) layer. This layer was placed at the minimum
of optical-field in order to reduce the lateral optical loss. The
details of VCSEL structure and processing are described else-
where [3]. The VCSEL crystals were mounted n-side down on
cooper heat sinks. The fabricated devices were characterized
in pulsed (200 ns pulse width, 1 kHz period) and continuous-
wave (CW) regimes in 280−360 K temperature range. The

studies of near- and far-filed patterns were carried out by CCD
camera in CW regime at room temperature (RT).

3. Results and discussion

3.1. Optical losses

One of the most important characteristic of VCSEL is internal
optical losses, which determine the possibility of achievement
of the low threshold current, the high external quantum effi-
ciency and output power. Generally, the internal loss includes
the absorption losses inside cavity, distributed losses in the
DBR mirrors and optical losses due to diffraction at the oxide
current aperture. Note that the devices with large aperture size
(> 10 µm) have negligible optical scattering losses and modal
radiation behavior is relatively weakly depended on injection
current.
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Fig. 1. (a) Inverse external quantum efficiency as a function of
inverse mean mirror transmission for 12 µm tapered aperture SML
QD VCSELs with 20-top DBR pairs; (b) The measured (fill square)
and calculated (dashed line) thermal resistances of SML QDVCSEL
as function of heat source size.

The internal losses were derived from the dependence of ex-
ternal quantum efficiency on mirror reflectivity by consequent
removing the parts of top DBR (see Fig. 1.a) [4]. As the num-
ber of pairs in the top DBR is reduced, the mirror reflectivity is
dropped, resulting in the increase of the output optical power
and the external quantum efficiency (from 50% up to 64%).
The 12 µm tapered aperture SML QD VCSELs demonstrate
very low internal one-pass optical losses (Aint = 0.09%). The
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obtained internal losses are smaller than the best published re-
sult for optimized quantum well VCSELs with doped mirrors
[5] and only slightly higher than record value for intra-cavity-
contacted VCSEL with undoped DBR [4].

3.2. Thermal resistance

Thermal resistance is another important characteristic for any
type of VCSELs. It determines the temperature rise in the de-
vice with total dissipated power. The internal laser temperature
directly influences emission wavelength and threshold current.
So, the thermal resistance of the lasers can be estimated by
dividing the wavelength shift versus dissipated power to the
temperature wavelength shift.

Figure 1b shows the dependence of thermal resistance on
the heat source diameter. Note that sizes of heat source and cur-
rent aperture are unequal due to complex tapered aperture form
and current spreading effects. This experimental result agrees
well with the thermal resistance calculated in the anisotropic
cylinder model of VCSEL [6]. Note that in spite of poor ther-
mal conductivity of AlGaAs alloys in comparison with GaAs
and AlAs, the presence of graded interfaces in DBR’s are not
so critical.

3.3. Single-mode operation

The light-current characteristic of SML QD VCSEL with 3µm
tapered aperture and 18-pair top DBR are shown in Fig. 2. De-
vices show the room temperature lasing in CW regime with
threshold current of 0.6 mA, external quantum efficiency as
high as 68% and 4.8 mW maximum output power. The in-
sets in Fig. 2 show spectra of investigated VCSEL at different
operation currents in CW regime.
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Fig. 2. CW L-I characteristic and lasing spectra (on insets) of 3 µm
tapered aperture SML QD VCSEL with 18-pair top DBR at 20◦C.

Far-field pattern of investigated VCSEL has Gaussian in-
tensity profile with full-width at half maximum of 6.5◦ up
to 6 mA (see Fig. 3). Further increase of the injection cur-
rent results in far-field pattern changing and broadening up to
14.5◦. Near-filed patterns corresponding to single-mode and
multimode CW RT operation are shown in insets to Fig. 3.
Above threshold VCSEL emits at fundamental LP01 mode, but
at higher currents (more than 6 mA), lasing switches to the
transverse LP11 mode. Maximum CW output power of 4 mW
in single-mode regime was achieved at 6 mA with side-mode
suppression ratio (SMSR) higher than 30 dB. To the best of
our knowledge, this is the highest single-mode output power
reported for QD VCSELs.
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Fig. 3. Far-filed and near-filed (on insets) patterns at operation cur-
rent corresponding single-mode (6 mA) and multimode (8 mA) CW
regime measured at 20◦C.

The 3 µm tapered-aperture SML QD VCSELs show the
thermal impedance about 2700 K/W. High thermal resistance
of these VCSELs results in significant increasing of the active
region temperature with injection current (up to 55◦C at 6 mA).
Nevertheless the device operates in CW regime up to 90◦C with
maximum single-mode output power of 2.0 mW and threshold
current of 2.1 mA.

4. Conclusion

Vertical-cavity surface-emitting lasers with sub-monolayer de-
posited InGaAs quantum dots in the active region and doped
AlGaAs/GaAs mirrors were grown by MBE. Ultimately low
internal optical losses (less than 0.1% per one pass) were mea-
sured for 10−12 µm aperture multi-mode SML QD VCSELs.
The experimental thermal resistances of lasers decrease with in-
creasing aperture and agree well with the thermal resistance cal-
culated in the anisotropic cylinder model of VCSEL. The 3µm
tapered-aperture SML QD VCSELs show lasing at 0.98 µm
with threshold current of 0.6 mA, maximum single-mode out-
put power of 4 mW and external differential efficiency of 68%.
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Nonlinear quantum cascade lasers: physics and applications
F. Xie, D. Smith and A. Belyanin
Department of Physics, Texas A&M University, College Station, TX77843, USA

Abstract. We describe physics and performance of nonlinear quantum-cascade lasers which support both laser action on the
intersubband transition and, at the same time, nonlinear self-conversion of laser light into coherent radiation at different
frequencies. Such devices fully utilize huge resonant nonlinearities of the intersubband transitions (χ(2) ∼ 106 pm/V) and
demonstrate high nonlinear efficiency combined with compactness of injection lasers. We show that the proposed approach
can greatly enhance the performance of quantum cascade lasers and provide new functionalities. We discuss in detail two
examples: extreme frequency up-conversion and broad electric tuning.

Introduction

We have recently shown [1–6] that the standard active region of
a quantum cascade (QC) laser can be integrated with a cascade
of intersubband transitions designed for the nonlinear conver-
sion of laser light into coherent radiation at a different fre-
quency. In other words, the laser field serves as an intracavity
optical pump or drive for the desired nonlinear optical interac-
tion. Any losses of the intracavity optical pump due to resonant
absorption or nonlinear optical process can be compensated
by laser gain in the active nonlinear medium. This approach
allows one to utilize giant resonant optical nonlinearities asso-
ciated with intersubband transitions in coupled quantum wells
(QWs). Generation of the second and third harmonics [4] and
sum frequency have been demonstrated. Milliwatt power level
for second harmonic generation has been achieved [5]. Re-
cently the first successful experiment on Raman injection laser
has been reported [6].

The experiments reported in Refs. [1–6] were mainly a
proof of principle. The natural question to ask is whether this
kind of devices may have any potential practical benefits as
compared to standard QC lasers. One can envision at least
several benefits that are usually associated with nonlinear op-
tical sources:

1. Generation at wavelengths that are not easily accessible
for QC lasers in general, or within a given material system:
for example, in the THz range or at short wavelengths below
3–4 µm;

2. Simultaneous generation at widely separated wave-
lengths, for example in the mid- and far-infrared;

3. Significantly better tunability and wavelength agility as
compared to standard QC lasers;

4. Higher operating temperature, which is essentially de-
fined in our devices by the operating conditions for the drive
laser. The drive wavelength can be chosen to fit within the
“sweet spot” of the QC lasers (7–9 µm for InGaAs/AlInAs
structures) where they are most powerful, efficient, and capa-
ble of the continuous-wave room-temperature operation;

5. Other benefits, such as small beam divergence or gener-
ation of light with interesting statistical properties, e.g., squee-
zed or entangled light. Here we consider some examples from
the above list and argue that integrated nonlinear QC sources
can indeed provide new or enhanced functionalities.

1. Short-wavelength QC lasers

There is currently a lot of interest in trying to push the wave-
length of QC lasers to the short-wavelength mid-IR region

below 4 µm. In the most mature and well-developed In-
GaAs/AlInAs material system the shortest attainable wave-
length is limited by the band offset/Ec = 520 meV. Moreover,
the requirements of resonant tunneling and depopulation of the
lower laser level limit the energy of the laser transition to about
½ of /Ec, i.e. about 5 µm. In strained InGaAs/AlInAs struc-
tures the wavelengths of ∼ 3.6 µm have been achieved, at the
expense of the material quality and deteriorated perfromance.
In heterostructures with a very large band offset, for example
in InAs/AlSb material system one can have /Ec close to 2 eV
at the 0-point. This development created hopes of solving this
problem. However, only the small part of this band offset is
actually available for lasing in QC devices pumped by reso-
nant tunneling, because lateral L- and X-valleys are located
only several hundred meV above the bottom of the conduction
band of QWs in these materials. When the upper laser state
is higher than the position of lateral valleys, the injection ef-
ficiency drops dramatically, essentially killing the laser. No
lasing below 4 µm has been reported.

We propose to generate short-wavelength radiation below
4µm in our integrated nonlinear QC devices by frequency up-
conversion of the intracavity optical laser pump via second har-
monic generation. We have already demonstrated the second-
harmonic generation at 5 µm wavelength with milliwatt power
level in InGaAs/AlInAs QC lasers operating at 10 µm [5]
(Fig. 1). It is straightforward to redesign the coupled-QW ac-
tive region in such devices for lasing at∼ 6µm wavelength and

2
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II.

Fig. 1. Conduction band diagram and moduli squared of the essen-
tial wavefunctions for the two-quantum-well active region, in which
simultaneous generation of the fundamental laser frequency and its
second harmonic occur in the vertical cascade of intersubband tran-
sitions, as shown by arrows (from [2]). Note the presence of two
cascades in this particular structure.
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Fig. 2. Active region of Raman injection laser that integrates the fun-
damental laser cascade 6-5-4 and the resonant cascade of transitions
1-3-2-1 for Raman Stokes lasing [6]. Laser radiation at wavelength
6 µm generated in the fundamental laser cascade (solid blue arrow)
serves simultaneously as an internal optical pump in the Raman cas-
cade (dotted blue arrow) for the Stokes laser at 9 µm wavelength
(red arrow).

resonant second-harmonic generation at ∼ 3 µm. However, it
turns out to be important to group the SHG nonlinear section of
the device in a separate stack from the pump laser active region,
similarly to what is shown in Fig. 3. The calculated frequency
up-conversion efficiency is 200 mW/W2, which corresponds
to about 10 mW of the nonlinear power.
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Fig. 3. Design of a broadly tunable Raman laser with independent
biasing of the drive and Raman sections. Also shown are the mag-
netic field squared of the TM1 mode (solid line) and TM0 mode
(dashed line) at the drive laser wavelength of 6 µm.

2. Electric tuning by Stark effect in Raman lasers

Conventional QC lasers are based on resonant tunneling
through a stack of coupled QWs and superlattices. They “re-
sist” any tuning by Stark effect above laser threshold, after
the alignment between the injector and the upper laser state
is reached and the population inversion gets pinned down to
a threshold value. As a result, QC lasers can only be tuned
over a limited range of few cm−1 by changing the tempera-
ture of the heat sink or the injection current. In practice, wide
tuning range in QC laser-based sensors is achieved by using
an external cavity system. Such systems require external opti-
cal elements and moving mechanical parts. Integration of QC
lasers with resonant optical nonlinearities provides a new op-
portunity for fast and broad tuning by changing the bias voltage
applied across the nonlinear optical element. Let us consider
this tuning mechanism in integrated Raman lasers of the kind
realized in Ref. [6] (Fig. 2).

Tunability in conventional Raman lasers or amplifiers is as-
sociated with changing the wavelength of the external optical

laser pump, while the amount of frequency shift remains fixed
and is determined by the phonon frequency. In the integrated
devices we have an opposite situation: the drive laser serving
as an optical drive for Raman laser is internally generated and
its tunability is limited for the same reason as in standard QC
lasers. At the same time, the Raman shift is not fixed anymore.
It is determined by the energy separation between subbands
denoted by 1 and 2 in Fig. 2 below. Since the transition 1-2
is diagonal in space, its energy can be efficiently tuned by the
electric field (the linear Stark effect). Calculations show that
the change in the electric field by 15 kV/cm leads to a large
shift in the Stokes frequency by 120 cm−1. At the same time,
the detunings of both pump and Stokes fields from their respec-
tive transitions 1-3 and 2-3 remain practically unchanged: their
shift is only 1 meV. The dipole moments of these transitions
are also changed very little — by less than 0.2 nm. The result-
ing change in the Raman gain calculated using density-matrix
approach is only 3 per cent. Therefore, the wide-range electric
tuning of the Stokes radiation is not accompanied by a signif-
icant modulation of the output intensity. This is an important
advantage of the device.

To increase the electric tuning range and flexibility, the Ra-
man active region should be grouped in a separate stack from
the drive laser, so that it can be independently contacted and
biased. This design is shown in Fig. 3. Note that the device is
expected to generate the TM1 modes that have zero field at the
position of a strongly doped side contact layer, thus minimizing
the losses. Also, the TM1 mode provides better confinement
factor and the overlap of the drive field with the nonlinear Ra-
man region.
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Thermal effects in quantum cascade lasers
C. A. Evans, V. D. Jovanović, D. Indjin, Z. Ikonić and P. Harrison
School of Electronic and Electrical Engineering, University of Leeds, Leeds, LS2 9JT, UK

Abstract. A thermal model of a quantum cascade laser (QCL) is presented. The modelling focuses on an InGaAs/AlAsSb
QCL presented in the literature. Using the thermal model in conjunction with a scattering rate calculation allows maximum
heat sink temperatures to be calculated for different device geometries and driving conditions. Including thermal effects in
the simulations also seem to explain why QCL threshold current densities are often underestimated at higher temperatures.

Introduction

In general QCLs suffer from large threshold current densities
which causes significant heating in the active region of the
devices and is detrimental to performance. As the tempera-
ture increases, more and more carriers are thermally activated
into the continuum-like states and the population inversion
decreases. This factor makes room-temperature, continuous-
wave (cw) operation difficult to achieve. It has been possible,
however, using a buried structure in the InP-based material
system to develop a mid-infrared (λ ∼ 9.1 µm) QCL operat-
ing at room-temperature in cw mode with several milliwatts
of output power [1]. This result is encouraging for the many
potential applications, in particular gas sensing, which would
benefit from high-power, cw, robust, infra-red devices operat-
ing at high temperature. In order to improve the temperature
performance of QCLs, the effects of thermal heating in the ac-
tive region must be known and methods developed to improve
the heat dissipation from the active region.

The aim of this work is to investigate the effects of device
structure and driving conditions on the thermal dynamics inside
a QCL device and how these relate to device performance. The
QCL modelling extends a previously reported simulation [2]
of an experimentally measured λ ∼ 3.1 µm InGaAs/AlAsSb
QCL [3].

1. Theory

The QCL output characteristics are calculated using a self-
consistent rate equation model [4]. The electron energies and
wavefunctions are used to evaluate all the principal electron-
electron and electron-longitudinal optical (LO) phonon intra-
and interperiod scattering rates. The self-consistent procedure
yields the nonequilibrium electron density in each of the sub-
bands, from which the output characteristics (current density J
and local gain g) can be calculated. By calculating the waveg-
uide parameters, i.e. the confinement factor (0) and waveguide
and mirror losses (αW and αM ), the threshold current can then
be determined. To further extend the effects of temperature on
the QCL output characteristics, αW is calculated as a function
of temperature.

In order to investigate the thermal dynamics inside a QCL
device structure, a thermal modelling scheme was developed
based upon the heat equation in two-dimensions

ρcp
∂T

∂t
= ∇ · [k∇T ]+ g , (1)

where ρ is the density of the material, cp is the specific heat ca-
pacity, T is the temperature, k is the thermal conductivity and
g is the source power density. Sinceρ, cp and k are temperature

dependant, equation (1) is non-linear and is solved explicitly
using a finite-difference method to give the nodal temperatures
at each time step. Both cw and pulsed mode operating con-
ditions can be simulated by varying the source power density
accordingly. Typically, QCL experimental measurements are
made in vacuo meaning adiabatic boundary conditions are ap-
plied to the surfaces in the vacuum, with a constant temperature
boundary condition applied to the surface bonded to the heat
sink.

The active region of the QCL is made up from a multi-
tude of thin semiconductor layers and due to increased phonon
scattering at the interfaces between these layers, the thermal
conductivity perpendicular to the layers (k⊥AR) is found to be
approximately an order of magnitude smaller than the thermal
conductivity in the plane of the layers (k‖AR) [5]. In order to
accurately model the thermal dynamics inside the QCL, both
the non-linear material parameters and the anisotropic active
region thermal conductivity must be taken into account. In
this work, the temperature dependant k‖AR is taken to be that
of bulk InGaAs, and k⊥AR a tenth of the bulk value. The de-
vice structure is taken to be a typical ridge structure of width
10 µm, on an InP substrate with a waveguide configuration as
described in [2].

2. Results

The QCL electron dynamics simulation was run at a range of
temperatures and an electric field–current density curve cal-
culated at each. By extracting the current densities at the
operating bias point (135 kV/cm) for each temperature, the
source power density was calculated as function of temperature
(= 1000 exp(T /1023) GW/m3). This ‘quantum source term’
was then inserted into the thermal simulations to succinctly
describe the heating effects inside the QCL active region due
to quantum mechanical processes. The modal gain was cal-
culated at each temperature and by estimating the waveguide
and mirror losses at each temperature, a relationship between
threshold current and active region temperature was found
(= 2.01 + 1.15 exp(T /T0) kA/cm2, where T0 = 191 K, see
Fig. 1). However, it is a common problem in QCL calculations
to underestimate the threshold current density at higher tem-
peratures [6]. The maximum active region lattice temperature
at which laser action at λ ∼ 2.85 µm is predicted was found
to be 300 K.

For a pulsewidth of 100 ns with a 10 kHz repetition rate
(0.1% duty cycle), thermal simulations were run to find the
corresponding heat sink temperature for each of the active re-
gion temperatures and calculate the new threshold current–
temperature relationship. This value of repetition rate was cho-
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sen as it was discovered that the period length was sufficiently
long for the active region temperature to recover the heat sink
temperature at the end of the voltage pulse, and hence heat accu-
mulation effects could be neglected (see Fig. 2b). It was found
that under these driving conditions, a heat sink temperature of
236 K corresponds to a maximum active region temperature
of 300 K. The calculated threshold current–temperature plot
is shown in Fig. 1. It can be seen from the figure that at the
higher heat sink temperatures, the threshold current density is
much higher than at the equivalent active region temperature
(T0 = 178 K). The reason for this is two fold. Firstly, the ther-
mal conductivities of the materials in the device decrease with
increasing temperature. Therefore, at the higher heat sink tem-
peratures the device becomes less able to dissipate heat away
from the active region. Secondly, the quantum source term in-
creases with temperature. At higher temperatures, more current
flows through the device and hence the active region heating
increases.

Using the thermal model, it is also possible to deduce the
heat sink temperature which corresponds to the maximum ac-
tive region temperature (300 K) for various device geometries
and driving conditions. Investigations were made into higher
repetition rate operation. It was discovered that with a 100 ns
pulse width and 100 kHz repetition rate (1% duty cycle), a heat
sink temperature of 220 K is possible without the active region
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Fig. 2. Temperature time profiles with 100 ns pulses and 100 kHz
repetition rate for (a) Epilayer-down mounted device at 240 K, and
(b) Epilayer-up mounted device at 220 K.

temperature rising above 300 K (see Fig. 2b). It can be seen that
during the first few periods, a slight heat accumulation effect
takes place before the device temperature profile settles down
to its final steady state behaviour with a maximum temperature
of 296 K and a minimum of 228 K. The device structure was
modified to investigate the effect of epilayer-down mounting.
The laser ridge was defined by including 5 µm wide channels
on both sides and the device considered to be mounted epilayer-
down on a copper heat sink. For the same driving conditions
as before (100 ns, 100 kHz), it is possible to raise the maxi-
mum heat sink temperature to 240 K without the active region
temperature rising above 300 K (Fig. 2a). There are also no
heat accumulation effects, indicating heat dissipation is more
efficient in epilayer-down mounted devices.

3. Conclusions

It has been shown that the thermal model, in conjunction with
the scattering rate calculation is a useful tool in investigating
the thermal behaviour of QCLs. Driving conditions appropri-
ate for a particular device and geometries designed to maximise
device performance can be suggested. Modelling the effects
of active region heating has been shown to go some way to
explaining the underestimation of threshold current densities
at higher heat sink temperatures. The results of the simula-
tions show that mounting the device epilayer-side down allows
heat to dissipate from the active region much quicker than in
the equivalent substrate-side mounted devices, allowing higher
heat sink temperatures and the possibility of higher pulse fre-
quencies. For the device geometry investigated, cw operation
would not be able to be attained due to the high active region
heating under such operating conditions. In order to reduce the
active region heating, heat dissipation channels in the plane of
the active region layers, where the thermal conductivity is much
higher than in the direction perpendicular to the layers, should
be promoted. This could be in the form of using either a buried
heterostructure as in [1], where insulating InP is deposited at
the sides of the laser allowing heat to be removed in all direc-
tions, or by coating the laser ridge sidewalls in thick layers of
gold to help extract the heat in the plane of the active region
layers [7].
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Lasing characteristics of microdisks with In(Ga)As quantum dots
in temperature diapason from 5 to 300 K
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Abstract. Lasing characteristics under optical pumping of GaAs/(AlGa)xOy microdisks with 1 µm emitting InGaAs
quantum dots and with 1.3 µm emitting InAs/InGaAs quantum dots are compared in the temperature diapason from 5 K to
300 K. Room temperature lasing at 1.3 µm is demonstrated from 6 µm diameter microdisk with InAs/InGaAs quantum
dots. The microdisk quality factor is found to be ∼ 104.

Introduction

Microdisk lasers based on whispering gallery optical reso-
nances propagating along the periphery of the disk have re-
cently attracted considerable attention. The interest in mi-
crodisks is driven by their potential for low threshold power,
due to high quality factor and low modal volume of whispering
gallery modes (WGM) confined by total internal reflection [1].
The microdisk lasers based on quantum dots (QDs) can extend
the above advantages to high-speed and temperature-insensiti-
ve operation because of the high spatial localization of carriers
within the QDs. Conventional microdisk lasers are the 2–7µm
diameter disks, placed on top of the pedestal with smaller di-
ameter formed by selective etching. In such microdisks high
quality factor Q ∼ 17000 [2] and record 12-times increase
of recombination rate [3] have been achieved. However, con-
ventional microdisks suffer from poor heat-sinking and poor
mechanical stability as a result of their geometry. In this work
the laser characteristics of microdisks with improved design
free of these drawbacks were studied in the temperature diapa-
son from 5 K to 280 K. The microdisk were placed on top of
the broad (AlGa)xOy pedestal formed by selective oxidation
of high Al-content AlGaAs layer [4]. The InAs/In0.15Ga0.85As
QDs emitting at 1.3 µm at RT or formed by the submonolayer
deposition InGaAs QDs emitting at 1 µm at RT were used as
the active area. CW lasing under optical excitation at 1.3 µm
at RT from microdisk is achieved.

1. Experiment

The structures were grown by molecular-beam epitaxy on (100)
semi-insulating GaAs substrates and initially consist of a GaAs
buffer layer, 500 nm Al0.97Ga0.03As and GaAs waveguide with
single layer of QDs clad with 20 nm Al0.3Ga0.7As bottom and
top barriers preventing carrier escape to the surface and to the
substrate. The thickness of GaAs waveguide was 190 nm
in case of self-organized InAs/In0.15Ga0.85As QDs emitting
at 1.3 µm at RT and 100 nm in case of InGaAs QDs emit-
ting at 1 µm at RT. The QDs were placed in the middle of
GaAs waveguide. Microdisks with 5–6 µm diameters were
formed by optical lithography. Following dry etch using Ar+
ions transferred the microdisk patterns through the waveguide
part and the Al0.97Ga0.03As layers. The total etch depth was

0.7 µm. After that wet thermal oxidation was performed to
convert the Al0.97Ga0.03As layer into (AlGa)xOy , which func-
tions as low refractive index cladding for waveguiding of the
resonant modes and as heat conducting layer. The microdisks
were optically pumped at normal incidence by anYAG:Nd laser
(λ = 532 nm, P = 3.3−470 µW) operating in CW mode.
The pump beam was focused onto the microdisk by an ob-
jective Olympus Plan View IR 100 NA 0.85. The emission
from the microdisks was collected through the same objec-
tive. The signal was detected either by cooled Si-CCD camera
(100 × 1340 pixels) with spectral resolution 1 Å or by cooled
InGaAs detector Roper Scientific (1024 pixels), with spectral
resolution 0.3 Å. For measurements in the temperature range
from 5 to 300 K the samples were mounted in a liquid-helium-
flow optical cryostat Oxford Microstat.

2. Results and discussion

Figure 1 shows the low temperature emission spectra obtained
at different excitation densities from 5 µm diameter microdisk
with InGaAs QDs (a) and from 6 µm diameter microdisk with
InAs/InGaAs QDs (b). Several sharp peak superimposed on a
background signal are observed. The background corresponds
to free QD emission, whereas the sharp peaks correspond to
emission from QDs which couple to microdisk modes. Our
theoretical estimate of WGMs with radial mode order n = 1
and 2 are given at Fig. 1a for 5 µm diameter microdisk with
InGaAs QDs. The increase of the higher radial number modes
in case of 6 µm diameter microdisk with InAs/InGaAs QDs
leads to complication of the WGMs identification. The res-
onant line is denoted as line A (Fig. 1b). Increasing of the
excitation power density leads to superlinear intensity increase
and spectral narrowing that are evidences of the lasing. The
threshold power densities Pth for line TE43,1 and for line A
were found to be 35 µW and 40 µW respectively. The quality
factor values (Q = λ//λ) were determined near transparency
threshold. The Q factor for line TE43,1 was found to be more
than 10000 and limited by the resolution of the optical system.
TheQ factor for lineA was found to be 9900. As the absorption
in QDs is low the reason limiting Q factor of our microdisks
is scattering on the surface roughness.

The lasing characteristics were investigated in the temper-
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ature diapason from 5 K to 300 K. The temperature depen-
dences of the threshold power for both microdisks are shown
at Fig. 2. At low temperatures the threshold determined by the
Q is low, but increase of the temperature leads to increasing
of the threshold power. This behavior can be explained by two
reasons. First reason is the difference between the temperature
shift of the microdisk resonant lines governed by the temper-
ature change of the effective refractive index (∼ 0.05 nm/K)
and the temperature shift of the QDs emission line correspond-
ing to the temperature bandgap shrinkage (∼ 0.3 nm/K). Thus,
increase of the temperature leads to the detuning between the
spectral position of QDs ground state gain maximum and mi-
crodisk resonant line. Therefore at high temperatures lasing at

Peff = 256 µW

Peff = 126 µW
Peff = 60 µW

1280 1284 1288 1292 1296 1300

Line B

Wavelength (nm)

6 µm disk
= 300 KT P th

eff = 180 µW

Fig. 3. Spectra obtained below and above the threshold power from
the microdisks with InAs/InGaAs QDs.

resonant lines TE43,1 and A occurs via excited QDs states. The
second reason is the temperature carrier escape from the QDs
and their following nonradiative recombination on the defects.
Since the localization energy of the InGaAs QDs is lower than
that of InAs/InGaAs QDs the temperature at which the thresh-
old power starts to grow up with T0 = 65 K is also lower.
Room temperature lasing was observed in the microdisk with
InAs/InGaAs QDs at the resonant line B at 1293 nm (Fig. 3),
which spectral position coincides with the maximum of QDs
gain spectra at this temperature. The threshold power density
Pth is 180 µW.

In conclusions, we fabricated microdisks by photolithog-
raphy, dry etching in Ar+ beam and selective oxidation of Al-
GaAs layer on top of which the microdisks were placed. Tem-
perature dependencies of lasing parameters have been studied
in temperature diapason from 5 K to 300 K. The threshold
power density Pth increase with temperature is explained by
the growing detuning between the spectral position of QDs
ground state gain maximum and microdisks resonant line and
by the temperature escape of the carriers from the QDs and their
nonradiative recombination. Room temperature CW lasing at
1.3 µm under optical excitation is realized.
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Abstract. We design, fabricate and study new type of injection heterolasers — interband cascade lasers, based on the
InGaAs structures containing two active quantum-well regions in one waveguide with a tunnel junction in between. We
investigate their volt-ampere characteristics as well as spectral and directional radiation patterns. For the first time, we
obtain dual-wavelength generation in such tunnel-junction lasers, which makes it possible to achieve the intracavity
nonlinear mode mixing and, hence, to produce coherent far-infrared and terahertz emission at room temperature.

Introduction

Following our recent suggestions [1–9], we develop and inves-
tigate experimentally a novel class of injection heterolasers —
interband cascade lasers, based on GaAs/InGaAs/InGaP struc-
tures containing two active regions of different quantum wells
(QWs) with a tunnel junction in between, which provide si-
multaneous generation of two optical or near-IR modes in an
interband quantum-well (QW) laser configuration and makes
it possible their intracavity nonlinear mixing in one and the
same laser waveguide resulting in the mid/far-IR radiation.
Due to inversionless nature of the difference-frequency genera-
tion (DFG) and moderate threshold current associated with las-
ing on the interband transitions, the proposed mid/far-IR DFG-
lasers are capable of long-pulsed and continuous-wave (CW)
room-temperature operation.

1. The tunnel-junction laser design

To facilitate two-wavelength lasing, we use a stacked tunnel-
junction laser design (a nonlinear-mixing interband cascade
laser). In this design, an intermediate, very thin (20–50 nm)
n++/p++ tunnel junction is grown in between two or several
multiple quantum-well (MQW) active regions. It works as a
back diode and enables the total current to flow through each
active region in series, thus avoiding current splitting between
active regions and strong mode competition for the injected
carriers. This is shown in Fig. 1 (see [5, 6] and references
therein), where two different p-i-n MQW active regions support
lasing at two distinct wavelengths in one optical waveguide.
A schematic of the device cross-section is shown in Fig. 2.

Current

Active regions

n /p junction|++ ++

Fig. 1. Current path in the interband cascade laser with a tunnel
junction between 2 QWs (after Kim et al 1999; see refs. in [5]).

2. Dual-wavelength generation

The structure was grown by the MOCVD method on a doped
GaAs substrate with donor density 1018 cm−3. According to
the upper part of Fig. 2, the structure consists of two almost
symmetric n/p transitions (of 1600 nm and 1700 nm width, re-
spectively) separated by a highly-doped (up to 1019 cm−3) tun-
nel p/n transition (of 40+50 nm width). The laser waveguide is
formed by 600-nm-wide n-InGaP layer of the lower p/n transi-
tion and 600-nm-wide p-InGaP layer of the upper p/n transition.
Two short-wavelength QWs (separated by 50-nm-wide i-GaAs
layer) in the lower p/n transition and one long-wavelength QW
have one and the same width, 7 nm, but different In-percentage,
19% and 24%, respectively. The overall thickness of the ac-
tive area, including the tunnel junction, is 2.2 microns. In the
present experiments, there is no a DFG-waveguide for the far-
IR mode shown in Fig. 2. We have investigated volt-ampere
characteristics as well as spectral and directional radiation pat-
terns of all-sides-cleaved laser chips with different sizes, typ-
ically 1×1/4 mm2, under 350-ns-pulsed injection pumping at
the level from several to several tens amperes at room temper-
ature.

Above a threshold about 15–20 A (depending on a sample),
the desired dual-wavelength lasing is observed at multi-mW
power (Fig. 3). The transverse-to-QW-plane directional ra-
diation pattern corresponds mainly to the TE 1 mode in the
long-wavelength emission and contains also higher transverse
modes in the short-wavelength emission. Typical in-QW-plane

Tunnel
junction

p-contact

doped GaAs substrate

n-contact

Active region I
Active region II

Undoped GaAs far-IR
waveguide

n GaAs
layer

+

n GaAs
layer

++

Fig. 2. Sketch of the cross-section of the nonlinear-mixing dual-
wavelength interband cascade laser with a tunnel junction.
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Fig. 4. Typical in-QW-plane directional patterns of the same dual-
wavelength laser chip as in Fig. 3 under injection current 20 A (zero
direction corresponds to the long axis of the chip).

directional patterns shown in Fig. 4 tell in favor of coexistence
of whispering-gallery modes. Fabrication of laser chips with
long injection stripes which coved provide lasing of standard
(Fabri–Perot) modes instead of whispering-gallery modes is
underway.

In Fig. 5 typical current-voltage characteristics at CW in-
jection are shown. There is current switching at the voltage
corresponding to the double energy gap of GaAs. We suppose
that current switching is related to a minor carrier injection in
the region of the tunnel p/n junction, by analogy to the thyristor
effect. This current switching is parasitic effect which weak-
ens the light emission. The voltage threshold of the current
switching decreases with a temperature rise. At present we are
working on the optimization of the tunnel-junction laser design
in order to have lower dual-wavelength lasing threshold, higher
current switching threshold, and better mode selection.
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Fig. 5. Typical current-voltage characteristics of the cascade laser
diode with tunnel-junction at different temperatures.

3. Conclusions

In conclusion, for the first time to our knowledge, we obtain
dual-wavelength generation in the newly designed interband
cascade lasers with a tunnel-junction, which allows for the
intracavity nonlinear mode mixing and, hence, emission of co-
herent far-infrared and terahertz radiation at room temperature.
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Abstract. The analysis of novel vertical external-cavity surface-emitting laser (VECSEL) designed for simultaneous
dual-wavelength emission is presented. Inhomogeneous optical pumping of nonidentical quantum wells located in different
Sections of the active region has been studied. Physical nature of steady-state stability violation is cleared up and the
dynamics of dual-wavelength lasing is calculated.

Introduction

VECSELs are currently subject of growing interest due to com-
bination of many attractive features. Among those one could
point out a capability to emit circular near-diffraction limited
beam, possibility for power scaling and for intracavity nonlin-
ear frequency conversion [1]. Moreover, an application range
of VECSELs should likely be expanded if dual-wavelength
emission is obtained. Indeed, a great demand exists for laser
sources which emit coaxial beams at two different wavelengths.
These lasers could be applied for dual-wavelength interferom-
etry [2] and, what is even more important, for convenient fre-
quency down-conversion to middle- and far-infrared ranges [3].

Dual-wavelength lasing have been demonstrated making
use of several different approaches [2–6]. Most interest ones
of them are concerned with usage of vertical coupled-cavity
geometry [4–6]. However, because of undamped optical mode
competition, stable two-frequency emission with essential wa-
velength separation is hardly possible with this technique. As
far as we aware, the said parameter of coupled-cavity laser
doesn’t exceed approximately 30 nm [6].

Dual-wavelength simultaneous emission has been recently
observed from optically pumpedVECSEL for the first time [7].
We have obtained single transverse mode continuous-wave
(CW) operation at the wavelength of 984 and 1042 nm with
the efficiency about 10 percents. However, some of experi-
mental observations have not been well understood then. For
example, physical nature of intricate laser dynamics contain-
ing multiple frequency self-pulsation at high level of optical
pumping has been undiscovered.

This paper is devoted to the analysis of novel dual-wave-
length VECSEL [7] in more detail.

1. Design of laser structure

Fig. 1 shows the band diagram for the laser structure which is
specially designed for dual-wavelength operation.

The active region is separated in three Sections by thin
blocking layers. Section I and III contain two by two quantum
wells made of In0.17Ga0.83As (QWS) emitting at the wave-
length of λS. Four quantum wells of In0.23Ga0.77As (QWL)
with maximal gain at λL > λS are located in Section II. As
usual, to enhance the achievable gain coefficient the positions
of all quantum wells coincide with the antinodes of “own”
standing waves, i.e., QWL,S location corresponds to standing
wave at λL,S. On the other hand, QWL’s are placed near the
nodes of the “foreigner” λS cavity mode to minimize optical

absorption of short-wavelength emission in the deeper quan-
tum wells. The said blocking layers, made of wide bandgap
AlAs, being transparent to the pump light and laser emission,
are impenetrable for carrier transport between Sections. There-
fore, nearly equal pumping of nonidentical quantum wells is
ensured.

2. Optical pumping of sections

To calculate the field distribution and the geometry of the de-
vice, we have solved the boundary eigenvalue problem for the
Helmholtz equation within the well-known one-dimensional
transfer matrix approach. It is of common use in VECSEL
geometry that incident pump power comes to absorber re-
gion through the output window for laser emission (Fig. 1).
Quantum-well barrier region made of GaAs plays the role of
pump absorber region.

To describe carrier distribution in the latter region, we have
solved the diffusion equation with no drift contribution [8].
This equation should be supplemented with one defining car-
rier balance among quantum well and continuous state above
it and the rate equation in QW with capture, escape and recom-
bination phenomena taken into account. Finally, by assuming
the continuity of the carrier density across QW layer separating
two barriers one could determine the total carrier distribution
in the active region of the laser (Fig. 2). One can see that inde-
pendent pumping of each Section manifests itself in step-wise
profile of carrier density in the absorber layers with the jumps
appearing at the positions of blocking layers. The carrier gath-
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0 x x Xb1 b2

E Eλ λS L

I II III

quantum wells

blocking layersstanding wave
at andλ λS L
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Fig. 1. Band diagram of dual-wavelength VECSEL.
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ering of QWL is evidently more effective than that of QWS.
This is because of both longer carrier escape time and shorter
capture time in QWL [9]. Therefore, if one consider an ac-
tive region containing the nonidentical quantum wells with no
blocking layers inserted, almost all carriers would be collected
by deeper QWL and the attainment of threshold population in
the QWS would be hardly possible.

3. Simulation of laser dynamics

Laser under examination can be modelled as a device with high
feedback external cavity. The theory of ordinary semiconduc-
tor laser with high feedback reflectivity has been derived, for
example, in [10]. To restrict the number of rate equations, we
assume the gain coefficient of each Section to be lumped to the
single equivalent QW per Section.

The one-mode rate equation from [10] can be modified to
attain those for dual-wavelength emission in VECSEL

Ṡ1 = vg

[ 3∑
j=1

01j g1j − αs1 + 1
2Lin

ln
(
S1(t−τext)

S1(t)

)]
S1

Ṡ2 = vg

[ 3∑
j=1

02j g2j − αs2 + 1
2Lin

ln
(
S2(t−τext)

S2(t)

)]
S2

Ṅ1 = 1
tQW

(J
(1)
− − J

(1)
+ )− N1

τr
− vg(g11S1 + 021

011
g21S2)

Ṅ2 = 1
tQW

(J
(2)
− − J

(2)
+ )− N2

τr
− vg(g22S2 + 012

022
g12S1)

Ṅ3 = 1
tQW

(J
(3)
− − J

(3)
+ )− N3

τr
− vg(g13S1 + 023

013
g23S2).

(1)
where S1,2 are the photon densities at wavelength λS,L, respec-
tively, 0i,j and gi,j are the confinement factor and the gain co-
efficient of i-th optical field regarding to j -th equivalent QW,
vg is the group velocity of optical fields, Lin is the subcavity
length, τext is the round-trip time in the external cavity, N1,2,3

is the carrier density in the QWs, J (j)
− − J

(j)
+ is the carrier

flux density into j -th QW, τr is the carrier lifetime, tQW is the
thickness of QWs. The total loss coefficient is given by

αs1,s2 = αin − 1

Lin
ln
[
rext(1− r2

f )rDBR(λS,L)
]
,

here αin is the loss factor inside the subcavity, rf , rext and
rDBR are the subcavity facet, external mirror and DBR mirror
reflectivity, respectively.
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Fig. 3. Dynamics of dual-wavelength emission at the parameter’s
values corresponding to steady-state stability violation.

By analyzing the steady-state stability of the equations (1),
one can determine the room of parameters’ values ensuring
CW or self-modulated regime of operation. In particular, the
steady-state stability violation occurs if 012, which is the mea-
sure of influence of short-wavelength absorption in the deeper
QWL’s on laser characteristics, reaches the value about 0.001.
Note, that if the QWL’s position exactly coincide with the nodes
of the cavity mode at λS, the above confinement factor is cal-
culated to be about 0.00015 and only CW emission could be
observed.

Fig. 3 shows dual-wavelength emission calculated at the
confinement factor values given by the matrix

0̂ =
(

0.01 0.002 0.01
0.003 0.02 0.003

)
.

Incident pump power Pin, the loss coefficients αs1,s2 and the
external round trip-time τext taken to be 1 W, 20 cm−1 and 3 ns,
respectively.

Initially small fluctuations of output then transform to nearly
random, strong pulsed regime of oscillations. One can see that
rise time of instability is in the order of tens of microseconds.
The final bit of the pulse sequence is shown in the inset of Fig. 3.
Short-wavelength Pout1 and long-wavelength Pout2 emission
being nearly coinciding in time, build up the pulse train of
short spikes. An additional analysis shows that considered
pulses originate from the relaxation oscillations. Characteristic
period of pulse train equals to τext. Therefore, as it follows from
the graphs, laser’s dynamics can be characterized in different
time scales. In our opinion, the main cause of the stability
violation is the passive Q-switching which is due to saturable
absorption of the short-wavelength optical field in the QWL.
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Abstract. Two-sectional bistable laser structures based on InAs/InGaAs quantum dots (QDs) are investigated
experimentally and theoretically. Parameters of QD ground-state optical transition, i.e. inhomogeneous broadening, peak
absorption coefficient, transition-energy dependence on the applied field (Stark effect), are extracted from experiment.
Anomalously large redshift of the luminescence peak (Stokes shift), which increases with pumping current, is observed and
explained theoretically as a consequence of indirect capture of electrons from wetting layer (WL) through the QD excited
level to the ground level. The broadening of the hysteresis loop in power-vs-current dependence with the increase of the
absorber reverse bias is explained in terms of combination of quantum-confined Stark effect and the redshift of gain
maximum, caused by indirect electron capture.

Introduction

The bistability of laser generation in QD structures with two
electrically-separated sections, where one of the sections is
pumped by the current (gain section) and another is biased in the
opposite direction (integrated saturable-absorber section), has
been observed by several groups in the past few years [1,2]. The
laser bistability, which manifests itself by the appearance of
the hysteresis loop in the power-vs-current curve, has its origin
in the highly nonlinear behavior (with respect to the photon
number in the lasing mode) of the saturable absorber based on
QDs [3]. Substantial broadening of the hysteresis loop and its
shift to higher currents with the increase of absorber reverse
bias is a trade-mark of the QD laser structures, since in case of
quantum-well bistable lasers [4] hysteresis usually shrinks and
vanishes with the increase of the reverse bias. In this work we
present results of extensive experimental and theoretical study
of two-sectional QD structures and offer an explanation of this
anomalous behavior.

1. Samples and experiment

The samples with several layers of InAs/InGaAs QDs were
grown by molecular beam epitaxy. Light confinement is pro-
vided by forming shallow mesa stripe. The length of the gain
and absorber sections were varied by cleaving and changing
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Fig. 1. Experimental (solid curves) and theoretical (dashed curves)
luminescence spectra measured from the absorber facet for different
reverse bias of the absorber (Va = 0 V, 1 V, 2 V, . . . , 7 V).

the isolation gap position. For the structures with the reduced
length of the absorber exceeding 0.1 laser power-vs-current
curve exhibits a broad hysteresis which persists for the absorber
bias as high as 7 V. In order to investigate the parameters of
the QDs, room-temperature EL spectra at different absorber bi-
ases and gain-section currents below generation threshold were
measured (Fig. 1). The luminescence was collected from the
absorber-facet side, to ensure that the light has passed trough
the absorber.

2. Results and discussion

The luminescence spectra for the emission passed through the
absorber for a given absorber bias Va can be described by the
following formula

P(Va,E)=Pg(E) exp
(
−Laαmax

√
2π/ε0

inhwa(Va,E)
)
,

(1)
where Pg(E) is the emission of the gain section, La is length
of the absorber section and the αmax is the peak absorption of
the ground QD transition. We assume that the energy distri-
bution of QD transitions can be approximated by the Gaussian
function [5]:

wa(Va, E) = 1√
2π/ε0

inh

exp

1

2

(
E − E0a(Va)

/ε0
inh

)2
 , (2)

where ε0
inh is the inhomogeneous broadening factor of the gro-

und transition andE0a(Va) is the average QD transition energy,
dependent on the absorber bias.

The change of the absorption with the applied bias is ex-
tracted from electroluminescence spectra, Fig. 1, and modeled
using Eq. (1). One can see, that a remarkable agreement be-
tween theory and experiment for the red part of the spectrum
(h̄ω < 0.98 eV)has been achieved. The discrepancy in the blue
part of the spectrum is natural, since the higher QD transitions
are not taken into account in Eqs. (1, 2).

The analysis of experimental spectra (Figs. 1, 2) yields
the value of homogeneous broadening of ground QD radia-
tion transition /ε0

inh of 11.3 meV and the peak absorption co-
efficient of the ground state transition of 25 cm−1. Linear
dependence (see inset in Fig. 2) of the average QD ground
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Fig. 3. Stokes shift dependence on gain-section current. Solid
squares — experiment, dashed curve — calculation with direct cap-
ture of electron from WL on QD ground level (arrow (1) in the
inset), dotted — calculation with electron scattering from excited
QD level (2), solid curve — calculation with both channels.

transition energy on the applied field (Stark effect) signifies
inverted electron-hole wavefunction alignment [6] in the QD,
with the electron-hole separation of d = 0.55± 0.08 nm.

After finding the parameters of the absorber, we extract the
luminescence spectra of the gain section Pg(E), Eq. (1). Ex-
perimentally obtained dependence of the difference between
the luminescence peak energy and average QD ground tran-
sition energy in the gain section (Stokes shift) is presented in
Fig. 3.

If the process of carrier excitation from QD levels to WL
and subsequent recapture is effective, QD levels will be in the
state of quasiequilibrium (QE). In QE, the maximum Stokes
shift is given by the formula SQE = −(/ε0

inh)
2/T , where T is

temperature in energy units, which gives approximately -5 meV
in our case. The QE approximation predicts the decrease of
the absolute value of Stokes shift with the increase of pumping
current due to QD level filling [5]. As can be seen from Fig. 3,
the experimentally measured Stokes shift is three times larger
then that predicted by QE approximation, and luminescence
peak red-shifts with the increase of the current. This suggests
that at room temperature the ground level population is far
from QE.

It has been pointed out that effective electron capture on QD
ground level can be hampered by so-called phonon bottleneck
effect. Resent research shows [7] that Coulomb scattering of

electrons from the excited level to the ground level plays im-
portant role. We show that in the situation when the electron
capture on ground level goes through the excited level and QD
excited levels are in the state of QE, the maximum Stokes shift
is approximately equal to

S =
(

1+ /εex
inh

/ε0
inh

)
SQE , (3)

where /εex
inh is the inhomogeneous broadening of the excited

QD transition. Since the broadening of the excited states in QD
is usually much larger then that of the ground state, substan-
tial enhancement of the Stokes shift is predicted. This result
can be treated qualitatively as a reduction of effective electron
temperature on the ground QD level.

The capture rate on the ground QD electron level can be
written as a sum of direct-capture term and Coulomb-scattering
term

R0
cap = k0nWL (1− f0)+ f1fh

τrel
(1− f0) , (4)

where k0 is a constant describing direct capture from WL,
nWL is the electron density in WL; f0, f1 and fh are the elec-
tron ground-level, electron excited-level and hole ground-level
occupation numbers, respectively. Time constant τrel describes
the Coulomb scatering of electron from excited to the ground
level with the hole being ejected in WL. Calculations in Fig. 3
are done for the case when one of the two or both terms in
Eq. (4) are present. Apart from strong enhancement of the
Stokes shift, calculations show that, in the presence of indirect
electron capture, non-monotonic dependence of luminescence
maximum on the pumping current occurs, which is a qualita-
tively new result.

The effect of indirect Coulomb-assisted capture strongly
shifts the gain maximum in the laser gain section to the re-
gion of smaller QD transition energies. Because of this the
laser with zero absorber bias starts to generate on the wave-
length where absorption is relatively small. Increasing the bias
causes the redshifth of the average QD transition energy in the
absorber (Stark effect), which increases the absorption at las-
ing wavelength and enhances laser bistability. We calculate the
gain-power current using the full rate-equation model which
includes indirect electron capture assisted by Coulomb scatter-
ing. The broadening of the hysteresis loop with the absorber
bias is obtained with a good agreement with experimental re-
sults.
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Abstract. Investigations of interband stimulated and spontaneous emission from structures with stepped quantum wells
(QWs) and tunnel coupled QWs under optical excitation are presented. The interband photoluminescence in a
InGaAs/AlGaAs structure with stepped QWs embedded in a waveguide is studied at different excitation levels. Pinning of
the electron concentration at the ground state of the QWs is observed at excitation levels exceeding the interband lasing
threshold. This finding is important for maintaining a potential intersubband population inversion in interband pumped
structures [1]. Interband stimulated emission in semiconductor nanostructures with tunnel-coupled QWs is investigated by
travelling wave excitation for the first time. The advantages of travelling wave excitation compared to standard excitation
are a lower threshold and an improved emission efficiency from excited subbands. The conditions for simultaneous
two-state stimulated emission from QW laser structures are discussed. The results are important for the realization of mid
IR sources based on difference frequency generation.

Introduction

Nanostructures containing quantum wells (QWs) with com-
plex potential profiles are of interest for the realization of mid
IR lasers based on intersubband transitions [1], as well as of
coherent light sources based on difference frequency genera-
tion [2]. In the present work the interband stimulated emission
is studied in structures with stepped and tunnel-coupled QWs.
Both structures are designed with the objective of obtaining an
intersubband population inversion between the second and the
first excited subbands of the QWs via interband optical pump-
ing [1]. Pinning of the electron concentration at the QW’s
ground state after the set in of interband lasing is studied in
stepped QWs. This phenomenon is one of the necessary re-
quirements for an intersubband population inversion between
excited subbands of the QW (levels e3 and e2 in the insert
of Fig. 1) at high excitation levels [1]. The investigations on
tunnel-coupled QW structures are related to the elaboration
of mid IR devices based on difference frequency generation.
One of the main problems of this application is the creation
of an efficient active region for the generation of the two ba-
sic frequencies with enough power. In this report, we present
investigations of interband stimulated emission in semiconduc-
tor nanostructures with tunnel-coupled QWs performed under
travelling wave excitation for the first time. The possibility of
efficient and simultaneous two state interband emission from
the ground subband and the first excited subband in a structure
with tunnel coupled QWs is demonstrated with that excitation
technique.

1. Stepped QWs

Investigations were performed on a structure with 3 undoped
stepped quantum wells consisting of InGaAs/AlGaAs layers.
The potential profile of QWs for electrons (see insert for Fig. 1)
was designed with respect to a long electron lifetime in the
excited subband e3 allowing an intersubband population in-
version [1]. The structure contains a waveguide formed by
AlxGa1−xAs layers with graded composition x which provides

optical confinement for radiation connected to interband car-
rier transitions. Details of the sample are published in Ref. [3].
To demonstrate the electron concentration pinning in the QW
ground state, the sample was prepared as a Fabry–Perot res-
onator (both facets were cleaved). Optical interband excita-
tion was performed by frequency doubled single pulses from
a Nd:YLF laser (wavelength 526.5 nm, pulse duration 100 ns,
repetition rate 10 kHz, and pulse intensity up to 6 kW/cm2).
The sample area between the two facet mirrors was excited
homogeneously with the help of a cylindrical lens.

The photoluminescence (PL) spectra from the surface of
the sample as well as from the edge were taken at different ex-
citation intensities in the spectral region corresponding to inter-
band transitions between the ground subbands of the stepped
QWs. The PL intensity versus pump intensity taken at the
maximum of the PL peak is presented in Fig. 1. At weak exci-
tation intensities only a linear dependence of the spontaneous
emission on the pump intensity was observed both from the
edge and from the surface of the sample. This emission is con-
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Fig. 2. (a) PL-excitation in standard geometry; (b) PL-excitation in
travelling wave geometry.

nected with spontaneous radiative recombination of electrons
and holes. With increasing excitation intensity, the interband
lasing threshold is reached and stimulated emission with high
intensity from the edge of the sample is found. At the same
time the intensity of spontaneous emission from the surface
saturates. This fact gives evidence for electron concentration
pinning in the ground subband of the QW due to interband
lasing.

2. Tunnel-coupled QWs

Edge photoluminescence was studied in a tunnel-coupled
GaAs/AlGaAs QW structure with standard excitation and un-
der travelling wave excitation using a picosecond pulses. The
sample contains a single pair of tunnel-coupled 70 and 47 Å
GaAs QWs separated by a 15 Å Al0.31Ga0.69As barrier. This
tunnel-coupled QW is embedded in a waveguide structure for
guiding interband photoluminescence emission.

Travelling wave condition means, that - in contrast to stan-
dard edge photoluminescence, where the wave front of the ex-
citation pulse is parallel to the surface of the sample (Fig. 2a)
— the wave front of the picosecond pulse is tilted under a well-
defined angle (Fig. 2b). A continuous delay over the pumping-
wave front is introduced by reflection on a grating in 1st order.
This delay is defined by the following condition: the excited
volume near the surface and the PL radiation in the sample are
travelling along the sample with the same velocity. In that way,
a high, rapidly relaxing population in the sample is excited by
the ultrashort pulse exactly at the time position, when the lumi-
nescence signal is arriving in the corresponding volume. That
condition is wavelength dependent due to n(λ). Consequently,
the amplification at higher interband photoluminescence bands
can be optimized by simply changing the angle of the grating.

For optical excitation of the sample frequency doubled sin-
gle pulses from a Nd:YLF laser are used. The pulses have a
wavelength of 523.5 nm, a duration of 4 ps, a repetition rate of
10 Hz and a few mJ/cm2 average energy density. The neces-
sary tilt angle of the wave front in the travelling wave geometry
is created by use of a reflection grating with 600 lines per mm
[4]. After reflection at the grating the laser beam is focused on
the sample with a cylindrical lens.

Figure 3 shows two edge photoluminescence spectra taken
by standard excitation (dashed line) and by travelling wave
excitation (solid line) with 0.1 GW/cm2 pump intensity. Both
of them show three maxima. The peak at∼ 1.51 eV represents
the recombination of electrons and holes due to e1-hh1 and e1-
lh1 transitions. The peak at 1.6 eV is due to e2-hh2 and e2-lh2
recombination. The peak at 1.8 eV corresponds to the radiative
recombination in the Al0.31Ga0.69As barrier of the QW. From
Fig. 3, it is obvious that for equivalent pump power the edge
photoluminescence spectra from standard excitation and from
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Fig. 3. PL spectra with standard excitation and with travelling wave
excitation at 0.1 GW/cm2 pump intensity; insert: edge photolumi-
nescence signals versus pump intensity with travelling wave excita-
tion and with normal excitation.

travelling wave excitation are different. Using travelling wave
excitation the second peak in Fig. 3 is enhanced in comparison
to the experiment with standard excitation.

The dependence of PL signals at these two peaks versus
pump intensity in a wide range of excitation is shown in the
inset of Fig. 3. Here one can see that in case of travelling wave
excitation the PL signal related to excited levels of the QW can
be increased by optimizing the travelling wave conditions for
specific recombination energies.

Using travelling wave excitation specific interband recom-
bination bands can be enhanced. The technique opens the pos-
sibility to create two different emission wavelengths in near
infrared region with comparable power, which are very close
together. A standard difference frequency generation between
these two wavelengths would give easy access to a coherent
mid infrared light source.
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Abstract. We report experimental study of spectrally-resolved dynamics of the two-state lasing quantum dot laser diodes.
Under 30 ns pulse electrical pumping conditions, we have observed total turn-off of the laser radiation for a time up
to > 10 ns depending on pumping amplitude. After re-turn-on short optical pulses of 200–300 ps duration were also
observed in the laser radiation from the excited state preceded by the dark pulses of the same duration from ground state.
Energy transfer between two lasing states is proposed as an explanation for both observed phenomena.

Introduction

Quantum-dot (QD) laser diodes have been intensively stud-
ied in recent years due to the numerous highly desirable and
promising properties that result from the specific physical prop-
erties of the dots, e.g. their discrete energy levels. Recently,
experimental observations of simultaneous lasing from ground
state (GS) and excited state (ES) in quantum dot lasers has
been reported [1] and analyzed experimentally [2, 3] and theo-
retically [4]. In this paper we report the anomalous dynamical
properties of the two-state lasing QD laser diodes, which are
very distinct from the results reported in last few years.

1. Experimental results

The structure was grown by MBE with five layers of InAs
QDs capped by 5.3 nm-thick In0.14Ga0.86As layer as active
medium and GaAs as spacer layer. The ridge waveguide laser
structure was processed into 4 µm width and was cleaved at
both facets to form a laser cavity of a length from 1.5 to 2.5 mm
for different samples. The facets were HR and AR coated in
order to enhance the output.

A scheme of the experimental setup is shown in Fig. 1. Ra-
diation of QD laser diode (LD) electrically pumped by the pulse
generator (PG) was coupled to a single-mode optical fibre. The
experimental setup was assembled to allow incorporation of a
Bragg optical filter to cut-off the longer-wavelength part of
the laser diode emission. The optical fibre had a single-fused
1×3 coupler, terminating in three outputs that were switched to
the power-meter (PM), optical spectrum analyser (OSA) and
fast photodiode (PD) connected to the 50 GHz oscilloscope.
All these devices were controlled by the computer, allowing
simultaneous dynamical, spectral and power measurements.

Anomalous dynamical properties were observed for the
two-state lasing QD laser diodes under 30 ns pulsed electrical
pumping with 100 kHz repetition frequency. These pulse dura-

PG OSA PM
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QDLD

PDBragg filter

Fig. 1. Scheme of the experimental setup.
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Fig. 2. Evolution of the temporal (a) and spectral (b) QD laser diode
response on the rectangular 30 ns pulse of injection current with
increase of the pulse amplitude.

tion and repetition frequency were chosen to prevent overheat-
ing of the device. It must be noted that no anomalous dynam-
ics was observed under low pumping amplitudes when only
the ground-state (GS) lasing takes place. Increasing pumping
pulse amplitude above the certain value defined by the length of
the device led to the gain saturation resulting in drop of the GS
lasing. We believe that this gain saturation takes place due to
saturation of the GS occupancy at QDs and leads to significant
increase of carrier concentration at the ES, as can be clearly
seen from the corresponding optical spectra taken by the OSA
(Fig. 2).

Increased carrier filling rate at ES cause corresponding de-
crease of GS filling rate and total shut down of laser generation.
Described situation is very unusual: lower state already can
not lase due to decreased filling rate, while the upper state still
doesn’t have enough concentration to start lasing. Electrical
pumping serves to filling of both QD states, but the time nec-
essary for restart of lasing was found to increase significantly
with increased pumping pulse amplitude. Depending on the
sample length at maximum current that could be applied (2A)
the restarting delay could be as big as 10 ns and more. The
nature of this dependence will be discussed later.

After restart of lasing a sequence of dark pulses [5, 6] oc-
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Fig. 3. (a) Temporal response of QD laser diode for the rectangular
30 ns pulse of injection current with amplitude I = 1.56 A for
ground state and excited state lasing. (b) Laser spectra for both GS
and ES (without filter) and for ES only (GS filtered).

cur in the laser radiation. Using Bragg filter to cut the GS
emission one can notice that only GS exhibit 200–300 ps dark
pulses while the ES emit short pulses of radiation of nearly the
same duration shifted approximately half pulse width from the
dark pulse. We believe that this phenomenon originates from
energy transfer between two QD states. In other words, one
QD state acts like a saturable absorber for another. The differ-
ence from the well-known saturable absorption (widely used
for Q-switching and mode-locking of semiconductor lasers [7])
is that not the light absorption is saturated, but the filling rate
of the QD state.

Although absorption at mesa-edges is well-known to cause
similar Q-switching of bulk and QW laser diodes [7], but
here this explanation is not satisfactory as we have observed
the same phenomenon at the broad-stripe two-state QD laser,
where absorption at mesa edges is negligible.

The idea of energy transfer between the QD states as the
origin of the observed self-pulse formation was proved when
we considered dynamics of a three-state lasing laser diode. We
have observed no time delay between dark pulses of GS and
the first excited state (ES1) radiation (compare to the two-state
lasing dynamics in Fig. 3). We believe that the absence of time
shift in this case is due to energy transfer not between GS and
ES as in former case, but between GS+ES1 and the second
excited state (ES2). Unfortunately, the power of ES2 radiation
is several orders of magnitude smaller comparing to GS+ES1.
This made impossible to separate of ES1 and ES2 emission in
our first experiments and needs further investigation.

2. Discussion of the results

Discussion of the observed anomalous dynamics of the QD
laser diodes should be started from the fact that the turn-off
was found to occur only at certain level of the laser output
power (Fig. 2). This makes us to believe that the said turn-off
originates from the gain saturation due to the limited number
of GS states making impossible to preserve high gain at high
photon concentrations. Saturation of GS occupancy causes in-

crease of ES carrier concentration. Nevertheless, this increased
ES occupancy is far from transparency and cause only losses,
but no lasing (Fig. 3). This fact can be described as a drop of
pumping efficiency η̂:

η̂ = NGS

NGS +NES
, (1)

resulting in the increase of the effective threshold Ith:

Ith = Ith0/η̂ = Ith0 (1+ βI) , (2)

where NGS and NES are the carrier densities on GS and ES
respectively, Ith0 is the threshold current unaffected by the dis-
cussed nonlinear effects, I is the amplitude of pumping pulse
and β is the coefficient describing increase of ES carrier con-
centration with current.

In other words, presence of the ES makes gain saturation
at GS extremely important for laser dynamics due to increase
of the effective laser threshold because of internal absorption
of ES radiation, which leads to turn-off of all emission. After
turn-off the Ohmic heating of the active region becomes very
important leading to the additional increase of the effective
threshold due to increase of internal losses with temperature:

Ith = Ith0(1+ αI)/η̂ = Ith0(1+ (α + β)I + αβI 2) , (3)

where α is the coefficient of increase of the internal losses.
Increase of the active region temperature with current during
turn-off can be seen from the red shift of the spectra in Fig. 2
(It is well-known that only strong non-linear effects can cause
LD heating at the pulsed pumping with pulse duration less than
50 ns).

Quadratic reciprocity (3) of the effective value of the thresh-
old on pump current found by simple phenomenological deriva-
tions after substitution in the well-known formula for turn-on
delay /

/ = τs ln
I

I − Ith
, (4)

where τs is the spontaneous recombination lifetime, gives us a
good idea for explanation of the observed anomalous increase
of the QDLD turn-off duration with pump current.

3. Summary

In this paper we report experimental study of spectrally-resol-
ved dynamics of the two-state lasing QD laser diodes. Energy
transfer between two lasing states is proposed as explanation
for observed anomalous dynamical phenomena in laser radia-
tion. The new properties of the QD lasers will be studied in
more details both experimentally and theoretically and could be
extremely useful for laser modulation for telecommunication
applications.
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Distribution of the non-equilibrium carriers in ZnSe-based
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Abstract. Spatial distribution of non-equilibrium carriers in CdSe/ZnSe/ZnMgSSe laser structures pumped by electron
beam has been calculated. The results were used for simulation of the cathodoluminescence intensity for different values of
the electron beam energies. It is shown experimentally that minimum of threshold current density and maximum of
cathodoluminescence of CdSe quantum dots correspond to the same value of the electron beam energy.

Electron-beam-pumped (EBP) green semiconductor lasers ba-
sed on ZnSe can be successfully used for numerous applica-
tions, such as projection television, optical communications
via plastic fibers, medicine etc. The lasing with microgun
excitation both in infrared at room temperature (RT) and in
blue-green spectral region at cryogenic temperatures have been
demonstrated [1, 2]. Fabrication of low-threshold EBP green
RT lasers pumped by electron beam with energy of 8–25 keV
based on alternately-strained superlattice waveguide with effi-
ciency of 4% per facet has been reported [3, 4].

To improve the laser efficiency one has to optimize the col-
lection of non-equilibrium carriers in the active zone. In order
to choose the optimum design of laser structure we calculated
the spatial distribution of carriers in semiconductor structures at
different values of electron beam. Supposing that the cathodo-
luminescence intensity is proportional to the total number of
carriers in the active zone we are able to compare our simula-
tions with the experimental results.

The CdSe/ZnSe/ZnMgSSe laser structures were grown by
molecular beam epitaxy on GaAs (001) substrates. The struc-
tures consisted of a 0.7 µm-Zn0.92Mg0.08S0.15Se0.85 bottom
cladding layer followed by a 0.2 µm-ZnS0.14Se0.86/ZnSe su-
perlattice waveguide. The structure was capped with either
H = 0.1 µm or 0.2 µm-Zn0.92Mg0.08S0.15Se0.85 cladding
layer followed by a 5 nm-thick ZnSe layer. A ZnSe QW
was placed in the center of the waveguide, embedding a CdSe
sheet of nominal thickness ∼ 2.8 monolayers. Earlier it has
been shown that such an inserted CdSe sheet transforms into
a dense array of self-assembled CdSe quantum dots. Lasers
based on such structures demonstrated the lowest ever reported
RT threshold power density under electron beam pumping [4].

The electron beam with energy up to 30 keV was used for
excitation of cathodoluminescence and pumping of lasers. All
experiments were performed at RT.

Experimental results are shown on Figs. 1,2. Curves 1, 2, 3
on Fig. 1 and data of Fig. 2 correspond to the structure with
H = 100 nm, curve 4 on Fig. 1 corresponds to structure with
H = 200 nm. One can see that minima of threshold current
density for the structure with H = 100 nm and maximum of
cathodoluminescence of CdSe quantum dots correspond to the
same value of the electron beam energy (∼ 16 keV). We may
reasonably assume that maximum of cathodoluminescence for
H = 200 nm structure should occur at approximately 20 keV.
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Fig. 1. Dependences of threshold current density on electron beam
energy. 1, 2, 3 — H = 100 nm, 4 — H = 200 nm. Cavity length:
1 — 1.35 mm, 2 — 0.95 mm, 3 — 0.5 mm, 4 — 0.62 mm.
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Fig. 2. Dependence of cathodoluminescence intensity on electron
beam energy.

The results of simulation of cathodoluminescence intensity
in such structure are presented below. Our model takes into
account diffusion, non-radiative recombination and difference
of band gap in different layers. We solve the Fokker–Planck
equation

0 = ∂

∂x
D(x)

∂n

∂x
+ ∂

∂x
n
∂U(x)

∂x
− n/τ(x)+W(x) .
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Fig. 3. Calculated dependence of cathodoluminescence intensity on
electron beam energy. 1 — H = 100 nm, 2 — H = 200 nm.

Here n — concentration of carriers, D(x) — diffusion coeffi-
cient, D = L2/τ , L — diffusion length, τ(x) — lifetime of
carriers, W(x)— pumping, U(x)— effective potential arising
from difference of band gaps in different layers. On the free sur-
face we use the boundary condition D(0)(∂n/∂x)(0) = sn(0),
where s stands for the surface recombination rate.

Calculations were made with the following values of pa-
rameters: L = 0.2 µm, τ = 0.4 ns in superlattice and 0.004 ns
in claddings, s = 1000 m/s. We used the depth distribution of
electron energy losses of Ref. [5], which was calculated for bulk
ZnSe for electron energies of 5, 7.5, 10, 15, 20, 25, 30 keV. We
found out that the curves of Ref. [5] can be excellently approx-
imated with a shifted Gaussian function. Thus we were able to
calculate the distribution for any intermediate value of the elec-
tron beam energy. We found that the maximum of calculated
cathodoluminescence intensity of CdSe quantum dots corre-
sponds to smaller values of the electron beam energy (around
12 keV) than the experimental ones (around 16–20 keV). We
have to notice that playing only with the parameters L, τ and
s we cannot reproduce the experimental observation. How-
ever if we scale the energy losses distribution by the factor of
0.4 we find good agreement with the experiment (see Fig. 3).
Curve 1 on Fig. 3 corresponds to 100 nm upper cladding layer
and curve 2 corresponds to 200 nm. Both maxima are in good
agreement with data of Figs. 1 and 2. Probably the spatial dis-
tribution of electron beam losses in multilayered structures is
not the same as in bulk materials. However, the agreement be-
tween experimental and calculated results seems to be achieved
without scaling the energy losses distribution by modernization
of our theoretical model if we take into account non-radiative
recombination on the inner boundaries between the layers.

Thus, the dependence of the cathodoluminecsence intensity
of the semiconductor structures on the electron beam energy
gives us the opportunity to optimize the pumping parameters
of the electron beam excited lasers.
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Abstract. We report on the first observation of the circular photon drag effect. The longitudinal photocurrent reverses its
direction as the circular polarization of radiation changes from right handed to left handed and is related to transfer of a
linear and angular photon momentum to the electron system. The circular photon drag effect has been observed for direct
inter-subband transition in (110)-grown n-type GaAs/AlGaAs quantum well structures. The experimental data can be
described by an analytical expressions derived from a phenomenological theory. A microscopic model is also presented
which describes the circular photon drag effect demonstrating that the generated current has spin-dependent origin.

Introduction

Photon drag effect is well-known phenomenon. Microscopi-
cally photon drag effect is due to the transfer of linear momen-
tum from photons to free carriers and is present in both noncen-
trosymmetric and in centrosymmetric semiconductor systems.
It was intensively studied in bulk semiconductors and in quan-
tum wells (QWs) and became of great technical importance
for fast infrared and terahertz radiation detection of short laser
pulses [1-3]. While helicity independent photon drag effect
is studied in a great detailed the photon drag current which
reverses its sign by switching the circular polarization from
right- to left-handed, i.e. the circular photon drag effect was
theoretically considered in [4,5], but was not detected so far.
Here we report on the observation of the circular photon drag
effect. The circular photon drag effect has been observed at
room temperature by studying transitions between two lowest
size quantized subbands in (110)-grown n-type GaAs/AlGaAs
quantum well structures. We show that the effect requires the
transfer of the photon linear and angular momentum to free
carriers and is a consequence of the spin-orbit coupling, which
lifts the spin-degeneracy in k-space of charge carriers, together
with spin dependent relaxation.

Experiments and discussion

The measurements were carried out on (110)-oriented n-type
GaAs/AlGaAs QW MBE-grown structures containing 100
QWs of 8.2 nm width separated by 40 nm barriers. The energy
of intersubband transitions in the QW structures corresponds
to the spectral range of CO2 laser. The electron concentra-
tion in every QW is 7×1011 cm−3. In order to excite reso-
nantly and to obtain a measurable photocurrent QW structures
were irradiated with circularly polarized infrared light of a Q-
switch CO2-laser at oblique incidence. Right handed (σ+) and
left handed (σ−) circularly polarized radiation is achieved by
means of a Fresnel rhomb. The sample edges were oriented
along [11̄0] in the QW plane (x-axis) and perpendicular to this
direction (y-axis). Ohmic contacts were centered along sample
edges of 5 mm width. The experimental geometry is sketched
in Fig. 1. The photocurrent is measured in unbiased structures
via the voltage drop across a 50 � load resistor. The signal is
detected in x-direction along radiation propagation and follows
the temporal shape of the laser pulse. The oblique incidence
in xz plane (z denotes the growth direction) provides the light

�

�

z || [110]

x || [110]
–

y || [001]
–

θ0

σ+

q0

jx

Fig. 1. The experimental geometry.

wavevector component qx . The current is detected for right
and left handed circularly polarized radiation. The helicity
dependent current j circ

x , studied here, is extracted after elim-
inating current contributions which are helicity independent:
j circ
x = (jσ+ − jσ−

)
/2.

For structures of Cs-symmetry relevant to the experiment,
the current proportional to the radiation helicity, Pcirc, and the
photon momentum q phenomenologically is given by

j circ
x =

{[(
γxz + qzT̃xzz

) qz
q

]
+ qT̃xxx

q2
x

q2

}
PcircI , (1)

where I is the light intensity, q = |q|, γ is the second rank
pseudo-tensor describing the sum of the circular photogalvanic
effect [2,3,6] and the spin-galvanic effect [2,3,7] and T̃ is the
third rank tensor describing the circular photon drag effect.
Besides current contributions given by Eq. (1) irradiation at
oblique incidence can additionally results in two helicity inde-
pendent effects: linear photogalvanic effect and conventional
photon drag effect. These contributions, in contrast to the cur-
rent given by Eq. (1), do not change there magnitude and sign
by reversing helicity. Thus subtracting the current response
to left-handed circularly polarized radiation from that of right-
handed circularly polarized radiation yields only the fraction
of photocurrent j circ

x proportional to helicity. More difficult
task is to distinguish the circular photon drag effect from the
circular photogalvanic effect and the spin-galvanic effects. As
we demonstrate below this becomes possible by investigation
of the photocurrent as a function of the angle of incidence θ0.
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Fig. 2. The dependence of the helicity dependent photocurrent nor-
malized to the intensity of incident light on the angle of incidence.
The doted, dashed and full lines are fit after Eq. (2) and represent the
term in square brackets (doted line) the last term on the right hand
side of the Eq. (2) (dashed curve) and the sum of both terms (solid
line), respectively.

While with increase of the angle of incidence both the circular
photogalvanic and the spin-galvanic effects decrease the circu-
lar photon drag effect given by the last term in the right hand
side of Eq. (1) increases and, at a certain angle of incidence,
can give a dominate contribution.

Figure 2 shows the dependence of the helicity dependent
photocurrent j circ

x normalized to the incident light intensity I0
on the angle of incidence θ0. The current detected at normal
incidence, θ0 = 0, is attributed to the sum of the circular photo-
galvanic effect and the spin-galvanic effect and may also have a
contribution of the circular photon drag effect described by the
tensor component T̃xzz. After Eq. (1) the magnitude of all these
contributions are determined by the projection of the unit vector
of the light propagation on z direction, qz/q. Thus a variation
of the angle of incidence can only reduce the magnitude of the
current but can not change its sign. Figure 2, however, shows
that for angle of incidence |θ0| > 30° the current j circ

x reverses
its sign.

The observed sign inversion of the photocurrent can be de-
scribed by the Eq. (1) if the circular photon drag effect has
opposite sign to helicity dependent contribution given by the
square brackets in the right hand side of the Eq. (1). For the
excitation in the plane of incidence parallel to (xz) the Eq. (1)
describes the angle dependence of the photocurrent as

j circ
x

I0
= tpts

{[(
γxz + qT̃xzz cos θ

)
cos θ

]
+ qT̃xxx sin2 θ

}
, (2)

where sin θ = sin θ0/nω, nω is the refractive index, and tp and
ts – the transmission coefficients for p and s components of
incident light polarization. The fit of the Eq. (2) to the exper-
imental data with an ordinate scaling parameter is shown in
Fig. 2. The doted, dashed and full lines in Fig. 2 represent the
term in square brackets (doted line) the last term on the right
hand side of the Eq. (2) (dashed curve) and the sum of both
terms (solid line), respectively. It is seen that phenomenologi-
cal equations describe well the experimental dependence. At a
variation of the angle of incidence θ0 the circular photon drag
effect shown by the dashed curve vanishes at normal incidence
and reaches its maximum at θ0 ≈ 50◦.

Microscopic analysis taking into account the transfer of the
linear and angular photon momentum to free carriers is carried
out. The microscopic analysis of the observed effect demon-
strates that the circular photon drag effect is a consequence
of the spin-orbit coupling, which lifts the spin-degeneracy of
charge carriers in k-space, together with spin dependent relax-
ation resulting in a spin dependent current.
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Abstract. We measured spin dephasing time of 2D-electrons in GaAs/(Al,Ga)As single quantum well using pump-probe
Kerr rotation technic. It was found that this time may exceed 20 ns in depending on electron density.

Introduction

Optical manipulation with electron spins in semiconductors
is now considered as a promising way for realizing quantum
computations, and for recording and storage of information.
To achieve a high efficiency of the information recording, the
material should exhibit a high optical susceptibility, while the
information storage requires a long-lived spin memory. Among
studied semiconductor structures the slowest relaxation is dis-
played by quantum dots where the electron spin relaxation time
may reach milliseconds [1, 2]. The main drawback of these
structures is related to a large inhomogeneous broadening of
the resonance transition, which significantly reduces the opti-
cal susceptibility. Much higher resonance susceptibility have
structures with quantum wells (QWs). The spin relaxation
times for electrons reported so far for GaAs/(Al,Ga)As and
CdTe/(Cd,Mg)Te QWs do not exceed 10 and 30 ns, respec-
tively [3, 4].

Hire we report on the the electron spin dynamics in high-
quality GaAs/(Al,Ga)As QWs with a two-dimensional electron
gas (2DEG) of low density. It was found that the electron spin
dephasing time T ∗2 can be as long as 20 ns.

1. Experimental technique

We studied GaAs/Al0.3Ga0.7As structures grown by MBE on
(100) GaAs substrates. Two structures were grown on the semi-
isolated GaAs substrate. The first one (p340) contains four
QWs (5.6, 9.3, 14 and 19 nm) separated by 50 nm barriers.
The second one (p396) contains three QWs (8.5, 14 and 20 nm)
and 40 nm barriers, and affords a better crystal quality. Another
sample (p343) (with 5.7, 9.3, 14.1 and 20 nm QWs and 40 nm
barriers) was grown on the n-doped substrate to allow the elec-
trical control of 2DEG density in the QWs. The top surface
of this structure was coated by semitransparent gold electrode.
By our estimate, applying the electric bias between the n-doped
substrate and the electrode, we could vary 2DEG density from
about 109 (Ubias < 0 V) up to 1010 cm−2 (Ubias = +1 V). The
samples were mounted in a liquid-helium cryostat with a split-
coil superconducting magnet, which allowed us to performe the
measurements in transverse magnetic field (Voigt geometry) up
to 7 T. We have used the pump-probe Kerr rotation technique
for the detection of the average electron spin dynamics [5]. The
the signal amplitude was measured as a function of a time delay
between the pump and probe pulses. Repetition rate of laser
pulses was 75.6 MHz and the pulse duration was 1.5 ps. Pump
and probe densities were 5 mW and 0.5 mW respectively and

laser was focused into 100 µm-diameter spot. So small pump
density should not cause additional mechanisms of the spin re-
laxation, like Dyakonov–Perel relaxation. All the experiments
were performed at a temperature T = 2 K.

2. Experimental results

All studied samples show a pronounced signal of Kerr rota-
tion in the region of the excitonic resonance of the QW. In the
transverse magnetic field, the signal has the form of periodic
oscillations, whose frequency corresponds to the electron spin
precession about the field direction. The decay time of the
oscillations, T2, determined by the electron spin dephasing is
found to exceed, by more than an order of magnitude, the ra-
diative decay time of the excitons in the QW (τr = 110 ps)
measured by means of streak-camera. These data indicate that
the signal is caused by the light-induced spin orientation of
resident electrons. The source of the resident electrons in the
samples p340 and p396 is, most likely, to be related to the
background doping. Electron density in this case is less than
109 cm−2. We found, that an additional illumination of our
samples in the range of the barrier layer absorption increases
this density several times.

The effect of the resident electron density on spin dynamics
was extensively studied for sample p343, where a gate volt-
age was used to tune the electron density. The results of the
measurements are shown in Fig. 1. The 2DEG density was
varied by an external electric bias. The gold electrode forms
the Schottky barrier on the top surface of the sample. As a
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Fig. 1. Time-resolved Kerr rotation signal for different bias for
14 nm GaAs/Al0.3Ga0.7As single QW (sample p343).
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Fig. 2. RSA signal for 19 nm QW (sample p340). Squares are the
experimental data, solid line is the fit using the model from Ref. [6]
with the spin dephasing time T ∗2 = 20 ns.

result, the energy structure of the conduction band is strongly
tilted. Due to this fact, in the absence of the external bias, the
bottom of the conduction band in the QW lies higher than the
Fermi level of the doped substrate, and electrons cannot pen-
etrate to the QW from the substrate. Indeed, the dynamics of
the Kerr signal for sample p343, under these conditions, is very
similar to that we observed for undoped samples in absence of
additional illumination. The decay time of the oscillations, in
this case, is 4.5 ns and does not change under applying the
small negative bias (Ubias > −1.5 V). Absence of the bias de-
pendence evidences in favor of the background doping as the
main source of the resident electrons. At high negative bias
(Ubias < −2.0 V), the decay time of the Kerr signal decreases,
(T ∗2 = 1.1 ns at Ubias = −2.5 V, see Fig. 1), which can be
explained by depletion of the QW due to the tunnelling of the
electrons into the substrate. As we found experimentally the
dephasing time does not shorten with increasing magnetic field
up to 4 T. This means that the spread of the electron g-factor is
very small (small fractions of percent) and does not affect the
decay time of the oscillations.

At positive bias exceeding +0.8 V, which compensates for
the Schottky barrier, the electron density in the QW starts to
increase due to the electron diffusion from the doped substrate.
As seen from Fig. 1, the increase in the concentration (Ubias =
+1.0 V) leads to a noticeably increase of the decay time of
the oscillations up to 8.0 ns. In this case, the oscillating signal
is observed even in the negative time delays, i.e., it does not
completely decay during the pulse repetition period (13.2 ns).

Similar effect of decay time dependence on the electron
density was observed for undoped samples. Namely, after ad-
ditional illumination with 532-nm light, the decay time be-
comes longer than the repetition period. To measure so long
decay time, we used the method of resonance spin amplifica-
tion (RSA) [6]. The idea of the method is in detection of the
Kerr rotation signal amplitude, measured at a constant time
delay, as a function of the magnetic field strength. At long
spin relaxation time, one detects the spin orientation created
not only by the last, but also by several preceding laser pulses.
In this case, the peaks of the signal are detected in the magnetic
fields in which the electron spin precession frequency is equal
or is an integer multiple of the laser pulse repetition frequency.
The longer the spin dephasing time, the larger number of pulses
contributes to the signal and the narrower peaks should be ob-
served in the RSA signal. Figure 2 shows the experimental

shape of the RSA signal of the sample p340 together with fit-
ting by an equation given in Ref. [6]. According to the results
of the fitting, the spin dephasing time T ∗2 = 20 ns.

3. Conclusion

The main result of the present work is an observation of the
long-lived spin coherence of 2DEG in GaAs/(Al,Ga)As QWs.
We have found that the spin dephasing time of the electron
ensemble grows with increasing electron density and is limited
by spin relaxation of individual electron spin even in strong
transverse magnetic field.
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3 Laboratoire de Nanophysique Magnétisme et Optoélectronique, INSA, 31077 Toulouse Cedex 4, France

Abstract. We report on electron spin physics in a single charge-tunable self-assembled InAs/GaAs quantum dot. The
hyperfine interaction between the optically oriented electron and nuclear spins leads to the polarization of the quantum dot
nuclei. The sign of the resulting Overhauser-shift depends on the trion state X+ or X−, and remarkably its amplitude does
not vanish in zero magnetic field. This explains the quenching of X+ spin relaxation under steady-state excitation
polarization.

Introduction

The spin degree of freedom of electrons confined in quantum
dot (QD) attracts a lot of attention because of its expected long
relaxation time. Indeed, once the electron is confined in a quan-
tum dot, its low temperature spin dynamics is almost no longer
subject to the random perturbations which lead to relaxation
and decoherence in bulk or quantum wells [1]. Yet, the quan-
tum confinement itself leads to new sources of relaxation. The
most important is likely the confinement-enhanced exchange
interaction between carriers which has been largely investi-
gated in the recent years [2–5]. Its anisotropic part produces the
well-known splitting of electron-hole pair states (named fur-
ther excitons and labeled X0) into linearly polarized states [6].
This effect which is quite dramatic for both spin orientation and
detection by optical methods, can yet be suppressed by charg-
ing the quantum dot with a single additional carrier, electron
or hole. The resulting singly-charged exciton (named further
trion and labeled X+ or X−) becomes thus a good spin probe
of the unpaired electron (in X+) or hole (in X−), which si-
multaneously opens the way towards optical pumping of the
resident carrier spin. However, a second spin dependent in-
teraction, which is also enhanced by the confinement perturbs
the trion spins: the hyperfine interaction of a conduction band
electron with the QD nuclei acts indeed as a random effective
field of about 30 mT. For example, it must determine the spin
dynamics of positive trions during their radiative lifetime pro-
ducing on average a partial spin relaxation [2, 3]. Here we
experimentally address this issue in a single self-assembled
charge-tunable InAs/GaAs QD. Our observations show that
the electron spin relaxation is indeed governed by the hyperfine
interaction, but gets intrinsically quenched due to the optical
pumping of nuclear spins under steady-state optical excitation.

1. Optical pumping of nuclear spins with trions

To study the influence of hyperfine interaction on spin dynam-
ics, optical orientation experiments have been first performed
in a small longitudinal magnetic field Bz ≈ 0.2 T provided by
a permanent magnet and parallel to the QD growth axis z. We
used a standard micro-photoluminescence (PL) setup based on
a ×50 microscope objective, a double spectrometer of 0.6 m-
focal length and a Nitrogen-cooled CCD array detector, pro-
viding a spectral resolution of 30 µeV and a precision on line

position of about 1 µeV after deconvolution by a Lorentzian
fit. The optical excitation and detection were both performed
along the z axis. Thus the degree of PL circular polarization
defined by ρc = (Iσ+ − Iσ−)/(Iσ+ + Iσ−), where Iσ+(−) de-
notes the PL intensity measured in σ+(−) polarization, traces
the average spin 〈Se

z 〉 = −ρc/2 of the electron participating in
the PL signal. This results from the usual assumption of pure
heavy-hole ground state with angular momentum projection
mz = ± 3

2 in InAs QDs leading to optically active electron-
hole pairs |±1〉 = |∓ 1

2 ,± 3
2 〉. As a result, the PL polarization

reads out the spin of the unpaired electron (hole) for X+ (X−)
which besides determines the hole (electron) spin left in the
QD after optical recombination.

The sample was grown by molecular beam epitaxy on a
[001]-oriented semi-insulating GaAs substrate. The InAs QDs
are grown in the Stranski–Krastanov mode 25 nm above a
200 nm-thick n+-GaAs layer and capped by an intrinsic
GaAs (25 nm)/Al0.3Ga0.7As (120 nm)/GaAs (5 nm) multilayer.
The QD charge is controlled by an electrical bias applied be-
tween a top Schottky contact and a back ohmic contact. We
used a metallic mask evaporated on the Schottky gate with
1 µm-diameter optical apertures to spatially select single QDs.

Figure 1(a) shows the single QD PL intensity plotted on a
gray-level scale against bias and detection energy. The identi-
fication of the different spectral lines and of the associated QD
charge relies on several features. Between 0V and∼ 0.15V the
neutral exciton X0 is identified by its fine structure [6], which
is besides mirrored by the biexciton appearing under stronger
excitation at lower energy (hardly perceptible in Fig. 1). Above
0.15 V the X− trion red-shifted by ∼ 6 meV shows up indi-
cating the charging of the QD with an electron [5, 7]. It first
competes with the neutral exciton line which finally disap-
pears above 0.35 V when the QD charges with 2 electrons. For
stronger electric field (negative bias) the neutral exciton line
disappears as a result of the electron tunnelling out of the QD.
It is replaced by a 3 meV blue-shifted line assigned to the X+
trion [8]. Although the applied bias only controls the conduc-
tion band chemical potential and thus cannot itself generates
the QD charging with holes, this effect is achieved under strong
intra-dot excitation. It directly creates a hole within the QD,
which does not escape as the electron thanks to its larger ef-
fective mass.
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Fig. 1. (a) Gray-scale plot of the PL intensity from a single InAs QD
versus detection energy and voltage under intra-dot excitation at
1.31 eV. (b) Zoom of polarization-resolved PL spectra (gray for σ−,
dark for σ+) in 0.2 T magnetic field for the fixed voltage marked
by arrows in (a) panel. Excitation polarization is indicated on the
left-hand side.

Figure 1(b) shows blowing up of PL spectra resolved in cir-
cular polarization for different charge states and different exci-
tation polarizations. Under linearly polarized excitation (lin.),
the Zeeman interaction simply separates the σ±-polarized
components of the trion lines by δZ = |gX|µBBext where gX is
the exciton g-factor andµB = 58µeV/T is the Bohr magneton.

It also increases the bright X0 splitting to
√
δ2

1 + δ2
Z. We find

for the three lines an average Zeeman splitting δZ ≈ 28 µeV in
agreement with an excitong-factor of≈ 3 [6]. Under circularly
polarized excitation a significant deviation from the sole Zee-
man interaction is now observed: the X+ splitting gets larger
in σ+ excitation by +10 µeV and smaller in σ− by -15 µeV.
This indicates the polarization of the QD nuclear spins due
to the hyperfine interaction with the optically oriented elec-
trons, which produces the so-called Overhauser shift (OHS)
denoted further δn. Remarkably a symmetrical but reversed
effect occurs for X− with a shift δn = +15 µeV in σ− and
δn = −25µeV in σ+, whereas the PL fromX− andX+ shows
the same helicity. This reversal demonstrates that in the case
of X− for which the total electron spin is zero, the mechanism
leading to nuclear polarization doesn’t operate during its life-
time but takes place after optical recombination through the
interaction with the spin polarized electron left in the QD. An
other remarkable feature is the OHS asymmetry observed when
changing the excitation from σ+ to σ−. This clearly appears
in Fig. 2 which reports the voltage dependence of circular po-
larization and trion spin splitting. This asymmetry reveals that
polarizing the nuclear spins in the direction which produces a
larger effective field for the electron is more difficult than in the
opposite direction. The total electron spin splitting represents
indeed an energy cost for every electron-nuclei flip-flop pro-
cess and plays thus a crucial role in the mechanism of nuclear
polarization as discussed below.
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Fig. 2. (a) Circular polarization and (b) spin splitting of X+ and X−

PL lines against applied bias at Bz = 0.2 T, under σ+ (gray) and
σ− (dark) polarized excitation at 1.31 eV. The gray-shaded area
represents the region of X0 stability and the solid lines are a guide
for the eye.

2. Model of nuclear polarization

The Hamiltonian of the hyperfine interaction of a single elec-
tron spin Ŝe = 1

2 σ̂
e with N nuclear spins is given by [9,10]:

Ĥhf = ν0

2

∑
j

Aj
∣∣ψ(rj )∣∣2

(
Î
j
z σ̂

e
z +

Î
j
+σ̂ e− + Î

j
−σ̂ e+

2

)
, (1)

where ν0 is the two-atom unit cell volume, rj is the position
of the nuclei j with spin Î j , Aj is the constant of hyperfine
interaction with the electron and ψ(r) is the electron envelope
function. The sum goes over the nuclei interacting significantly
with the electron (i.e. essentially in the effective QD volume
defined by V = (

∫ |ψ(r)|4 dr)−1 = ν0N/2). This interaction
acts as an effective magnetic field Bn ≈

∑
j A

j Ij /(NgeµB)

on the electron spin of g-factor ge. In absence of nuclear po-
larization, this random nuclear field averages to zero but shows
fluctuations∝ A/

√
N of the order of 30 mT [2, 3]. In a classical

description the electron spin precess around the total magnetic
field B = Bz + Bn. This precession actually corresponds to
a flip-flop mechanism which conserves the total spin (second
term of Eq. (1)) between the electron and nuclear spins. Since
it stops randomly within a correlation time τc (due to optical ex-
citation/recombination or QD charging), it leads to the transfer
of spin polarization towards the nuclei. The latter accumulates
then in the QD giving rise to the OHS through the first term of
Eq. (1). The equilibrium polarization reached by this process is
determined by the average electron spin as well as by possible
nuclear depolarization mechanisms. In principle, it requires at
least the quenching of the nuclear spin diffusion due to dipole-
dipole interaction by applying a small magnetic field above
1 mT. It is also crucial to note that the hyperfine interaction
couples non-degenerated states, since the total electron spin
splitting is much larger than the nuclear spin splitting. Along
these considerations, we find the following implicit equation
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Fig. 3. Overhauser shift versus circular polarization measured for
different excitation polarizations (from σ+ to σ−) (a) for X− and
X+, and (b) for the X− of an other QD under the resonant excitation
of a P-shell transition providing a better signal to noise ratio. Solid
lines are theoretical fits made with Eq. (2).

for the equilibrium nuclear polarization [11]:

δn =
−/∗〈Se

z 〉
1+ κ

[
(h̄/τc)2 + (

ge
gX
δZ + δn)2

] , (2)

where /∗ ≈ 1.3 meV in a realistic In(Ga)As QD, 〈Se
z 〉 = ∓ρc

for X± state and the coefficient κ ∝ τc/Td includes the depen-
dence on the depolarization time Td of the nuclei. Equation (2)
shows that the electron spin splitting (

ge
gX
δZ + δn) produces a

feedback on the equilibrium polarization δn with a “gain fac-
tor”κ . The correlation time τc of the hyperfine interaction plays
thus a crucial role. In QD, it can be reasonably ascribed to the
lifetime of the spin polarized electron. ForX+, it likely governs
the nuclear polarization change reported in Fig. 2(b): the elec-
tron spin polarization remains essentially constant around 70%
whereas the OHS increases with the electric field due to the re-
duction of trion lifetime activated by the field-induced electron
escape.

For X−, the nuclear polarization dynamics is driven by the
single electron left in the QD after optical recombination. If its
lifetime is too long, the electron spin coherently precess in the
nuclear field and no nuclear polarization occurs. This explains
why the latter builds up only above 0.35 V when this lifetime
gets strongly limited by the fast capture of a second electron
from the n-GaAs layer. Yet, to definitely check the validity of
this model it is more direct to vary at fixed bias the average
spin 〈Se

z 〉 by rotating the quarter-wave plate which defines the
excitation polarization. The measurements of ρc and δn are
reported in Fig. 3 together with a theoretical fit which gives
a fair agreement, in particular regarding the asymmetrical and
non-linear dependence.

3. Hyperfine interaction-induced spin relaxation

Figure 3(b) presents results from an other QD for two differ-
ent magnetic fields. Surprisingly in zero magnetic field there
is still a pronounced nuclear polarization induced by the po-
larized excitation. A similar effect has been recently reported
by C. W. Lai et al who interpret it as the screening of nu-
clear spin interactions by the electronic Knight field itself [12].
Within the framework of our model, it just reveals that the
zero magnetic field depolarization time is not much shorter
than at 0.2 T. This nuclear polarization which appears sponta-
neously under steady-state excitation likely explains the strong
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Fig. 4. (a) Polarization resolved spectra ofX+ for two different mag-
netic field and (b) circular polarization versus applied magnetic field,
under σ+/σ− 50 kHz-modulated excitation polarization. Dashed
line is a theoretical fit made with a model based on Ref. [3].

circular polarization (≈ 70%) of X+ that we still observe
in zero magnetic field. Indeed the nuclear field fluctuations
(≈ 2 µeV) get largely screened by the average nuclear field
itself (δn ≈ 10 µeV).

To check this assumption, we have measured the X+ circu-
lar polarization by using a gated single-channel detection syn-
chronized to the σ+/σ− 50kHz-alternated excitation polariza-
tion provided by a photo-elastic modulator. This prevents the
building up of any nuclear polarization since the electron spin
polarization averaged over the time required for such building
is basically zero. As shown in Fig. 4 the X+ circular polar-
ization is dramatically reduced to about 30%, which is not the
case for X− (not shown). An external magnetic field can now
screen the hyperfine-induced spin relaxation as illustrated in
Fig. 4(b). This effect was predicted by I. A. Merkulov et al for
an ensemble of spin polarized resident electrons [3]. We have
applied their model to the case of a positive trion by taking into
account its finite radiative lifetime of≈ 700 ps. With a typical
amplitude of nuclear field fluctuations /B = 33 mT we obtain
a very good agreement with the experimental results.
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Abstract. We report on electron spin physics in a single charge-tunable self-assembled InAs/GaAs quantum dot. The
hyperfine interaction between the optically oriented electron and nuclear spins leads to the polarization of the quantum dot
nuclei. The sign of the resulting Overhauser-shift depends on the trion state X+ or X−, and remarkably its amplitude does
not vanish in zero magnetic field. This explains the quenching of X+ spin relaxation under steady-state excitation
polarization.

Precise control of electronic spins in semiconductors should
lead to the development of novel electronic systems based on
the carriers’ spin degree of freedom. Magnetic semiconduc-
tor quantum dots (QDs), where carriers can strongly interact
with the magnetic atoms, hold particular promise as building
blocks for such spin-based systems. They have been proposed
as single-spin filter or single spin aligner in quantum infor-
mation processing devices. Developing such devices requires,
however, the ability to detect and manipulate individual spins.

QDs based on II–VI semiconductor compounds offer the
unique possibility of incorporating magnetic ions (Mn2+) iso-
electronically into the crystal matrix. This provides a way to
study the interaction between a controlled number of injected
carriers and the localized magnetic ions. We will show in this
presentation how we can optically probe the magnetic state of
a single Mn atom embedded in an individual QD and control
of the interaction between individual injected carriers and the
localized Mn atom.

Magneto-optics micro-spectroscopy is used to study the op-
tical properties of individual Mndoped QDs. The fine structure
of a confined exciton in the exchange field of a single Mn2+ ion
(S=5/2) is analyzed in detail [1]. The exciton-Mn exchange in-
teraction shifts the energy of the exciton depending on the Mn
spin component and six emission lines are observed at zero
magnetic field. It is then possible to probe the statistic spin
state of the Mn atom through the emission intensities of the
different discrete exciton levels.

The influence of the system geometry, namely the QD in-
plane asymmetry and the position of the Mn atom, will be
demonstrated [2]: the fine structure of the X-Mn system can be
explained by the interplay between the exciton-Mn exchange
interaction (depending on the Mn position) and the anisotropic
part of the electron-hole exchange interaction (related to the
QD asymmetry).

Bias controlled single carrier charging combined with photo-
depletion mechanism permits to inject excess carriers in the
dots. Investigating the biexciton, the exciton and the charged
excitons fine structure in the same Mn-doped QD we analyze
the influence of the number of confined carriers on the spin
splitting of the Mn atom. The injection of a second electron-
hole pair cancels the exchange interaction with the magnetic
atom and the Mn spin splitting is significantly reduced [3]. The
fine structure of charged excitons coupled with a single Mn
spin differs strongly from the exciton-Mn one [4]. This can be
attributed to the absence of electron-hole exchange interaction
in the case of charged excitons and to the influence of slight
valence band mixing [5].

For X+-Mn, the exchange interaction lift the spin degener-
acy of the hole-Mn ground state. An enhancement of the spins
relaxation times is then expected. It follows that a positively
charged quantum dot containing a single Mn atom could be
an efficient systems to control a localized spin on a long time
scale. More generally, this study shows that the spin state of a
single magnetic atom can be manipulate by the injection of a
discrete number of carriers in a single quantum dot.
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Abstract. Electron spin coherence has been generated optically in n-type modulation doped (In,Ga)As/GaAs quantum dots
(QDs) which contain on average a single electron per dot. The coherence arises from resonant excitation of the QDs by
circularly-polarized laser pulses, creating a coherent superposition of an electron and a trion state. Time dependent Faraday
rotation is used to probe the spin precession of the optically oriented electrons about a transverse magnetic field. Spin
coherence generation can be controlled by pulse intensity, being most efficient for (2n+ 1)π -pulses.

Introduction

An electron spin in a single QD represents a qubit candidate
that is very attractive for solid state quantum information pro-
cessing, as has been suggested by long electron spin coher-
ence times, T2, measured in bulk semiconductors [1]. These
long times are required for performing a sufficient number of
quantum manipulations during which coherence needs to be
retained. Recent QD studies have demonstrated long elec-
tron spin relaxation lifetimes, T1, in the millisecond-range at
cryogenic temperatures [2]. This has raised hopes that T2,
which may last as long as 2T1 [3], could be similarly long, with
encouraging indications to that effect found lately [4]. Gen-
eration of the electron spin coherence was recently reported
for charged GaAs/AlGaAs interface QDs [5]. However, only
rather low excitation powers were used in those experiments,
so that coherent control of electron spin polarization in form
of Rabi oscillations did not occur.

In this Report we demonstrate by pump-probe Faraday ro-
tation (FR) that electron spin coherence can be generated by
circularly polarized optical excitation of singly charged QDs.
Resonant excitation creates an intermediate superposition of a
singlet trion and an electron, which after trion radiative decay
is converted into a long lived electron spin coherence. The
coherence is controlled by the pump pulse area, ∝ ∫ E(t)dt ,
whereE(t) is the electric field amplitude. It reaches maximum
for (2n + 1)π -pulses [6], in good accord with our theoretical
model.

1. Results and discussion

The experiments were performed on (In,Ga)As/GaAs self-as-
sembled QDs. To obtain strong enough light-matter interac-
tion, the sample contained 20 layers of QDs separated by 60 nm
wide barriers. It was fabricated by molecular beam epitaxy on
a (001)-oriented GaAs substrate. The layer dot density is about
1010 cm−2. For an average occupation by a single electron per
dot, the structures were n-modulation doped 20 nm below each
layer with a Si-dopant density roughly equal to the dot density.
The sample was thermally annealed so that its emission occurs

FR
 a

m
pl

itu
de

 (
ar

b.
 u

ni
ts

)

Time (ps)
0 500 1000 1500 2000

(b)

T = 2 K

B = 0 T

7
6
5

4

3
2

1
0.5
0.25

0.4

0.2

0.0
0 2 4 6 8

B (T)

Ω
(T

H
z)

(c)
(a)

(d)

0 1 2 3 1.39 1.41
Magnetic field (T) Energy (eV)

QD emission
8

6

4

2

0

D
ep

ha
si

ng
 ti

m
e,

(n
s)

T
* 2

laser

PL
 in

te
ns

ity

Fig. 1. (a) Photoluminescence spectrum ofn-doped (In,Ga)As/GaAs
QDs compared to laser spectrum in FR studies. (b) FR traces of these
QDs vs delay between pump and probe at different B. Pump power
was∼ 10 mW. (c) Magnetic field dependence of electron precession
frequency. (d) Spin dephasing time T H

2 vs B (symbols). Line is a
1/B-fit to data.

around 1.396 eV, as seen from the luminescence spectrum in
Fig. 1(a). The full width at half maximum of the emission
line is 10 meV, demonstrating good ensemble homogeneity.
Further optical properties of these dots and undoped reference
sample can be found in Ref. [7].

The sample was immersed in liquid helium at temperature
T = 2 K. The magnetic field B ≤ 7 T was aligned perpen-
dicular to the structure growth direction z. In the FR pump-
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probe studies [1] a Ti-sapphire laser emitting pulses with a
duration of∼ 1 ps (full width at half maximum of∼ 2 meV) at
75.6 MHz repetition rate was used, hitting the sample along z.
The laser was tuned to the QD ground state transition energy
(see Fig. 1(a)). The circular polarization of the pump beam
was modulated at a frequency of 50 kHz. For detecting the
rotation angle of the linearly polarized probe pulses, a homo-
dyne technique based on phase-sensitive balanced detection
was used.

Figure 1(b) shows the FR signal of the QDs vs delay be-
tween pump and probe for different magnetic fields. Pro-
nounced electron spin quantum beats are observed with some
additional modulation at high B. With increasing delay time
the beats become damped. The oscillations at low B last much
longer (for example, about 4 ns at 0.5 T) than the radiative
trion lifetime of τr = 400 ps, as measured by time-resolved
photoluminescence and therefore are due to long-lived resid-
ual electrons. Two features are to be noted:

1) The oscillation frequency increases with magnetic field
as expected from the spin-splitting of electron states: h̄�e =
geµBB, where ge is the electron g-factor and µB is the Bohr
magneton. We have analyzed the FR dynamics in Fig. 1(b)
by an oscillatory function with exponentially damped ampli-
tude, ∝ exp

(−t/T H
2

)
cos (�et). The resulting B-field depen-

dence of the electron precession frequency is shown in Fig. 1(c).
From a B-linear fit we obtain | ge |= 0.57.

2) The spin beats become increasingly damped with in-
creasing magnetic field, corresponding to a reduction of the
ensemble spin dephasing time T H

2 , plotted in Fig. 1(d). The
damping of the spin precession arises from variations of the
electrong-factor within the QD ensemble, causing an enhanced
spread of �e with increasing B, whose impact on the dephas-
ing time can be described by

[
T H

2 (B)
]−1 = [

T H
2 (0)

]−1 +
/geµBB/

√
2h̄. The solid line in Fig. 1(d) shows a 1/B fit

to the experimental data for T H
2 , from which a g-factor varia-

tion of /ge = 0.005 can be extracted. From the data one can
also conclude that T H

2 (0) is longer than 6 ns. The zero-field
dephasing is mainly caused by electron spin precession about
the frozen magnetic field of the dot nuclei in a QD [8]. The
net orientation of nuclei varies from dot to dot, and it is these
variations that lead to ensemble spin dephasing.

Figure 2(a) shows FR signals at B = 1 T for different
pump powers. The corresponding FR amplitude is plotted in

Fig. 2(b) as function of the pulse area, which is defined as I =
2
∫

[dE(t)] dt/h̄ in dimensionless units, where d is the dipole
transition matrix element. For pulses of constant duration, but
varying power, as used here, the pulse area is proportional to the
square root of excitation power, and it is given in arbitrary units
in Fig. 2(b). The amplitude shows a non-monotonic behavior
with increasing pulse area. It rises first to reach a maximum,
then drops to about 60%. Thereafter it shows another strongly
damped oscillation. This behavior is very similar to the one
known from Rabi-oscillations of the Bloch vector for varying
excitation power [9]. The FR amplitude becomes maximum
when applying a π -pulse as pump, for which the z-component
of the Bloch vector is fully inverted. It becomes minimum for
a 2π -pulse, for which the Bloch vector is turned by 360 ◦, and
so on. These observations are important input for identifying
the origin of spin coherence.

Theoretical description of the process of electron spin co-
herence generation in singly charged QDs is based on the ap-
proach suggested in Ref. [10]. A short pulse of circularly po-
larized light is a remarkable tool for controlling coherently
an electron spin in a transverse magnetic field. It generates a
coherent superposition of electron and trion state and this co-
herent superposition is uniquely determined by the pulse area.

In conclusion, we have shown experimentally and theoret-
ically that pulses of circularly polarized light allow for a co-
herent phase control of an electron spin in a QD. The coherent
control results in FR amplitude oscillations with varying laser
pulse area.
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Abstract. Using techniques for scanning magneto-optical Kerr microscopy, we directly image the electrical injection and
accumulation of spin-polarized electrons in the GaAs channel of lateral ferromagnetic/semiconductor spin transport devices.
These lateral devices have epitaxial Fe source and drain Schottky tunnel-barrier contacts at either end of a lightly-doped
GaAs channel. The injection and transport of spins from the source is directly observed, and also a region of spin
accumulation is imaged near the ferromagnetic drain contact. Both injected and accumulated spins have the same
orientation (antiparallel to the Fe magnetization). By controlling the strain in the sample, we show that the accumulated spin
polarization is actually flowing away from the drain (against the net electron current), suggesting spin polarized reflection of
electrons from the drain contact. Further, the electrical conductance of the device can be modulated by controlling the spin
orientation of optically-injected electrons flowing through the drain.

Introduction

The ability to control and measure the spin of an electron in
semiconductors has recently been proposed as the operating
principle for a new generation of spin-electronic, or “spin-
tronic” devices [1]. By taking advantage of the electron’s
spin degree of freedom, today’s charged-based microelectron-
ics may realize significant improvements in operating speed
and power consumption. Many designs for functional spin-
tronic devices have been recently proposed; for example, the
“spin transistor” — a device whose ‘on’ and ‘off’ states de-
pend on whether the current-carrying electrons are polarized
spin-up or spin-down. Proposed schemes for spintronic de-
vices generally require three essential elements: (i) a mech-
anism for electrically injecting spin-polarized electrons into
semiconductors, (ii) a practical means for spin manipulation
and transport, and (iii) an electronic scheme for detecting the
resulting spin polarization.

Here we describe the direct observation of spin injection,
transport, accumulation, and detection in devices with metallic
ferromagnetic source and drain contacts at opposite ends of an-
GaAs channel. These results were recently reported in Ref. [2].
Each contact, which can be used as either an injector or detector,
is a Schottky tunnel barrier formed by an epitaxial iron (Fe)
film grown on a highly-doped n+-GaAs layer. Scanning Kerr
microscopy is used to image the spin transport in the channel
region.

1. Experimental

Figure 1(a) shows a photomicrograph of a typical device. These
Fe/GaAs devices are grown by molecular-beam epitaxy on
semi-insulating (100) GaAs. A 300 nm buffer layer of undoped
GaAs is first deposited, followed by 2 µm of lightly Si-doped

n-GaAs (n = 2×1016 cm−3, to give long spin lifetimes [3]).
The doping is then increased to n+ = 5×1018 cm−3 over the
next 15 nm, followed by a 15 nm n+ = 5×1018 cm−3 layer.
5 nm of Fe is then deposited at 273 K, followed by 2 nm of alu-
minum. The Fe contacts have a significant magneto-crystalline
anisotropy, with the easy axis along the [011] (or x̂) direction,
a typical coercivity of 150 G, and nearly perfect remanence.
The source and drain contacts are magnetized in the same di-
rection. Magnetic force microscopy of the contacts shows a
uniformly magnetized Fe film. The narrow depletion region
at the Fe/GaAs interface forms a triangular Schottky tunnel
barrier [4]. A 100×380 µm mesa is defined by wet-etching
through all of the epitaxial layers. An additional etch defines
the 40×100 µm Fe contacts, and we also remove the n+-GaAs
layer from the 100×300 µm channel between the contacts.
Gold vias to the Fe contacts are deposited on SiN isolation lay-
ers, and each contact can be used either as a spin injector or
detector.

We measure the ẑ-component of electron spin polarization
(Sz) of in the n-GaAs channel via the polar Kerr rotation an-
gle θK imparted on a linearly-polarized probe laser that is re-
flected from the surface at normal incidence. Positive θK indi-
cates positive Sz. The probe laser beam (50–100 µW), derived
from a cw Ti:Sapphire laser, is tuned just below the 1.515 eV
GaAs band edge and focused to a 4 µm spot. 2-D images
are obtained by scanning the probe laser in the x−y sample
plane. Lock-in detection of electrically injected and accumu-
lated spins is enabled by modulating the device bias from 0
to Vbias with a 3.1 kHz square wave. Helmholtz coils gener-
ate small in-plane magnetic fields (By). Nuclear spin effects
are not observed in these experiments. Background images,
measured in large By (> 60 G, where spins are completely
dephased), are subtracted from the raw image data, eliminat-
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ing any spurious birefringent or dichroic effects that are not
explicitly due to spin precession. The devices were mounted,
strain-free, on the 4 K vacuum cold finger of a small magneto-
optical cryostat. Uniform uniaxial stress along the [011] GaAs
crystal axis could be applied in situ using a cryogenic vise built
into the cold finger [5].

2. Data and discussion

Figure 1(b) shows 2-D images of the measured Kerr rotation
(electron spin polarization) in the GaAs channel adjacent to
the Fe source and drain contacts. Electrical injection (and
transport) of spins from the source contact (the left contact)
is clearly observed. A small in-plane field By is used to tip the
injected spins out-of-plane (from ±x̂ to ±ẑ) so that they can be
measured via the polar Kerr effect. We independently verify
that these injected spins have initial spin orientation S that is
antiparallel to M (per expectation — the majority electron spin
polarization in Fe is antiparallel to M).

The GaAs channel is 300 µm long, much longer than the
typical spatial decay length (50 µm) of the injected spin po-
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Fig. 1. (a) Photo of a lateral Fe/GaAs spin transport device. The
Fe/GaAs tunnel-barrier source and drain contacts are magnetized
along −x̂ as shown. The GaAs channel is 300µm long. (b) 2-D im-
ages of electron spin polarization (Kerr rotation angle θK ∝ Sz) near
the source and drain contacts. Vbias = +0.4 V. Efficient electrical
spin injection from the source (left) contact is clearly observed. The
spin polarized electrons that accumulate near the drain (right) contact
are actually flowing “upstream” (against the net electron current).
(c) Images taken with the electrical bias reversed (Vbias = −0.4 V).
Note the roles of the source and drain contacts are reversed. Images
adapted from Ref. [2].

larization. Therefore, the injected electrons lose their polar-
ization well before they reach the drain contact. Nonetheless,
Fig. 1(b) reveals an accumulation of electron spin polarization
in the channel within ∼ 10 µm of the drain contact (right con-
tact). The Kerr signal has the same sign, demonstrating that
the accumulated spin polarization near the drain is also ori-
ented antiparallel to M. When the electrical bias is reversed,
as shown in Figure 1(c), the roles of the source and drain are
also reversed. Fig. 1(c) now shows spin injection from the right
contact (now the source), and spin accumulation near the left
contact (now the drain). We also verify that the sign of the
Kerr signal switches when we switch the magnetization M of
the Fe contacts. The 2-D images are modeled very well by
numerically solving a set of coupled spin-drift-diffusion equa-
tions [5,6].

By applying a controlled uniaxial stress to the device sub-
strate, it is possible to determine in which direction the spin-
polarized electrons are moving. Stress along the [011] GaAs
axis results in off-diagonal elements of the strain tensor εαβ ,
which leads to effective magnetic fields felt by moving elec-
trons due to spin-orbit coupling [5, 7]. For electrons moving
laterally in the x−y sample plane, the spin-orbit Hamiltonian is
HS ∝ εαβ(σykx−σxky), which describes an effective magnetic
field Bε that is always in-plane and orthogonal to the electron
momentum k (note this has a similar form to the Rashba Hamil-
tonian for 2D electrons moving in an asymmetric potential [8]).
For electrons moving along ±x̂, as in our devices, Bε either
augments or opposes the applied field By , thereby shifting the
measured ‘Hanle curves’(θK(By)) to the right or left depending
on the spin flow direction. As detailed in Ref. [2], the Hanle
curves measured near the source and drain contacts shift in
opposite directions with increasing uniaxial strain, indicating

M
M

By

Electron flow direction

G

50 µm
drift

Fe
 d

ra
in

 c
on

ta
ct

(a) (b)
6

0

−6∆G
G/

(×
10

)
−6

−20 0 20
By (Gauss)

Fig. 2. Electrical spin detection: spin-polarized electrons are op-
tically injected and then transported through the Fe drain contact.
An in-plane magnetic field By forces these spins to precess paral-
lel or antiparallel to the drain magnetization M. a) A 2-D image of
optically injected electrons, spin polarized along ẑ, flowing to the
drain contact (Vbias = +0.36 V). Data adapted from Ref. [2]. b) The
device conductivity �G/G vs. By . G is larger (smaller) when the
electron current at the drain is spin-polarized parallel (antiparallel)
to the drain magnetization M.
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that the spin polarized electrons that accumulate near the drain
contact are flowing ‘upstream’, against the net electron current.
This is consistent with the accumulated spin polarization being
due to spin-sensitive reflection of electrons from the Fe/GaAs
Schottky tunnel barrier [9,10].

Finally, we demonstrate that the Fe/GaAs Schottky tunnel
barriers can also function as electrical spin detectors (in ad-
dition to their role as spin injectors). Here we measure the
conductivity G of the device while optically injecting spin po-
larized electrons, as shown schematically in Figure 2. These
optically injected electrons, spin polarized along±ẑ, are made
to flow through the drain contact by an electrical bias (see exper-
imental image of this spin flow in Figure 2a). A small in-plane
magnetic field ±By forces precession of these spins such that
they arrive at the drain contact with spin orientation parallel
or antiparallel to the drain magnetization M. We measure the
corresponding modulation of the device’s conductance /G.
Figure 2(b) shows that the device conductance is indeed mod-
ulated by the spin polarization of the electrons flowing through
the drain contact, such that the high conductance state occurs
when the electron spins are polarized parallel to M. In a sim-
ple picture of a semiconductor/ferromagnet tunnel barrier with
spin-sensitive transmission and reflection coefficients, this is
consistent with the previous observation (Fig. 1b) of accumu-
lated electrons that are spin polarized antiparallel to M. These
/G(By) curves invert when M is reversed, as expected. These
data provide conclusive evidence that the Fe/GaAs Schottky
tunnel barriers can function both as spin detectors and injec-
tors.

These studies provide a detailed picture of spin transport in
simple ferromagnet/semiconductor lateral structures. All as-
pects of a functional spin transport device — electrical spin
injection, spin transport and manipulation, and electrical spin
detection — can be separately investigated in a single device.
These magneto-optical studies provide insight into the signals
and backgrounds one can expect in purely electrical measure-
ments of similar devices [11].
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Abstract. We show that in gyrotropic semiconductor structures spin-dependent asymmetry of electron scattering induce a
pure spin current which, in contrast to the spin Hall effect, does not require an electric current to flow. The effect is observed
in GaAs/AlGaAs single heterojunction at free-carrier absorption of terahertz radiation in a wide range of temperatures 
from liquid helium temperature up to room temperature. The results agree with the phenomenological description based on
the symmetry. Experimental and theoretical analysis evidences unumbiguously that the observed photocurrents are
spin-dependent and related to the gyrotropy of the low-dimensional structures. Microscopic theory of this effect based on
asymmetry of photoexcitation and relaxation processes are developed being in a good agreement with experimental data.

   The spin-orbit coupling provides a versatile tool to generate and
to manipulate the spin degree of freedom in low-dimensional
semiconductor structures. The spin Hall effect, where an elec-
trical current drives a transverse spin current and causes a
nonequilibrium spin accumulation near the sample boundary,
the spin-galvanic effect, where a nonequilibrium spin polariza-
tion drives an electric current or the reverse process, in which
an electrical current generates a nonequilibrium spin polariza-
tion, are all consequences of spin-orbit coupling. In order to
observe a spin Hall effect a bias driven current is an essential
prerequisite. Then spin separation is caused via spin-orbit cou-
pling either by Mott scattering (extrinsic spin Hall effect) or by
spin splitting of the band structure (intrinsic spin Hall effect).

Here we provide evidence for an elementary effect causing
spin separation which is fundamentally different from that of
the spin Hall effect. In contrast to the spin Hall effect it does
not require an electric current to flow: it is spin separation
achieved by spin-dependent scattering of electrons in media
with suitable symmetry. We show that by free carrier (Drude)
absorption of terahertz radiation spin separation is achieved in
a wide range of temperatures from liquid helium temperature
up to room temperature. Moreover the experimental results
demonstrate that simple electron gas heating by any means is
already sufficient to yield spin separation due to spin-dependent
energy relaxation processes of nonequilibrium carriers.

In order to demonstrate the existence of the pure spin cur-
rent due to asymmetric scattering we converted the pure spin
current into an electric current. It is achieved by application
of a magnetic field which polarizes spins. This is analogues
to spin-dependent scattering in transport experiments: spin-
dependent scattering in an unpolarized electron gas causes the
extrinsic spin Hall effect, whereas in a spin polarized elec-
tron gas a charge current, the anomalous Hall effect, can be
observed.

The experiments are carried out on grown by MBE (001)-
oriented n-type GaAs/AlGaAs single heterojunctions. A mo-
lecular terahertz laser has been used as radiation source deliv-
ering 100 ns pulses with a radiation power up to 1 kW. Several
lines in the wavelength range between 77 and 496 µm have
been selected. The terahertz radiation causes indirect opti-
cal transitions within the lowest size-quantized subband. The
samples are irradiated under normal incidence along the growth

direction. The magnetic field with a maximum field strength
of 0.3 T is applied parallel to the heterostructure interface. In
experiments the angle α between the polarization vector of the
linearly polarized light and the magnetic field is varied. The
photocurrent  is measured both in the direction normal and
parallel to the magnetic field.

Irradiation of the samples at zero magnetic field does not
lead to any photocurrent. A current response was obtained only
when a magnetic field was applied. The current detected in two
directions, normal and parallel to the in-plane magnetic field,
increases linearly with magnetic field strength and changes sign
upon reversal of the magnetic field direction. The photocurrent
is measured as a function of magnetic field, temperature, mo-
bility, carrier concentration and polarization of radiation. The
polarization dependence of the current in the transverse geome-
try is described by cos 2α, while it follows a sin 2α dependence
for the longitudinal geometry. The observed polarization de-
pendences of the photocurrent correspond to that given by phe-
nomenological consideration. With increasing of the radiation
wavelength the current raises as a wavelength square.

Microscopic analysis taking into account the scattering
asymmetry induced contribution to the photocurrent is carried
out being in a good agreement with experiment. All central
experimental features of the terahertz photocurrent, namely
magnetic field, temperature, mobility, and concentration de-
pendences provide evidence that the observed photocurrent is
solely determined by the spin degree of freedom. It can only
be understood if the photocurrent is proportional to the equi-
librium spin polarization. The results of this work demonstrate
that spin-dependent scattering provides a new tool for spin ma-
nipulation.
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Interplay of Rashba and Dresselhaus spin splittings
in 2D weak localization
M. M. Glazov and L. E. Golub
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Abstract. The effects of structural (Rashba) and bulk (Dresselhaus) spin-orbit interaction terms on the low-field
magnetoresistance are investigated in high-quality two dimensional systems. The weak localization theory accounting for
both of these terms valid in the whole range of magnetic fields is proposed. The suppresion of antilocalization correction as
Rashba and Dresselhaus terms strengths approach each other is demonstrated. The effect of cubic in the wavevector
spin-splitting term is analyzed.

Introduction

Spin properties of carriers in semiconductor heterostructures
attract now great attention due to spintronics proposals. From
the point of view of fundamental physics as well as of possible
applications the control of spin-orbit splitting of electronic en-
ergy spectrum in two-dimensional systems is one of the most
important aspects. There are two contributions to the spin-
orbit splitting in two-dimensional semiconductor structures:
the Rashba and the Dresselhaus terms caused by structure and
bulk inversion asymmetry respectively. Their magnitudes can
be measured in various optical and transport experiments. In
this work we investigate the effect of these spin splittings on
low-field magnetoresistance caused by weak localization.

As the nature of Dresselhaus and Rashba terms is different
they possess different symmetry and they are not additive in
various kinetic phenomena. The weak antilocalization theory
developed in Ref. [1] was limited to extremely weak magnetic
fields where the electron motion can be considered as diffu-
sive and to small values of spin-splittings. The theory valid in
the whole range of the magnetic fields was developed in the
Ref. [2] for the case of only one term being relevant. How-
ever, the experiment evidences the comparable magnitudes of
both contributions, see e.g. Ref. [3]. An attempt to account si-
multaneously both Dresselhaus and Rashba terms was carried
out in [3] but their theory was limited by rather high magnetic
fields.

Here we present a general theory which allows to compute
quantum conductivity corrections in the whole range of classi-
cally weak magnetic fields and for arbitrary values of Dressel-
haus and Rashba spin-orbit splittings. We demonstrate that, for
equal magnitudes of these contributions, the weak-localization
conductivity correction exactly equals to that in the absence
of spin-orbit interaction. In such a case even small cubic in
wavevector spin-splitting modifies strongly of magnetoresis-
tance leading to antilocalization minimum.

1. Theory

In what follows we concentrate on zince-blende lattice-based
quantum wells grown along [001] direction. The spin-orbit
interaction is described by the following Hamiltonian

HSO(k) = h̄σ · [ΩR(k)+ΩD(k)] , (1)

where k is the electron wave vector, σ is the vector of Pauli ma-
trices. ΩR(D) characterizes the spin precession frequency due
to Rashba (Dresselhaus) term which explicitly read: ΩD(k) =

�D(cosχ,− sin χ) and ΩR(k) = �R(sin χ,− cosχ). Here
χ is the angle between k and [100] axis and �D, �R are the
coupling strengths.

In accordance with Eq. (1) the electron motion is accompa-
nied with spin rotation yielding the appearance of spin-depen-
dent phase in the Green’s function [2]

GR,A(r, r′) = G
R,A
0 (R) exp

[
iϕ(r, r′)− iσ · ω(R)

]
, (2)

where R = r − r′, GR,A
0 are retarded (R) and advanced (A)

Green’s function for electron’s propagation in the short-range
random potential without magnetic field B = 0 and spin split-
ting Ω = 0, ϕ(r, r′) = (x+x′)(y′−y)/2l2B with lB =

√
h̄/eB

being the magnetic length and vector ω(R) = ΩR(kFl
−1R)+

ΩD(kFl
−1R), kF is the Fermi wavevector, l is the mean free

path.
Following the general theory of quantum-conductivity cor-

rections [4] we solve the equation for the interference magni-
tude Cooperon C(r, r′)

C(r, r′) = h̄3

mτ
P(r, r′)+

∫
dr1P(r, r1)C(r1, r

′) , (3)

where m is electron effective mass, τ is the scattering time,
Pαγ,βδ(r, r

′) = h̄3/mτGR
αβ(r, r

′)GA
γ δ(r, r

′), expanding the
quantities entering Eq. (3) in the series over the wavefunctions
of spinless particle with charge 2e. In the general case where
both Rashba and Dresselhaus terms are present in the spin-orbit
Hamiltonian, the isotropy of the energy spectum in the system
is removed and all the ‘Landau levels’ of 2e particle become
intermixed as opposed to the case of one term being relevant.
In the latter situation the total angular momentum is conserved
allowing to separate full Cooperon matrix into finite blocks [2].
Finally, as Cooperon is known the computation of conductivity
reduces to the simple linear-algebra problem [5].

2. Results and Discussion

Figure 1 presents the quantum conductivity correction plotted
vs. B/Btr (Btr = h̄/2el2) for different relation of Rashba and
Dresselhaus constants. The value of Dresselhaus term is fixed
to be �Dτ = 1 for all curves in the figure while Rashba term
took different values �Rτ .

The curve corresponding to �R = �D exactly coincides
with the result for spinless particles [4]. The magnitude of the
quantum correction decreases with the magnetic field as long
trajectories (longer than lB ) are suppressed in the magnetic
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Fig. 1. Magnetoconductivity computed for the constant Dresselhaus
term�Dτ = 1 and different values of Rashba term�Rτ . The phase-
breaking time τφ equals to τφ = 100τ . The inset shows the minimum
position vs. �R/�D.

field. In this case the spin precession axis is directed along
either [11̄0] or [110] for any wavevector k and the spin rotation
angle for closed trajectories is zero.

With the decrease of the Rashba term, the spin rotation
angle for closed loops is no longer equals to zero and the mag-
netoconductivity becomes non-monotonous. As for the given
trajectory the spin rotation angle will be the greater the greater
|�2

R −�2
D|τ 2, the decrease of the Rashba term (at fixed Dres-

selhaus one) will manifest itself as an increase of spin-orbit in-
teraction [1]. The minimum of the magnetoconductivity shifts
to the smaller fields (see inset to Fig. 1) and its depth decreases.

3. Effect of k-cubic term

Besides the linear-k terms studied above the spin-orbit interac-
tion Eq. (1) contains also cubic in the wavevector contribution
originated from the bulk Dresselhaus term

�D
3 (k) = �D3(cos 3χ, sin 3χ) . (4)

The constant �D3 can be of the same order of magnitude as
�D and �R [1,3] thus its effect on quantum conductivity cor-
rections may be important. Also, the calculation of the zero-
field correction shows that for �R/�D = 1 where linear in
k terms compensate each other the conductivity correction is
determined to within the 10% by cubic contribution Eq. (4).
Thus, we focus on the case where only k-cubic term is present
in the effective Hamiltonian and compute magnetoconductiv-
ity for the different values of the �D3τ and �D = �R = 0, see
Figure 2.

Qualitatively the behavior of the curves in Figure 2 con-
cides with that found for case of linear in the wavevector spin
splitting [2]. In the high field case B � max

[
(�D3τ)

2, 1
]
Btr

all curves have the same asymptotics. As it can be seen from
the figure inset the magnetoconductivity minimum shifts to
the higher field range with an increase of�D3τ . The minimum
depth is a non-monotonous function of the spin splitting: for
the small spin splitting values the increase of the splitting leads
to an increase of mininum depth while for higher splittings the
behavior is opposite.
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Fig. 2. Conductivity correction computed for case of zero linear-k
contribution �R = �D = 0 and different values of k-cubic term
�D3τ and �D = �R = 0. The inset demonstrates the antilocaliza-
tion minimum position vs. �D3τ .

Conclusion

We put forward a general theory of quantum conductivity cor-
rections valid in the whole range of classically weak mag-
netic fields and taking into account the conduction band spin-
splitting. Both Rashba and Dresselhaus terms were considered.
We have shown that if Rashba and Dresselhaus terms are ex-
actly equal the weak-localization correction is the same as in
the spin-less case. The crossover between weak localization
and weak antilocalization is demonstrated as Rashba term value
approaches to that of Dresselhaus term. The effect of cubic in
the wavevector part of Dresselhaus term is comprehensively
studied. The proposed theory can be used in the analysis of
the low-field magnetoresistance to precisely extract the spin-
splitting magnitudes from the transport measurements.
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Evanescent states in cubic semiconductors
with inversion asymmetry and spin-orbit interaction
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Abstract. We examine the complex band structure in zinc-blende semiconductors with inversion asymmetry and spin-orbit
interaction. Due to odd powers of k in the spin-split dispersion relation, purely imaginary wavevectors are no longer
eigenvectors for the evanescent states. Solving the complex band structure requires a non-trivial exploration of the complex
plane. This issue is addressed using a 14× 14 k · p Hamiltonian and a 40-band tight-binding model. We find that evanescent
states exist for any direction in the Brillouin zone. The relevance of the present results to the spin dependent tunneling
probabilities is discussed.

There is presently a strong revival of the interest in spin ef-
fects in semiconductors, stimulated by the goal of developing
a new generation of electronic devices based on the control of
the carrier spin besides of their electric charge [1,2]. Among
the possible devices, spin-dependent tunnel diodes have shown
some promises [3]. However, to the best of our knowledge,
spin-related phenomena in the complex band structure have
not yet been thoroughly considered from a theoretical point of
view. Bulk inversion asymmetry (BIA) in III–V semiconduc-
tors results in a lifting of spin degeneracy in the conduction
band, proportionnal to the third power of the real wave-vector
near the center of the Brillouin zone [5]. This rises an in-
teresting problem relative to evanescent states for an electron
impinging on a potential barrier: clearly, considering an imag-
inary wave-vector together with a k3 term in the dispersion re-
lation introduces a non-physical imaginary component of the
eigenenergy.

In a recent paper, Rougemaille et al [4] have examined this
problem in the framework of the 14-bands k · p theory. Very
stimulating and drastic conclusions are reached in [4] concern-
ing the spin properties of evanescent states. A most salient
prediction is the strict disappearance of evanescent states for
an electron impinging on a potential barrier in the [110] di-
rection. These conclusions are reached from solutions (or
lack of solutions) of the 14-bands k · p Hamiltonian for an
imaginary value of the wave vector. Many paradoxical conclu-
sions can be extrapolated from the results of [4]. For instance,
a GaAs/AlGaAs superlattice grown along the [110] direction
should be dispersion-less whatever the superlattice period is.
Furthermore, when turning on the inversion asymmetry param-
eters, the evanescent states in this direction would disappear
abruptly for an infinitesimal asymmetry. It is clear that such
conclusions are unlikely and question the validity of the cor-
responding calculation. Here, we re-examine the spin-orbit
coupling effect on the complex band structure of zinc-blende
semiconductors.

During the tunneling process through a potential barrier,
the momentum of an incoming electron can be split into an
in-plane component k‖ parallel to the interface which is purely
real, and a complex component kz, leading an electron state
decaying exponentially into the barrier. We insist that in gen-
eral, the complex number kz may have a real part. In the case
of semiconductor superlattices, the exponential tail of a wave-
function gives rise to tunnel coupling of adjacent wells and fi-
nite dispersion of the superlattice states. In Fig. 1 we illustrate
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Fig. 1. Miniband dispersion of the two spin states in (klm)-oriented
(GaAs)N–(Al0.3Ga0.7As)N superlattices, with a layer thickness of
30Å both for the well and the barrier, calculated with a nearest-
neighbor sp3d5s∗ tight-binding model. The Z point represents the
boundary of the superlattice Brillouin zone. Energy is referred to
the valence-band maximum of GaAs. The spin degeneracy is broken
for the [110] and [113] directions except at 0 and Z.

this and show that the conduction bandwidth of (klm)-oriented
(GaAs)N/(AlGaAs)N superlattices is nearly insensitive to the
growth direction, which is in sharp contrast with a predic-
tion straightforwardly extrapolated from Ref. [4]. Electronic
band structure calculations of Fig. 1 were performed within the
tight-binding approximation using an sp3d5s∗ nearest neigh-
bor model [6] that ncludes spin-orbit coupling and inversion
asymmetry in a similar way of the 14-bands k · p model. This
model actually provides a perfect fit of both the k · p theory
and known experimental data, albeit with revised parameters
differing significantly from those used in Ref. [4]. In a recent
paper, Jancu et al [7] have indeed reexamined the parameteri-
zation issue and shown that the off-diagonal spin-orbit interac-
tion /̄ coupling the valence and conduction p-states governs
the BIA spin splitting in the conduction band, while the in-
version asymmetry-induced parameter P ′ (momentum matrix
element between s and p conduction states) was overestimated
in previous works.

To check the role of k·p parameters, we first reproduced the
calculations of Ref. [4] using the parameterization of Ref. [7],
and found only minor quantitative differences. In particular
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conduction-band state.

the disappearance of any solution for a purely imaginary wave
vector in the [110] direction is a robust conclusion, whatever
finite inversion asymmetry parameters are used: the mistake
does not lie in the parameterization issue, but in a more subtle
difficulty. Again, an evanescent state is not necessarily char-
acterized by a purely imaginary wave vector and looking for
evanescent waves at some energy within the band gap requires
a non-trivial exploration of the complex plane [8].

What happens in [4] is that the authors have numerically
missed the solutions corresponding to the complex bands. They
are easily restored using the following trick: setting k = |k|eiϕ ,
one gets a non-hermitian k · p Hamiltonian that admits, in
general, complex eigenvalues Re[E] + i∗Im[E]. For a given
eigenenergy, the wavevector solutions are fourfold degenerate:
k, k∗,−k, and−k∗, owing to the reflection symmetry along the
crystal axis. By rotating the wave vector phase ϕ, one changes
both the real and imaginary parts of an eigensolution E, as
shown in Fig. 2. At ϕ = 0 and ϕ = π , corresponding to the
real wave vectors, one finds the usual real bands propagating
along the positive and negative axis respectively. Similarly
for k purely imaginary, i.e. evanescent states, there are also
only 2 distinct solutions that can also be classified into for-
ward ϕ = π/2 and backward ϕ = 3π/2, decaying along the
positive and negative axis respectively. However, the corre-
sponding eigenergies have a complex component and do not
correspond to physical solutions. For k complex, which also
corresponds to an evanescent wave, the quartet of possible so-
lutions are all distinct but the non-physical imaginary part of
the eigenenergy can vanish for some values of ϕ, differing in
general from π/2 or 3π/2. These non-trivial values of ϕ cor-
respond to the evanescent states. Note that for small k, an
analytical solution is easily found.

The dispersion of evanescent states in the [110] direction,
using the k ·p parameters of [7], is illustrated in Fig. 3. As seen
in Fig. 3, the complex bands emerge from the extrema of the
band structure in real k space and form complete loops connect-
ing the conduction and valence bands, just as in the classical
case of the quasi-Ge hamiltonian. The main difference is the fi-
nite real component of the mostly imaginary wavevectors. Due
to bulk inversion asymmetry, the evanescent states are spin-
split, and their spin splitting can become large in the midgap
region where the looped dispersion is nearly vertical. Note
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Fig. 3. Complex band structure of GaAs along the [110] direction
calculated using the 14× 14 k · p model.

that the real parts of the two spin-split eigenvectors at a given
energy within the gap have opposite signs. This spin splitting
suggests that with appropriate band structure engineering, one
could design spin-dependent tunnel diodes acting as spin filters.
However, to address this issue, k · p calculations have to face
another difficulty arising from interface symmetry reduction
toC2v and related complication of boundary conditions [9,10].
In the tight-binding calculation, that is free from this difficulty,
spin dependent tunneling manifests itself as a spin-splitting of
the superlattice dispersion away from mini-band extrema. For
the example shown in Fig. 1, at the mid-band energy, we ob-
tain a spin-splitting of 0.05 meV only. We finally note that such
spin splitting does not break Kramers degeneracy: the design
of an effective spin filter has to involve a more subtle process
(decoherence) breaking the emittor/collector symmetry.
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Theory of spin detector and injector based on spin-dependent
resonant tunneling
P. S. Alekseev, V. M. Chistyakov and I. N.Yassievich
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Abstract. A theory of resonant spin-dependent tunneling controlled by applying external electric field has been developed.
The spin-orbit interaction is taken into account by means of the Dresselhaus term in the effective Hamiltonian. It has been
shown that the GaAlSb double-barrier structure can be used as detector and injector of spin-polarized electrons.

Investigations of spin-polarized electrons in nonmagnetic se-
miconductor materials in aims of creating spin filters and de-
tectors have attracted a great deal of attention recently. It has
been pointed out on the possibility of creating spin filter using
spin-dependent tunneling via an asymmetrical non-magnetic
semiconductor barrier [1], where spin dependance is originated
by the so-called Rashba phenomenological term in the effective
Hamiltonian. Their method includes spin-dependent boundary
conditions and a non-parabolic dispersion of the effective mass.
A theoretical model of the spin injector based on a symmetrical
semiconductor barrier has been built [2], where the spin-orbit
interaction has been taken into account by means of the ef-
fective Dresselhaus Hamiltonian [3]. It has been shown that
the resonant spin-dependent tunneling through a double barrier
structure is a far more effective method to get spin-polarized
electrons [4].

In this paper we consider the spin-dependent resonant tun-
neling through double-barrier structure in the presence of exter-
nal electric field applied normally to interface and demonstrate
the possibility to create spin detector on the basis of GaAlSb
heterostructure (see Fig. 1). The electric field provides a way
to control spin-dependent resonant tunneling effectively.

bb

r t
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E0EF

U0

Ec

z

j||,x

U0 Al Ga Sb0.3 0.7

Al Ga Sb0.15 0.85

Al Ga Sb0.15 0.85

Al Ga Sb0.3 0.7

GaSb

Fig. 1. The the scheme of the heterostucture: the composition of bar-
rier layers and the well are Al0.3Ga0.7Sb and GaSb and their widths
are b = 6.0 nm and a = 2.6 nm, respectively; the composition of
substrate and cap layers is Al0.15Ga0.85Sb; U0 is the voltage applied.

Calculations have been produced for GaAlSb symmetrical
double-barrier heterostructure grown along z ‖ [001] direction
(see Fig. 1). The parameters, shown in Fig. 1 are chosen to put
the resonant level in the well close to the conduction band edge
in cap and substrate layers. As shown in [3], Dresselhaus term,
which is a dominating term in spin-orbit interaction here, can
be presented in a form:

HD = γ
(
σ̂xkx − σ̂yky

) ∂2

∂z2 , (1)

whereγ is the Dresselhaus constant, σ̂x,y are the Pauli matrices,
the coordinate axes x, y, and z are assumed to be parallel to
the crystallographic axes [100], [010], and [001], respectively.

This Hamiltonian is diagonalized by spinors:

χ± = 1√
2

(
1

∓e−iϕ
)
, (2)

which describe the electron states “+” and “−” of opposite
spin direction. Here ϕ is an polar angle of k‖ in the plane xy.

The heterostructure becomes asymmetrical when an exter-
nal electric field E is applied along z-axis: U0 = eE(2b + a)

(see Fig. 1). As shown in [4], spin-orbit interaction (1) leads
to the change of the electron effective mass. The effective
Hamiltonian of motion along z-direction takes a simple form:

H± = − h̄2

2m±
∂2

∂z2 +
h̄2k2

‖
2m∗

+ V (z)+ eEz , (3)

m± = m∗
(

1± 2γ k‖
h̄2

)−1

, (4)

whereV (z) is a heterostructure potential andm∗ is the effective
mass of electron.

Following to [4], we have found transparency of the struc-
ture under investigation (see Fig. 1) by using the exact so-
lution of the Schrodinger equation with the Hamiltonian (3)
using the continuity of wave functions and electron fluxes at
the interfaces as boundary conditions. The wave functions are
expressed by the Airy functions with the frequency growing
proportionally to 1/E . It has been proved that the transparency
coefficient for the spin states “+” and “−” can be calculated
approximating real potential profile with step functions. The
numerical calculations have proven that the step-like profile
gives virtually the same values for transparency coefficient as
calculations with Airy functions. This step approximation al-
lows to get the analytical formulae for the transparency coef-
ficients. In Fig. 2, the obtained transmission coefficients of
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Fig. 2. The transparency coefficient of electrons in “+” and “−”
states as a function of their kinetic energy εz along z-axis. The
electric field E = 16 kV/cm in the structure corresponds to applied
voltage U0 = 24 mV.
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Fig. 3. Splitting of the resonant level in the well in depends on the
of voltage, applied to heterostructure, and the wave vector of motion
electron in the interfaces.

“+” and “−” states for U0 = 24 mV are presented. They
have a resonant character, which can be characterized by the
resonant levels E±0 (k‖, E) and their widths. In Fig. 3 we show
the splitting of the resonant levels for “+” and “−” states as
a function of potential applied to the structure and the wave
vector of electron in the cap layer.

The density of current jz as well as interfaced current j‖
of spin-polarized electron transmitted through tunneling struc-
ture have been calculated by using the spin-density matrix
technique [4]. The results of calculations for electrons with
concentration n = 1.3×1018 cm−3 and degree of polarization
ps = 0.1 in the plane xy at the temperature 7 K are displayed
in Fig. 4. The resonant tunneling current jz (see Fig. 4a) does
not depend on polarization of carriers in linear regime. The
interface current j‖ changes the direction according to the po-
larization direction. For its x-projection, which is measured at
the device (see Fig. 1), one has j‖,x = −j‖ cos(α), where α is
the angle between the spin orientation of electrons and x-axis,
and j|| is presented in Fig. 4b as function of the voltage applied.

The peculiarities of the interface current j‖,x field depen-
dence (see Fig. 4) correspond to the change of resonant level
energy for the given spin state.

It has been shown that applying voltage along interface
in substrate layer caused the polarization of electron in cap
layer for opposite direction of tunneling. The calculation of
the polarization degree as function of applied electric field has
been produced. This effect may be employed for spin injection.
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Fig. 4. The calculated current along the normal to (a) and in the
plane of (b) interfaces as a function of the voltage between con-
tacts are presented. The temperature is 9 K, the electron density
is 1.3×1018 cm−3 (Fermi energy equals to 10 meV), the degree of
polarization is assumed to be ps = 0.1.

In conclusion, we have demonstrated the possibility to use
the double barrier GaAlSb structure as detector and injector of
spin-polarized electrons. The calculated parameters of opti-
mized structure have been presented.
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Energy bands and spin polarization in 2DEG with spin-orbit coupling
subject to periodic potential
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Abstract. The Bloch spinors, energy spectrum and spin polarization in energy bands are studied for the 2D electron gas with
Rashba spin-orbit (SO) interaction subject to 1D periodic electrostatic potential. The anticrossing of energy dispersion
curves due to the interplay between the SO and periodic terms is found, and the new topological properties of spin
polarization are studied. New transport effects in periodic structures with SO interaction are discussed.

Introduction

In the past years, an increasing attention has been drawn to
the spin related phenomena in semiconductor structures. This
research area has developed in the new branch of condensed
matter physics and spin electronics. The problem of spin-
dependent quantum states and transport phenomena in these
systems are currently attracting a lot of interest also due to
their potential for future electronic device applications.

In two-dimensional semiconductor heterostructures the spin-
orbit interaction is usually dominated by the Rashba coup-
ling [1] stemming from the structure inversion asymmetry of
confining potential. The strength of other terms, such as Dres-
selhaus term, can be investigated, for example, by optical meth-
ods [2].

The low-dimensional semiconductor structures with SO in-
teraction were studied experimentally and theoretically in nu-
merous papers [3]. As it was demonstrated by the experiments,
in the SO structures interesting effects may be observed, such
as the spin Hall effect [4] and the spin-galvanic effect [5]. The
1D periodic systems with SO coupling have also been stud-
ied [6].

In the present paper we study quantum states and the elec-
tron spin distribution in a system combining the spin-splitting
phenomena caused by the SO interaction and the external gate-
controlled periodic electric potential. We thus want to inves-
tigate the spin orientation and spin polarization that can be
achieved in currently manufactured gated semiconductor struc-
tures with lateral superlattice. For example, the 1D superlattice
can be fabricated by the metal gate evaporation with typical
period of 50–200 nm. We use the value of lateral period in
the x-direction to be a = 60 nm which gives us the energy
scale π2h̄2/2ma2 of the order of 2 meV for the effective mass
m = 0.067m0 in GaAs. Such energy scale means that the vaw-
evector is measured in units of π/a, leading to typical energies
of 2D electron gas to be of the order of 10 meV. The values
of Rashba coupling constant for the most important semicon-
ductors is in the range of 1−5 · 10−11 eVm. We use the values
α = 5 · 10−11 eVm in our calculations which gives the typi-
cal shift of the energy dispersion curves kSO to be of the order
of π/a. So, in the structures studied in the paper the electron
kinetic energy π2h̄2k2/2m will be comparable to the Rashba
energyαk which will help to distinguish the effects of SO inter-
action and periodic potential. It should be mentioned also that
the energy scale of 10 meV means that the effects discussed
in the paper can be clearly observed experimentally at helium
temperatures.

1. Quantum states

The Hamiltonian of our problem is the sum of the Rashba
Hamiltonian Ĥ0 with the strength α,

Ĥ0 = p̂2

2m
+ α(σ̂xp̂y − σ̂y p̂x), (1)

and the one-dimensional periodic potential V (x) of a 1D su-
perlattice with the period a. We choose the simplest form of
the periodic potential

V (x) = V0 cos
2πx

a
. (2)

We construct the wavefunction as a superposition of two-com-
ponent spinors which are the eigenstates of the Rashba Hamil-
tonian (1). In the presence of the periodic potential the wave-
vectors of the basis states are shifted by the reciprocal lattice
vector b of the supelattice:

kn = k + nb =
(
kx + 2π

a
n, ky

)
, (3)

n = 0,±1,±2, . . .. The eigenstate thus has the form

ψsk =
∑
λn

asλn(k)
eiknr
√

2

(
1

λeiθn

)
, λ = ±1 (4)

where k is the quasimomentum in the 1D Brillouin zone and
s is the band number, and θn = arg[ky − iknx]. After sub-
stituting the wavefunction (4) into the Schrödinger equation
the coefficients aλn are determined by the standard eigenvalue
problem∑

λ′n′

[(
ER
λ′n′ − E

)
δλnλ′n′ + Vλnλ′n′

]
asλ′n′ = 0, (5)

where ER
λn is the energy of a free Rashba quantum state ER

λ =
h̄2k2/2m + λαk taken at the point in k-space defined by (3),
i.e. ER

λn = ERD
λ (kx + 2πn/a). The matrix elements in the

system (5) have the form:

Vλnλ′n′ = V0Ann′(1+ λλ′ei(θn−θn′ )),
Ann′ = 1

2δn,n′±1, n = n′ ± 1.
(6)

In Fig. 1a we give an example of energy spectrum E(kx) at
fixed ky = 0. In accordance with the Kramers theorem the
symmetry Es↑(k) = Es↓(−k) takes place, and we thus show
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Fig. 1. Energy spectrum atα = 5·10−11 eVm,V0 = 1.7 meV shown
(a) as a function of kx at ky = 0 and (b) as a function of ky at kx = 0.
In the latter case the anticrossing takes place at the point A.

the spectrum only at positive kx and ky . One can see that the
spin degeneracy at ky = 0 is not lifted at the center and at the
borders of the BZ kx = ±π/a. The nature of this effect is due
to the specific kx and ky dependence of matrix elements (6).
The elements V λ=λ′

nn±1 which are responsible for the degeneracy
lifting at kx = ±π/a and ky = 0 vanish at ky = 0. The other

set of elements V λ=−λ′
nn±1 is non-zero at ky = 0, and it opens the

gaps inside the BZ. The ky-dependence of the energy bands
at kx = 0 is shown in Fig. 1b. The degeneracy at ky = 0
is lifted at finite ky by mutual influence of linear ky terms
in (1) and by the matrix elements (6). At certain conditions the
anticrossing of the dispersion curves from different bands [3]
may take place. An example of the anticrossing effect can be
see in Fig. 1b near the point A. Below we shall see that the
anticrossing leads to the spin flip in the (kx, ky) plane.

2. Spin polarization

The control on the spin polarization is crucial for practical im-
plementation of spintronics. It is of both interest to calculate
the polarization of spin both in real and reciprocal spaces. The
latter determines the spin orientation of electrons with different
momentum and thus describes the spin polarization of electrons
travelling in different directions. We have calculated the space
distribution of spin density Sik(x, y) = (ψk)

†σ̂iψk for a quan-
tum state (s, k) and after the space integration obtained the
vector field of spin expectation values in the Brillouin zone:

σi(k) = 〈ψk | σ̂i | ψk〉. (7)

In Fig. 2 we show the calculated distribution of (σx, σy)sk
where one can see that the spin polarization is qualitatively
modified by periodic potential. First of all, in the lowest en-
ergy subband shown in Fig. 2a the uniform curl distribution of
spins in (σx, σy) plane is conserved near the BZ center, and it
is destroyed at the borders kx = ±π/a. The principal differ-
ence is that at kx = ±π/a the spins are polarized along x and
σy = 0, and a new type of singularity appears at kx = ±π/a,
ky = 0. More complicated picture shown in Fig. 2b takes place
for the spin polarization in the next energy band, see Fig. 1.
We see that at the BZ center the topology of spin polarization is
unchanged. The greatest changes from the uniform curl distri-
bution with reversed angular velocity in accordance with λ = 1
on the upper Rashba band come from the borders kx = ±π/a
of the BZ where a new curl has emerged. Another important
feature of this spin distribution is the spin flip at the point A
shown on the axis kx = 0 in the BZ. One can easily estab-
lish this point as the anticrossing point for the energy spectrum
ε = ε(kx = 0, ky) shown in Fig. 1b.
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Fig. 2. Spin polarization shown in one quarter of the BZ for of the
lowest (a) and the next (b) energy subbands. In the latter case the
anticrossing takes place at point A, leading to the spin flip in the
(kx, ky) plane. The parameters are the same as in Fig. 1.

In addition, the effects of charge and spin transport, and op-
tical effects in SO superlattices will be discussed in the report.
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Circularly-polarized electroluminescence from InGaAs/GaAs
quantum well heterostructures with ferromagnetic
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Abstract. Electroluminescence of InGaAs/GaAs quantum well heterostructures with ferromagnetic Schottky contacts has
been studied at 1.5 K and magnetic fields up to B = 10 T. Peak of electroluminescence splits into Landau level peaks and
displays a circular polarization significantly exceeding that in similar structures but with nonmagnetic (Au) contact. The
circular polarization degree is connected with polarization of injected holes. The circular polarization of
electroluminescence was found to be the non-monotonous function of the magnetic field correlating with Landau level
filling. The maximum circular polarization degree is about 42% fields assumingly indicates an effective spin injection from
magnetic contact.

Introduction

The latest achievements in the area of spintronics caused a
strong interest in investigating various magneto-optical effects.
The main objective of these studies is to understand the ba-
sic mechanisms of controlling carrier spin injection. One of
them is the spin injection from ferromagnetic Schottky con-
tact into a semiconductor. It is typically studied via elec-
troluminescence (EL) of a quantum well (QW) heterostruc-
tures [1, 2]. Despite the low quantum efficiency of the EL
from Schottky diodes, conductivity mismatch problem [3] and
problems related with uneven ferromagnetic metal (FM)-GaAs
interface [4], the EL is one of advanced methods for a spin in-
jection detection, as reported in [1–3].

In this work we investigated the EL of InGaAs/GaAs QW
heterostructures with the Ni or Co Schottky contacts in mag-
netic fields up to 10 T.

1. Experimental

The structures were grown on the n-GaAs substrates by Me-
tal-Organic Vapor Phase Epitaxy at atmospheric pressure. The
InxGa1−xAs/GaAs QW with the thickness of 6 nm and aver-
age In content x = 0.16 was placed at the distance of 20, 30,
and 100 nm from the surface. A FM Schottky contact with the
diameter of 0.5 mm was performed by the deposition of nickel
or cobalt. Moreover, a three layer contact with an intermedi-
ate gold layer between a FM metal and a semiconductor, and
a covering gold layer on a ferromagnetic film (Au/Ni/Au or
Au/Co/Au) was performed. The reference sample was similar
structure with nonmagnetic Au-contact.

The forward bias EL measurements were performed at 1.5 K
in a liquid helium cryostat with the superconducting magnet.
The operating current range was 1–10 mA. The experiments
were carried out in Faraday geometry, i.e. the magnetic field
direction was normal to sample surface. In such geometry the
saturation magnetization of FM film occurs at strong magnetic
fields (up to 5 T). The degree of circular polarization is deter-
mined asP = (I+−I−)/(I++I−), where I+(I−) are the EL
intensity of the right (left) circularly polarized component de-

termined by integrating the area under the corresponding part
of a spectrum.

2. Results and discussion

The peculiarity of forward biased EL from Schottky diodes
with n-type GaAs is the injection of holes from metal into
a semiconductor. The EL properties of the structures with
Schottky contact without magnetic field were described in de-
tail in [4]. Fig. 1–3 display the results obtained for a three layer
Schottky contact. A magnetic field (B) leads to the increase of
the EL intensity and the blue shift of the EL line (Fig. 1). The
line is related to electron-hole radiative recombination in In-
GaAs QW.A magnetic field splits the broad line into number of
peaks corresponding to electron-hole transitions between the
different Landau levels (LLs).

With the increased magnetic field the high energy peaks
disappear one by one due to emptying of the upper Landau
levels in the conduction band. At 10 T only one Landau level
is observed.

Fig. 2 shows that the detected EL radiation is circularly
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Fig. 1. The EL spectra at various magnetic fields forσ+ polarization.
Au/Co/Au Schottky contact. The inset shows the device scheme.
1 — Schottky contact, 2 — GaAs cap layer, 3 — InGaAs QW, 4 —
back ohmic contact.
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Fig. 2. The σ+ and σ− polarized EL spectra for Au/Co/Au Schottky
contact. B = 4 T.

polarized. The polarization degree (P ) is largest for the peak,
corresponding to the lowest Landau level. It shows a non-
monotonous dependence on the magnetic field (Fig. 3) with a
local minimum at 5–6 T and maximum at 7.5–9 T for different
samples. The position of minimum and maximum weakly de-
pend on the operating current. This type of dependenceP(B) is
present for all investigated Schottky diodes in the whole inves-
tigated current range.

For that reason they are thought to originate from QW elec-
tron gas properties in the magnetic field namely, from the vari-
ation of a spin scattering LL.

In contrast the magnitude of polarization degree strongly
depends on the type of metal/semiconductor interface and
structure parameters. The maximal polarization degree was
observed for the samples with a thin cap layer of 20 nm and
three layer Au/Co/Au and Au/Ni/Au Schottky contacts. That
was equal to 40 and 42%, respectively. The similar structures
with pure Ni or Co contact showed a markedly smaller polar-
ization degree of 30 and 20%, respectively. The P value in a
reference sample with nonmagnetic gold contact was approx-
imately 10%.

There are several reasons for EL polarization in a magnetic
field. First, the Zeeman splitting of QW energy levels leads
to a difference between the population of spin-up and spin-
down levels and, hence, the different intensity of σ+ and σ−-
components of EL. However, it is natural to expect that the
polarization degree due to this reason is nearly independent of
the contact located rather far from the QW. The most believable
reason for a highly enhanced EL polarization in the case of
samples with FM contact is the spin injection from a FM metal
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Fig. 3. The dependence of circular polarization degree on mag-
netic field for diodes with Au/Co/Au (1) and Au/Ni/Au (2) Schottky
contacts. Cap layer thickness is 20 nm. I = 10 mA.

into semiconductor.
Thus we have demonstrated the high circular polarization

of the EL from QW heterostructures with FM Schottky contact
assumingly indicating an effective spin injection. The pola-
rization degree is the non-monotone function of the magnetic
field because of the dependence of spin relaxation time on the
electron LL filling.
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Spin-dependent phenomena in new nanoobject — 2d layer
on the internal interface Te-SiO2
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Abstract. We present the experimental and theoretical study of the magnetoconductivity of the nanocluster Te in synthetic
opal structures. The experimental data show the anomalous magnetoconductivity taking place in extremely large magnetic
fields. The proposed theoretical model gives the good qualitative explanation of this phenomena taking into account
peculiarities of spin-orbit interaction in Te.

Introduction

The progress in growth technologies allowed to create and
study new complex structures. One of the most interesting
and unusual among them is the structure SiO2:nanoclusterTe
with Te in opal structure void. The synthetic opal (SiO2) it-
self is a system of silicate spheres of amorphous SiO2. These
spheres are tightly packed producing fcc cubic lattice. It is
possible to inject Te into free spaces between SiO2 spheres.
Using electron microscopy it was shown that the introduced
Te crystallizes in the voids and forms a single-crystal structure
(see Figure 1).

SiO2

Fig. 1. The SiO2/Te system. Te (dashed) is in the voids between
SiO2 spheres (white).

Magnetotransport experiments showed that such SiO2/un-
doped Te system reveals two-dimensional conductivity char-
acter [1]. It was explained by the presence of 2D conduc-
tive p-type layer on the interface between opal and Te — the
so-called interface bubble lattice (IBL). However magnetore-
sistance have anomalous dependence on the magnetic field in
a very broad range of magnetic fields — up to 12 T [2]. In
contrast for the 2D flat layers of monocrystallic Te the classi-
cal behavour of magnetoresistance takes place at fields higher
than 0.5 T.

We review results of experimental investigations of nan-
ocluster Te magnetoresistance and present the developed the-
oretical model. This model takes into account peculiarities of
SiO2/Te internal structure and qualitatively explains the be-
havour of magnetoresistance.

1. Details of the experiment

Nanocluster crystals were prepared by injecting pure melted Te
under pressure into a synthetic opal matrix. The magnetoresis-
tance measurements were performed at temperatures 1.6–4.2 K
with an 11 Hz ac current. The current did not exceed 10 mA.
The magnetic field up to 12 T was created by superconductive
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Fig. 2. The experimental (dots) and two theoretical dependencies of
magnetoconductivity on the magnetic field at 1.6 K. The solid line
corresponds to the data obtained using averaging of the magnetic
field. The dash line presents the reconstruction /σWL for the flat
2d layers in the perpendicular magnetic field with the above param-
eters.

magnet.
The Figure 2 shows the dependence of low temperature

magnetoconductivity on the magnetic field for the sample with
initial hole concentration at T = 77 K p77 = 1.0×1014 cm−3.
The magnetoconductivity reveals anomalous character. At
magnetic fields below 8 T the magnetoconductivity (MC) is
negative (magnetoresistance is positive). At magnetic fields
upper 8 T the magnetoconductivity is positive (magnetoresis-
tance is negative).

2. Model

Dependencies of the anomalous MR on the magnetic field and
the temperature are qualitatively similar to those of 2D accumu-
lating layers created on the flat area elements of monocrystallic
Te [3, 4]. In the latter case the magnetoresistane is described
well by the weak localization (WL) theory with the account of
the peculiarities of Te electron spectrum and without account
of electron-electron interactions. Anomalous positive magne-
toresistance at low magnetic fields points out the existence of
relaxation phase due to spin scattering. It is non-trivial for Te
where strong spin-orbit interaction results in full lifted of spin
degeneracy in the valence band. Unfortunately this theory is
not directly applicable to the SiO2/Te system because it results
in too large character magnetic fields (or too small relaxation
times). To explain this contradiction we proposed to take into
account a role of geometry factor in WL for the new nanoobject
SiO2/Te.

Let us neglect the differences in hole concentration and mo-
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bility between IBL and flat conductive layer. Then the discrep-
ancey between magnetoconductivities of 2D flat hole layer and
IBL can be explained by different shapes of these conductive
surfaces.

Let us divide the complex conductive surface of the SiO2/Te
system to elementary flat areas. To describe the anomalous MC
of the elementary area one can use the formula for flat 2D Te
surface [5,6]:

/σwl(H)=σ0

{
f2

(
H

Hφ +Hv +Hγ

)
+

+ 1

2
f2

(
H

Hφ + 2Hv

)
− 1

2
f2

(
H

Hφ

)}
, (1)

where H is the magnetic field component normal to the con-
ductive surface, f2 is the digamma function,Hφ is the magnetic
field describing phase relaxation of an electron wave function
due to the scattering on phonons, Hv and Hγ describe elastic
scattering and σ0 is the normalization constant.

One should take into account that 2D WL correction de-
pends on the normal to the conductive surface component of
magnetic field only and does not depend on other components.
Therefore the anomalous MC of elementary area is given by
σ2d(H cos θ), where H is the magnetic field, θ is the angle be-
tween the normal to the surface and the direction of the mag-
netic field. The consequence of this effect is that the result-
ing magnetic field that destroys quantum interference is much
lower than the one applied to the sample.

To obtain the total anomalous MR correction one should
solve complicated electrotechnical problem. Let us approxi-
mate the conductive surface by the lattice of spheres. Each of
these spheres contacts neighboring ones in 6 areas. The large
number of contacts leads to uniform distributions of the angle
between the current and the magnetic field and the angle be-
tween the magnetic field and the normal to the surface. Thus
the role of the IBL geometrical structure reduces to the averag-
ing of the conductivity correction over all the angles between
the magnetic field and the normal to the IBL surface. To take
into account this averaging one should replace function f2 by

g2(|H |) = 1

2

π∫
0

f2 (|H | cos θ) sin θdθ . (2)

3. Results

The parameters of the model have been determined. Param-
eters best describing the anomalous magnetoconductivity at
T = 1.6 K are: Hφ = 0.032 T, Hv = 0.0094 T, Hγ = 2 T and
σ0 = 0.046. This magnetic field values are quite reasonable
for SiO2/Te interface.

However these magnetic fields exceeds the same parameters
for 2D Te surface (0001) and are close to the ones of (101̄0) [3,
4]. This is natural because the statistical weight of the surface
orientation parallel to the main axis of the C3 crystal is three
times greater than weights of the surfaces perpendicular to the
main axis.

Discrepancies between parameters obtained for different
boundaries Te/TeO2 and SiO2/Te can be explained by different
heights of barriers and therefore different concentrations and
mobilities of 2d holes. Moreover the quality of the interface
SiO2/Te is worse than in [3,4].

Therefore the account of the complex geometry of IBL al-
lows to describe observable anomalies in the MRC and gives
typical parameters comparable to ones for 2D layer on (101̄0)
Te surface.

4. Conclusions

The anomalous magnetoresistance of the internal interface in
SiO2/Te have been qualitatively analyzed for the first time. It
was shown that the typical magnetic fields, large in comparison
to the flat 2D Te surface, are determined mostly by geometrical
structure of SiO2/Te.
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Spin relaxation in a ferromagnet/semiconductor hybrid structure
V. N. Gridnev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We study theoretically dynamics of spin proximity polarization (SPP) arising after photoexcitation in a
semiconductor film embedded between two metal ferromagnetic films. We analyze the influence of an external bias voltage
applied across the structure on the leakage of SPP through the interfaces. A relation between the time decay of SPP and the
charge current flowing through the structure is derived.

Introduction

Since the device proposal of Datta and Das [1] a hybrid fer-
romagnet/semiconductor (F/S) structure is considered as a key
element of spintronics. All methods of spin generation in semi-
conductors by using such structures can be divided into two
essentially different groups. In most experiments the spin po-
larization is produced by spin injection, i.e., by a spin-polarized
current flowing through a F/S interface. The second group con-
sists of experiments [2,3,4] where the spin polarization appears
due to the dynamic ferromagnetic proximity effect. The phys-
ical essence of the effect was demonstrated most brightly by
time-resolved Faraday rotation experiments [3] where unpolar-
ized nonequilibrium electrons in the semiconductor (n-doped
GaAs) spontaneously acquired a net spin polarization due to the
proximity of a ferromagnet (Fe or MnAs). This spin proximity
polarization (SPP) is driven by a deviation from equilibrium
caused by optical excitation.

As was explained in [7] temporal evolution of SPP is char-
acterized by two different time scales. SPP arises on short time
scale∼ 10 ps after the photoexcitation due to a spin-polarized
photocurrent flowing from the semiconductor to the ferromag-
net. The second, slow stage consists in the relaxation of the net
spin in the semiconductor due to both the spin leakage through
the interface and an intrinsic spin relaxation in the semicon-
ductor.

The experiments [3] have been treated theoretically in sev-
eral publications [5,6,7], but all these theories neglect a spa-
tial variation of SPP across the semiconductor film. This is
justified in a ballistic regime when the thickness of the semi-
conductor film is larger than the electron mean-free path. In
the opposite, diffusive case, the nonuniform spatial distribution
of the spin density essentially influence spin transport through
the F/S interface and the temporal decay of the spin density in
the semiconductor. While the intrinsic spin relaxation depends
only weakly on spin interactions at the F/S interface, the spin
flow through the interface depends strongly on the Schottky
barrier transparency and varies significantly with an applied
bias voltage.

Here we consider the influence of the applied bias voltage
on the relaxation of the dynamic proximity spin polarization in
the hybrid F/S structure.

1. Spin drift and diffusion in a biased F/S/F structure

To make physics more transparent we will consider a hybrid
structure with two ferromagnetic films, i.e. F/S/F structure, as
is shown in Fig. 1. An external magnetic field B ‖ z and the
ferromagnet’s magnetizations m(1) and m(2) lie in the interface
(yz) plane. We study temporal evolution of the SPP in the

Pump

probe

F1 F2

x0 L

SC

Ic

y

B

m(1) m(2)

⊗

Fig. 1. Schematic of F/S/F hybrid structure excited by the normally
incident light. Ic is a charge current induced by an externally applied
bias voltage.

semiconductor arising after a photoexcitation by the normally
incident linearly polarized light. At t = 0 SPP has some initial
spin density distribution S(0, x) depending on the orientation
of m(1) and m(2).

We derive the time dependence of the spin density S(x, t) in
the semiconductor film by solving the spin diffusion equation.
The diffusion equation for S(x, t) reads [8]

∂S(x, t)
∂t

+ ∂Js
∂x

−ΩL × S(x, t)+ R̂S(x, t) = 0 , (1)

Js = −D∂S
∂x
− νES , (2)

where Js is the spin-current density, ΩL = gµBB/h̄ is the
Larmor frequency in the magnetic field B, D is the diffusion
coefficient, ν is the mobility, R̂ is the spin relaxation tensor:
Rij = δij T

−1
i , where T1 = Tz and T2 = Tx = Ty are longitu-

dinal and transverse relaxation times, respectively. The electric
field E is directed along the interface normal.

The boundary conditions are given by

D
∂S
∂x
+ νES = I(1)s (t) , (3)

D
∂S
∂x
+ νES = I(1)s (t) , (4)

where I(1)s (t) and I(2)s (t) are the spin currents through the F1/S
and F2/S interfaces, respectively.

I(1)s =2ReG(1)
↑↓µs − 2ImG

(1)
↑↓
(

m(1) × µs

)
+2
(
R(1) − ReG(1)

↑↓
) (

m(1) · µs

)
m(1) , (5)

where m(1) is a unit vector in the direction of the magnetization
in the ferromagnet F1, µs is the spin chemical potential in the
semiconductor close to the ferromagnetic interface, G(1)

↑ ,G(1)
↓ ,

and G
(1)
↑↓ are the spin-dependent interface conductances [7],

R(1) = 2G(1)
↑ G

(1)
↓ /g(1) , g(1) = G

(1)
↑ +G

(1)
↓ .
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A relation between the spin chemical potential and the spin
density depends on electron statistics. We assume the degener-
ate statistics when S = N0µs , whereN0 is the density of states.
In writing Eq. (5) we have assumed that a deviation from equi-
librium in the ferromagnet’s films is negligibly small.

The spin current at S/F2 interface is given by Eq. (5) with
relevant interface conductances G(2)

↑ , G(2)
↓ , G(2)

↑↓ and magneti-

zation direction m(2).
Note, that in general the interface conductances strongly

depend on the applied bias voltage due to existence of the
Schottky barriers near the interfaces.

2. Time decay of SPP in the semiconductor film

We assume that the thickness of the semiconductor film L is
much smaller than the spin diffusion length ls =

√
DT2. Then

the time decay of the spin density S(x, t) is independent of an
initial distribution S(x, 0) (at not too small times). In this case
the solution of Eq. (1) is determined mainly by slowest modes
of the diffusion equation and can be represented in the form

S(x, t) =
∑

σ=−1,0,1

eσ
(
C+,σ eq+,σ x + C−,σ eq−,σ x

)
e−λσ t ,

(6)
where λσ is the eigenvalue of the diffusion equation, C+,σ and
C−,σ are coefficients which should be determined from the
diffusion equation and initial conditions, and the sum over σ
includes two transverse modes with the polarizations e±1 =

1√
2
(ex ± iey) and the longitudinal one polarized along the ex-

ternal magnetic field: e0 = ez.
Parameters q+,σ and q−,σ are given by

q±,σ = −µE

2D
±
√(

µE

2D

)2

+ 1

D

(
λ
(0)
σ − λσ

)
, (7)

where

λ
(0)
± =±i�L + 1

T2
, (8)

λ
(0)
0 = 1

T1
, (9)

are the eigenvalues describing spin dynamics in the semicon-
ductor film with non-transparent F/S interfaces. In this case
I(1)s = 0 and I(2)s = 0, i.e., there is no spin flow through the
interfaces (the charge current Ic and the electric field also van-
ish).

When I(1)s and/or I(2)s become non-zero the relaxation rate of
the net semiconductor spin increases. We assume that the spin
relaxation time still remains much longer than the diffusion
time across the semiconductor film. Then, in the small electric
field, ν|E|T2 < ls , we obtain from the boundary conditions

λσ = λ(0)σ + νE

2D

(
α(1)σ − α(2)σ

)
+ α

(1)
σ + α

(2)
σ

L
, (10)

where α
(i)
σ = e∗σ · I(i)s (eσ ). In case of non-transparent F2/S

interface (α(2)σ = 0 and hence E = 0) we obtain for λ±1
measured in the time-resolved Faraday rotation experiments [3,
4]:

λ±1 = λ
(0)
±1 +

2

w

(
R(1) + ReG(1)

↑↓
)
. (11)

This result coincide with that obtained in [7] but only in the case
when ImG

(1)
↑↓ = 0. Due to the different approximations made

in this work and in [7] the influence of ImG
(1)
↑↓ on spin dynamics

differs in both approaches. In our work the imaginary part
of the mixing conductance does not influence the dynamical
behavior of SPP at all, but in [7] ImG

(1)
↑↓ acts as an effective

magnetic field directed along the ferromagnet magnetization.
In case of high electric field, νET2 � ls , λσ is given by

λσ = λ(0)σ + µE

2D

(
α(1)σ − α(2)σ

)
+ µ|E|

2D

(
α(1)σ + α(2)σ

)
. (12)

This equation shows that in the high-field regime the spin leak-
age occurs only through one of two interfaces, F1/S or F2/S,
depending on the sign of the electric field. The high electric
field creates a large difference between the spin densities near
F1/S and F2/S interfaces, thus leading to the large difference
in spin flows through the interfaces.

In conclusion, the relaxation rate of the net spin in the semi-
conductor film in F/S/F hybrid structure strongly depends on
the applied bias voltage due to non-linear I–V characteristics
of the Schottky barriers near the interfaces between the semi-
conductor and ferromagnets. Such strong dependence of the
spin relaxation rate was observed in the experiments [4]. The
theoretical dependence, Eq. (12), can be used to extract the
spin-dependent interface resistance from experiments on spin
relaxation in hybrid F/S structures.
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Spin dynamics in the regime of hopping conductivity
I. S. Lyubinskiy, A. P. Dmitriev and V.Yu. Kachorovskii
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We consider spin dynamics in the impurity band of a semiconductor with spin-split spectrum. Due to the
spin-orbit coupling, phonon-assisted hops from one impurity to another are accompanied by rotation of the electron spin,
which leads to the spin relaxation. We demonstrate that depending on the strength of the spin-orbit coupling several regimes
can be realized. At very small coupling, the spin decays exponentially. In this case, there are two contributions to spin
relaxation rate. One contribution comes from electron diffusion on the large distances (this mechanism is analogous to
Dyakonov–Perel relaxation in the metallic regime). Another contribution is due to relaxation in small nontypical closed
orbits where relaxation is very fast. At larger values of coupling it is convenient to divide the system into two parts: the
infinite cluster, where relaxation is very fast and a number of finite clusters where relaxation is relatively slow. The spin
relaxation in this regime is due to slow escape of electrons from finite clusters to infinite one. Finally, at very large spin-orbit
coupling, the spin dynamics is determined by “spin traps”, i.e. impurities and pairs of impurities having very weak
connection with the rest of the system. Both in the case of intermediate coupling and in the case of strong coupling the spin
relaxation is non-exponential.

Spin dynamics in semiconductors has attracted much attention
in the last decades (for review, see Ref. [1]). A great number
of publications were devoted to the study of the spin relaxation
in the metallic regime, where the spin relaxation is usually due
to Dyakonov–Perel mechanism. In this mechanism, the spin
relaxation rate is proportional to the diffusion coefficient [2].
Recently, the idea was put forward [3] that this proportionality
goes beyond the metallic regime and stays valid in the range
of exponentially small hopping conductivity. In this talk we
discuss spin dynamics in the hopping regime and show that a
number of different spin relaxation regimes can be realized in
addition to the mechanism discussed in Ref. [3]. For simplicity,
we focus on the simplest limiting case when the temperature is
much higher than the width of the impurity band and assume
that distance between impurities Lh is much larger than the
Bohr radius a. We also neglect electron-electron interaction.

Due to the spin-orbit coupling, phonon-assisted hop from
a certain impurity i to impurity j is accompanied by rotation
of the electron spin by the angle ϕ ∼ �t , where � = �(p)
is proportional to spin-orbit spectrum splitting (� ∼ p3 in
the 3D case and � ∼ p in the 2D case), p ≈ i(h̄/a)n is the
tunneling momentum, t = mrij /p, a is the Bohr radius, m is
the electron mass, n = rij /rij and rij is the vector directed
from impurity i to impurity j . Random hops between different
impurities lead to spin relaxation.

Let us assume that at t = 0 the homogeneous distribution
of the spin density S0 is created in the sample (for example,
by means of optical orientation) and study the dynamics of
averaged spin S(t) in the system. The system under discus-
sion is strongly inhomogeneous due to exponential variation
of hopping times. At sufficiently weak spin-orbit coupling,
the distance covered by the electron trajectory during the spin
relaxation time exceeds the scale of the inhomogeneity, so
one can introduce averaged value of spin relaxation rate 1/τS.
The spin polarization in this regime obeys exponential law:
S(t) = S0 exp(−t/τS). There are two contributions to 1/τS.
The first contribution is due to electron diffusion on the scales
larger than the characteristic scale of inhomogeneity. This con-
tribution is analogous to the usual Dyakonov–Perel relaxation
(see Ref. [3]). However, there is another contribution neglected
in Ref. [3] which comes from the electron relaxation on small

closed hopping orbits. Such orbits are mostly small nontypi-
cal pairs and triangles of impurities with the distances between
impurities of the order of a. Since electron hops between such
impurities are exponentially fast compared to the typical hops,
they might give the leading contribution to the spin relaxation,
even though such configurations of impurities are very rare.

With increasing the spin-orbit coupling, τS decreases. As
a result, some finite isolated clusters becomes effectively sep-
arated from the rest of the system on the time scale of τS.
Therefore, one can no longer describe the spin dynamics by a
single time τS, so the spin relaxation becomes non-exponential.
It turns out that for such finite isolated clusters both mech-
anism described above become ineffective. Indeed, the dif-
fusion coefficient for the finite area is strictly equal to zero,
which suppresses mechanism proposed in Ref. [3]. The very
rare impurity configurations favorable for spin relaxation also
do not work for finite clusters, since the probability to find such
impurity configurations in a finite cluster is rather small. This
means that the spin of electrons captured on such isolated clus-
ters does not relax until they escape to the infinite cluster. The
spin dynamics in this regime is described by a simple equation
S(t) = S0ν(t), where ν(t) is the relative fraction of electrons
captured in the isolated clusters on the time scale of t . The
function ν(t) decreases with time due to escape to the infinite
cluster. This function is given by ν(t) = 1 − P(t), where
P(t) is a fraction of electrons on the infinite cluster. To find
the function P(t) we will use the standard approach of the the-
ory of hopping transport [4]. The time τij needed for electron
transition from impurity i to impurity j exponentially depends
on the distance Lij between impurities: τij = τ0 exp(2Lij /a),
where τ0 is the hopping time for the impurities separated by
the distance of the order of a. Following Ref. [4], we as-
sume that the impurities are effectively connected if τij < t

(Lij < L(t) = a/2 ln(t/τ0)) and disconnected if τij > t

(Lij > L(t)). For L(t) larger than a certain critical length
which is of the order of Lh, the connected impurities form in-
finite cluster. The fraction of impurities in the infinite cluster
P(L) is shown in Fig. 1 (see Ref. [4]). Therefore, the spin
dynamics is given by

S(t) = S0 [1− P (t)] , (1)
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Fig. 1. Fraction of impurities belonging to the infinite cluster as a
function of the maximal distance L between connected impurities.
In the vicinity of the critical length Lh, function P(L) increases as
([L− Lh]/Lh)

β , where β is a critical index.

where P(t) = P(L(t)). Since P(L) depends actually on
L/Lh [4], the spin polarization is a function of a single di-
mensionless parameter (a/Lh) ln(t/τ0). It worth noting that
the dynamics of the spin relaxation in this regime does not
depend on the strength of spin-orbit coupling.

With the further increase of the spin-orbit coupling, the spin
relaxation on the finite clusters comes into play. Finally, at ex-
tremely high coupling the spin rotates by a large angle after one
typical hop. In this case, the spin relaxes on any finite clusters
except isolated impurities or pairs of impurities (small clusters
containing one or two impurities) separated from the rest of
the system by distances larger than typical distance Lh. The
spin at a moment t is proportional to the number of electrons
captured on such “traps”:

S(t) = S0 exp

[
−
(

a

Lh

ln
t

τ0

)d]
, (2)

where d = 2, 3 is dimensionality of the system. It is seen from
this equation that just as in the case of intermediate coupling
the spin dynamics does not depend on the spin-orbit strength
and determined by the only parameter (a/L) ln(t/τ0). We are
grateful to M. I. Dyakonov, V. I. Perel and B. I. Shklovskii for
useful discussions.
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Optical pumping and spin-dependent recombination in GaAsN alloys
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B. Pal2 and Y. Masumoto2
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2 Institute of Physics, University of Tsukuba, Tsukuba 305-8571, Japan

Abstract. Spin-Dependent Recombination (SDR) has been observed in GaAsN alloys at room temperature. It reveals itself
in a strong decrease of the edge photoluminescence (PL) when either the polarization of exciting light is changed from
circular to linear or a transverse magnetic field is switched on. The interband absorption of circularly polarized light results
in a spin polarization of conduction electrons which reaches 35% with increasing the pump intensity. The effects observed
are explained by dynamical polarization of deep paramagnetic centers and spin-dependent capture of conduction electrons
by these centers. The PL depolarization in a transverse magnetic field (Hanle effect) allows us to estimate the electron spin
relaxation time in the range of 1 ns. Theoretically, it has been concluded that, due to the SDR, this long time is controlled by
slow spin relaxation of bound electrons.

In recent years Ga(In)AsN alloys grown on GaAs substrates
have attracted an increasing attention due to their unusual phys-
ical properties and application in near-infrared optoelectron-
ics [1]. Evidently, the understanding of the free-carrier ki-
netics and recombination mechanisms in these materials are
important from the point of view of both fundamental physics
and practical applications. In this work we investigated the
SDR in GaAsN alloys. At room temperature it manifests it-
self in a decrease of the edge PL intensity by more than a
factor of 3 when either the polarization of the exciting light
is changed from circular to linear or the transverse magnetic
field of ∼ 300 gauss (G) is applied. A high spin polarization
(∼ 35%) and long-term spin memory (∼ 1 ns) of conduction
electrons, both related to the SDR, were observed also at room
temperature.

We studied the 0.1 µm thick undoped GaAs1−xNx films
(x = 2.1, 2.7, 3.4%) grown by the MBE on a semi-insulating
GaAs (001) substrate [2]. The spin polarization of conduction
electrons was created under interband absorption of the cir-
cularly polarized light [3]. Its magnitude was determined by
measuring the degree of PL circular polarization ρ = (I+ −
I−)/(I+ + I−), where I+ and I− are the intensities of the
right (σ+) and left (σ−) circularly polarized PL components.
The measurements were carried out at 300 K. Since the main
experimental results are qualitatively the same for all the sam-
ples under study we present below the data for GaAs1−xNx

alloy with x = 2.1%.
Fig. 1 shows the PL spectra and circular polarization mea-

sured in the GaAs0.979N0.021 alloy under excitation by the σ+-
polarized light of high intensity. Each PL spectrum consists
of two strongly overlapping bands. Relative to the polariza-
tion of the pump beam, the low- and high-energy bands of the
PL spectrum are polarized negatively and positively, respec-
tively. The presence of two PL bands and the opposite signs of
their polarization were interpreted in our previous work [2] as
originating from the strain-induced splitting of the light- and
heavy-hole valence subbands.

Spectrum 2 in Fig. 1 is obtained under excitation by lin-
early (π ) polarized light. It is seen from curves 1 and 2 that
the change of pump polarization from circular to linear leads
to a decrease of PL intensity I near the PL maximum by a fac-
tor of 3. The same decrease in I occurs when the transverse
magnetic field of 400 G is switched on.
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Fig. 1. PL spectra under excitation by circularly (curves 1, 3) and lin-
early (curve 2) polarized light and the PL circular polarization spec-
trum (circles) of the GaAs0.979N0.021 film. Spectrum 3 is obtained
in the transverse magnetic field B = 400 G. Excitation intensity
J = 150 mW; h̄ωexc = 1.305 eV; T = 300 K.

Fig. 2a represents the dependencies ρ(B) measured in the
alloy GaAs0.979N0.021 in a transverse magnetic field B for dif-
ferent intensities of the σ+ excitation near the maximum of
heavy-hole-related PL band. The dependencies are well ap-
proximated by Lorentz curves (solid lines in Fig. 2a)

ρ(B) = ρ∗ + ρ0

[
1+ (B/B1/2

)2]−1
, (1)

where ρ∗ is a constant component (≈ 5%), B1/2 is the half-
width of the curve at half-height, ρ0 is the maximum change
of ρ in the magnetic field. Values of B1/2 and ρ0 are strongly
dependent on the pump intensity.

Fig. 2b shows the magnetic-field dependence I (B) which
can be fitted by a Lorentz curve (solid curves) with the width
coinciding with that of the Hanle curve ρ(B) taken at the same
excitation intensity.

Experimental results presented in Figs. 1 and 2 can be ex-
plained in the SDR model [4]. We use this model and as-
sume that each deep center can contain either one electron
with uncompensated spin ±1/2 or two electrons in the sin-
glet state with the zero total spin. Let us introduce the no-
tations n± and N±, respectively, for the concentration of the
free electrons and paramagnetic centers with the electron spin
component ±1/2, and N↑↓ for the concentration of centers
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Fig. 2. Degree of PL circular polarization at detection en-
ergy h̄ωdet = 1.159 eV (a) and the peak PL intensity (b) in
GaAs0.979N0.021 vs. transverse magnetic field at different inten-
sities J of the circularly polarized excitation. Excitation energy
h̄ωexc = 1.311 eV; T = 300 K; J (mW) = 240 (•), 150 (✷),
100 (∇), 50 (H), 25 (◦).

with two electrons. In this SDR model the contribution of
the band-to-band recombination is neglected in the balance
equations and the rate of free-carrier capture by deep levels
is described by

(
dn±/dt

)
rec = −γen±N∓ for electrons and(

dp/dt
)

rec = −γhpN↑↓ for holes, where p is the density of
holes assumed to be unpolarized irrespective of the incident-
light polarization. In addition to the recombination constantsγe
and γh, the system is characterized by two times, namely, the
spin relaxation times of free and bound electrons, respectively,
τs and τsc. Apparently, at room temperature τs � τsc.

For a qualitative interpretation of the behavior of the PL
intensity and circular polarization as functions of the incident-
light polarization and the magnetic field strength, it suffices to
analyze the limiting case of weak photoexcitation where Pc is
small and one has [4]:

I ∝ 1+ aPcP, ρ = b (Pi + Pc) . (2)

HereP = (n+−n−)/(n++n−) andPc = (N+−N−)/(N++
N−) are the degrees of spin polarization of free and bound
electrons, Pi is the spin-polarization degree of photoelectrons
at the moment of generation, and a, b are positive coefficients.
Since the linearly polarized excitation gives rise to no opti-
cal orientation of electron spins, the ratio I (circ)/I (lin) of
PL intensities under circularly and linearly polarized pump-
ing is given by (1 + aPcP ). The product PcP is positive
and independent of the sign of the incident circular polar-
ization. Therefore, I (circ) > I (lin). In a transverse mag-
netic field, B ⊥ z, so that |ge|µBBτs/h̄ � 1 but values of
|gc|µBBτsc/h̄ are arbitrary (ge, gc are the free- and bound-
electron g-factors, µB is the Bohr magneton), one can neglect
the rotation of free-electron spin due to the Larmor precession.
In this case Eq. (2) is valid for non-zero B as well if Pc is
understood as the bound-electron spin polarization along the
z axis,Pc(B) = Pc(0)[1+(�cTsc)

2]−1. Here�c = gcµBB/h̄

is the bound-electron Larmor frequency, T −1
sc = τ−1

sc + τ−1
c ,

τ−1
c = γhN↑↓(p/N) is the capture rate of holes by the cen-

ters with two electrons. The increasing magnetic field results
in a depolarization of the bound-electron spins reducing the
intensity from I (circ) to I (lin) and the polarization ρ from
b(Pi + Pc) to bPi ≡ ρ∗.

We show that in spite of the short spin-relaxation time τs,
there also exists a long time of evolution of free-electron spins.
For this purpose we reduced the rate equations for n± and N±
to the following equations for polarizations:

dP

dt
= −P

τs
+ Pc

τ0

(
1− P 2

)
+ G

n
(Pi − P) , (3)

dPc
dt

= − Pc

Tsc
+ n

N

1

τ0
P
(

1− P 2
c

)
, (4)

where G is the total photogeneration rate, and τ0 = (2/γeN)

is the capture time of conduction-band electrons in the absence
of SDR. The second term in the right-hand side of Eq. (3) is
related to the SDR and plays the role of spin-generation rate. By
using Eq. (3) one can readily show that, under abrupt cutting
off the steady-state optical excitation, the polarization time-
resolved decayP(t) comprises both fast and slow components:
the first one decays within the time ∼τs, whereas the second
contribution can be approximated by P(t) ≈ (τs/τ0)Pc(t).

The proximity of the maximum value of PL polarization
(∼35%) in Fig. 2a to its limiting value of 50% indicates a long-
term spin memory of conduction electrons. As shown above,
the spin memory of the nonlinearly coupled spin subsystems of
free and bound electrons is controlled by the long spin lifetime
Tsc of bound electrons. The latter can be easily determined
from the Hanle effect as Tsc = h̄/(gcµBB1/2). The smallest
half-width found from Fig. 2a is Bmin

1/2 = (91 ± 5) G. Taking

into account that τ−1
sc < T −1

sc and gc ≈ 2, we obtain that τsc
exceeds 0.6 ns.

In conclusion, the strong SDR has been observed in alloys
GaAsN at room temperature. Giant electron spin lifetime and
high polarization have been found under optical pumping con-
ditions. Therefore, the nitrogen-containing alloys GaAsN can
be considered as a promising material for the development of
spintronics devices. A model of SDR has been applied to ex-
plain the observed dependencies of the electron lifetime, spin
relaxation time and spin polarization degree on the pump in-
tensity. It has been shown that, in spite of the very short spin
relaxation time of free electrons, the behavior of the coupled
system of spin-polarized free and bound electrons is controlled
by the long spin relaxation time of bound electrons that amounts
1 ns.
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Abstract. The electrons spin dynamics has been investigated in GaAs/AlGaAs coupled quantum wells
(n-i-n heterostructures). The electrons spin dephasing times as function of electrical bias have been measured by the
spin-beats spectroscopy based on a time-resolved Kerr rotation technique. A strong nonmonotomic dependence of electrons
spin-flip time and g-factor value in quantum well plane versus applied bias has been found.

Introduction

The electron spin is a fundamental quantum object, which is
very important for many physical phenomena. Electron spin
manipulation for the construction of fundamentally new de-
vices is an established idea which undergoes currently a rebirth
due to a modern nanotechnology development. The fundamen-
tal aim in this context is to discover regimes in which carefully
prepared quantum states based upon spin can evolve coher-
ently over times long enough to allow storage, manipulation
and readout of quantum information in devices.

Among the quasi-two-dimensional objects based on semi-
conductor heterostructures, coupled quantum wells (CQWs)
are of special interest because they provide spatial separation
of photoexcited electrons and holes in neighboring quantum
wells [1]. In n-i-n types GaAs/AlGaAs CQWs with tilted bands
due to bias application, there is a possibility to tune the electron-
hole overlap integral through the tunneling barrier height and
in a such way to control the electrons escape from quantum
well due to radiative annihilation with holes.

This works’ goal was to investigate the possibilities for ma-
nipulation of the electron spin relaxation rate by means of an
external electric field.

1. Experimental

The CQWs system studied here consists of two GaAs quantum
wells (width ≈ 120Å) separated by a narrow (4 monolayers)
AlAs barrier. The QWs were separated from the Si-doped
(1018 cm−3) GaAs layers by 0.15 µ thick AlGaAs (x = 0.33)
barriers. The upper part of the structure was covered with a
100Å GaAs layer. Mesa structures were fabricated on the as-
grown structure by a lithographic technique. Metal contacts of
Au + Ge + Pt alloy were deposited as a frame on the upper part
of the mesa and also the doped buffer layer.

The electrons spin dynamics has been examined by means
of a time-resolved Kerr rotation technique. This setup consists
of a high precision mechanical delay line, an elasto-optical
modulator, a holographic grating with optical slits for pulse
shaping. The detection of the nonlinear signal is provided by a
Si p-i-n photodiodes balanced detector with a lock-in detector.
As source of pulsed photoexcitation we have used a pulsed
Ti-Sapphire laser with pulse duration of about 1 ps.

An example of time-resolved spin beats in CQWs detected
in a magnetic field of 2 T (Voigt configuration) is given in Fig. 1
for different bias. The energy of pump and probe picosecond
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Fig. 1. Kerr rotation signal for varying applied bias. Experimental
curves have been recorded at T = 1.8 K and photoexcitation power
density P ≈ 2×103 W/cm2.

laser beams has been tuned to the maximum of the photolu-
minescence line corresponding to radiative annihilation of the
1sHH exciton. At the beginning every curve shows a fast co-
herent part, which corresponds to the zero time delay. Here we
are not going to discuss the physics related to the coherent part
and will instead concentrate on the electron spin beats whose
decay lasts typically 300–2000 ps. The periodic oscillations at
longer delays are due to the precession of coherently excited
electron spins around the external magnetic field. The period
of the oscillations is proportional to the electron spin splitting
/E in the conduction band. This experimental technique is
not sensitive to the sign of the g-factor, but allows to measure
the g-factor value in the quantum well plane (gxye ) with high
precision, as the precession frequency ω (ω = 2π/T with the
oscillation period T is given by: h̄ω = /E = µBg

xy
e B.

The set of experimental data can be fitted by an exponen-
tially damped oscillation containing the beat frequency ω and
a single decay time:

I = I0 exp(−t/τ ) · cos(ωt) , (1)

As result of such fitting the dependence of electrons spin-flip
time versus applied bias has been received in addition to g

xy
e

and it is shown on Fig. 2.
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Fig. 2. Dependence of electrons spin-flip time (circular symbols)
and g

xy
e (triangular symbols) on applied bias at T = 1.8 K and

P ≈ 2×103 W/cm2.

As can be seen also from Fig. 1 that there is a sharp change
of Kerr signal oscillations with increasing bias at about 0.2 V.
From the results of the fits to the data with expression (1) we
conclude that curves at bias more than 0.2 V reflect the elec-
trons spin-flip decay because they show long-lived oscillations
according to the electronic g-factor value gxye ≈ 0.2. In con-
trast, at smaller bias close to a flat band situation we have most
likely observe exciton spin-flip oscillations. This boundary is
rather sharp in terms of applied voltage 0.17± 0.05V . We do
not see smooth dependence like in work [1].

With further increase of external voltage the electrons spin-
flip time and electronic g-factorgxye show a strong non-monoto-
nic behavior (see Fig. 2).

2. Discussion and summary

We suggest that the observed strong non-monotonic behavior
of electrons spin-flip time (diregarding the data point at 0.4 V)
arise from the competition of two possible electron spin-flip
mechanisms. One of them is the exchange interaction splitting
between “bright” | ± 1〉 and “dark” | ± 2〉 excitons [2]. The
second mechanism is related to a dependence of spin-flip time
on the quantum well width [3]. A non-monotonic spin-flip time
dependence for the selected field direction along the (110) axis
(for an ordinary (001) quantum well) has been reported in [3]
as consequence of an interference of two types of spin-orbit
interaction (bulk inversion asymmetry, independent on electric
field, and structure inversion asymmetry, strongly dependent
on applied electric field). This mechanism can be efficient in
our case, too.

As far as the electronic g-factor value g
xy
e is concerned,

at the moment we do not understand the non-monotonic be-
havior on bias. Based on the penetration of the electron wave
function into the barrier or (and) an effective weak decrease of
well width, it should monotonically decreases with increasing
electrical bias [4].

In conclusion, for the first time a strong non-monotonic
dependence of electrons spin-flip time and electronic g-factor
value in quantum well plane versus applied bias has been ob-
served.
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Abstract. Spin and valley-orbit splittings are calculated in symmetric SiGe/Si/SiGe quantum wells (QWs) by using the
tight-binding approach. In accordance with the symmetry considerations an existence of spin splitting of electronic states in
perfect QWs with an odd number of Si atomic planes is demonstrated. The spin splitting oscillates with QW width and these
oscillations are related to the inter-valley reflection of an electron wave from the interfaces. It is shown that the splittings
under study can efficiently be described by an extended envelope-function approach taking into account the spin- and
valley-dependent interface mixing. The obtained results provide a theoretical base to the experimentally observed electron
spin relaxation times in SiGe/Si/SiGe QWs.

Introduction

At present various semiconductor materials are being involved
in the spintronics activities. SiGe/Si QW structures are among
them. Silicon-based systems can be particularly promising
due to a comparatively weak spin-orbit interaction and long
electron spin-relaxation times. Although bulk Si and Ge have
an inversion center, QW structures grown from these materi-
als can lack such a center and allow the spin splitting of the
electronic subbands, even in the absence of structure inversion
asymmetry [1]. An ideal SiGe/Si/SiGe QW structure with an
odd number of Si atomic planes is characterized by the D2d
point-group symmetry and, therefore, allows spin-dependent
linear-k terms in the electron effective Hamiltonian

H(1)(k) = α
(
σxkx − σyky

)
, (1)

where σx , σy are the spin Pauli matrices, k is the two-dimen-
sional wave vector with the in-plane components kx , ky , and
x ‖ [100], y ‖ [010].

In the present work we use both the microscopic tight-
binding model and the envelope-function approach to calcu-
late the spin splitting of the conduction subbands in diamond-
lattice QWs. The obtained results are of particular interest in
connection with the experimental studies of electron spin re-
laxation in Si/SiGe heterostructures [2]. The consideration of
a Si/SiGe structure with perfect interfaces and without built-in
electric fields allows one to put the upper limit to the electron
spin relaxation time.

1. Extended envelope function method

Let us consider a QW layer A sandwiched between barriers
of material B. The two bulk materials j = A, B have the
diamond-like lattice, the structure is grown along the principal
crystallographic axis z ‖ [001], and the lowest conduction
subband e1 is formed by electronic states in the two / valleys
with the extremum points ±k0j = (0, 0,±k0j ). Note that, in
the Si1−xGex solid solution, the extremum-point position is a
function of the content x and values of k0j are layer dependent.
Because of the lattice constant mismatch some of the structure
layers are strained. The barrier layers are assumed to be thick
enough for the tunneling tails of the quantum-confined e1 states
to decay within these layers so that they can be considered as
semi-infinite.

In the generalized envelope-function approximation the

electron wave function R(r) inside the layer j is written as

R(r) = eik·ρ [ϕ1(z; j)ψk0j (r)+ ϕ2(z; j)ψ−k0j (r)
]
. (2)

Here ψ±k0j (r) = e±ik0j zu±k0j (r) are the scalar Bloch func-
tions at the / extremum points, u±k0j (r) are the Bloch peri-
odic amplitudes, ϕ1(z; j) and ϕ2(z; j) are the smooth spinor
envelopes defined within the layer j , ρ is the in-plane compo-
nent of the three-dimensional radius-vector r.

The two-valley effective Hamiltonian H is presented as a
sum of the zero-order valley- and spin-independent term H0
and the interface-induced δ-functional perturbation

H′ = VLδ(z− zL)+ VRδ(z− zR) . (3)

Here zL and zR are the coordinates of the left- and right-hand
side interfaces, VL and VR are both valley- and spin-dependent
operators. The form of VL, VR can be specified by applying
the symmetry considerations.

The numerical calculations presented below confirm the
hierarchy

EX − E(k0)� Ee1 � /v−o � /spin ≡ α±k . (4)

Here E(k0) and EX are the conduction-band energies at the
extremum point k0 and the X point in the bulk material A,
Ee1 is the quantum-confinement energy for the lowest con-
duction subband, /v−o and /spin are the valley-orbit and spin
splittings of the e1-subband.

The symmetry analysis of Eq. (3) allows one to derive the
following equation for the valley-orbit splitting at kx = ky = 0

/v−o = 4 |χ (zif)|2 λ| cos(k0L− φλ)| , (5)

where χ (zif) is envelope function at the interface and λ, φλ are
real parameters, their values can be found from comparison
with the results of a microscopical calculation. For small values
of k the coefficients α± in (4) are k-independent and given by

α± = 2 |χ (zif)|2
[
S ± pη cos(k0L− φp)

]
. (6)

In equations above η = sign{cos(k0L − φλ)} is the parity of
the lower valley-orbit-split state with respect to S4 operation,
and S, p, φp are free parameters of the theory. While deriving
Eq. (6) we took into account both the intra- and inter-valley
contributions to Vm.
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Fig. 1. Valley-orbit splitting /v−o in a Si1−xGex /Si/Si1−xGex
(x = 0.25) QW versus the number of Si mono atomic layers. An-
alytical results shown by crosses are calculated using Eq. (5) with
λ = 385 meVÅ, φλ = 0.3π .

2. Microscopical calculation

In order to estimate values of spin and valley-orbit splittings we
have performed calculations of the electron dispersion in the e1
conduction subband by using the nearest-neighbor sp3s∗ tight-
binding model optimized for the conduction band [3]. This
model is a reasonable compromise between the numerical load
and the accuracy of representation of the band structure. The
applicability of the sp3s∗ model is confirmed by the fact that
values of the valley-orbit splitting/v−o calculated in this work
and by using the sp3d5s∗ model [4,5] are of the same order of
magnitude.

In the tight-binding method the electron Hamiltonian is pre-
sented by a set of matrix elements taken between atomic or-
bitals. For diamond crystals the basis functions are constructed
of functions centered on each atom in the crystal. It is assumed
that the only nonzero Hamiltonian matrix elements are those
between orbitals on the same or neighboring atoms. Then the
electron Hamiltonian in a hereterostructure grown along [001]
direction for a given lateral wave vector k can be written as a
banded matrix. Its eigenvalues give electron energies in this
approach.

Squares in Fig. 1 show results of tight-binding calcula-
tions of the valley-orbit splitting /v−o in symmetrical Si0.75
Ge0.25/Si/Si0.75Ge0.25 QWs as a function of the number N

of Si atomic planes sandwiched between the thick barriers
Si0.75Ge0.25. The valley-orbit splitting exhibits oscillations
with the increasing QW width, in agreement with Ref. [4].
Crosses in Fig. 1 represent the calculation of /v−o in the enve-
lope-function approximation, Eq. (5), with k0 = 0.62×2π/a0.
While calculating the electron envelope function at the in-
terface, χ(zif), we used values of V = 150 meV for the
conduction-band offset and of 0.907m0 for the effective mass.
The parameter λ and the phase φλ in Eq. (5) were considered
as adjustable parameters. Their best fit values turned out to
be |λ| = 385 meVÅ, φλ = 0.3π . It is seen from Fig. 1 that
the simple analytical theory is in complete agreement with the
results of sophisticated tight-binding calculations.

In Fig. 2 the spin-orbit splitting for the two valley-orbit
subbands Ee1,− and Ee1,+ is presented. We define the split-
ting /spin in Fig. 2 as the energy difference between the states
with the spin parallel and antiparallel to the x axis (for kx $= 0,
ky = 0). As one can see the valley-orbit and spin splittings
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Fig. 2. Spin-splitting constant α versus the QW width (odd N are
taken in consideration only). The spin splitting of the lower sub-
band Ee1− is shown by diamonds (tight-binding calculation) and
x-shaped crosses (envelope function approximation), those for the
upper subbandEe1+ are shown by squares and conventional crosses.

are conveniently presented in the meV and µeV scales con-
firming the assumption (4). Squares and diamonds in Fig. 2
show results of tight-binding calculation. The spin splitting
is plotted only for odd number of Si monoatomic planes be-
cause, for even N , /spin in the symmetric structures van-
ishes. Conventional and x-shaped crosses are obtained as the
best fit using Eq. (6) and choosing the same values for k0
and φλ as in Fig. 1 and the additional adjustable parameters
p = 0.53×10−5 eV cm2, φp = 0.55, S = 0.15p. Figure 2
shows that the spin splitting /spin is an oscillating function
of the QW width. This demonstrates that the inter-valley spin-
dependent mixing at the interfaces prevails over the intra-valley
contribution to α±.

Comparison between theory and experiment shows that the
tight-binding value of α− is smaller by a factor ∼ 6 than that
estimated by Wilamowski et al [2] from experiment of electron
spin resonance. This means that the experimental value of the
spin splitting is not so far from the limit for a perfect QW
structure considered in this work.
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Abstract. Spin dynamics of the excitons and carriers in InGaAs/GaAs quantum well was studied by polarized pump-probe
methods. The main mechanisms of spin relaxation are discussed and the electron and exciton g-factors are determined.

Spin dynamics in nanostructures is extensively studied last
several years due to promising prospects for spin memory.
InGaAs/GaAs quantum wells (QWs) are less studied nanos-
tructures [1, 2] in this respect relative to other type of A3B5
heterostructures like GaAs/AlGaAs QWs and InGaAs/GaAs
quantum dots (QDs). Advantage of structures with the In-
GaAs/GaAs QWs is transparency of GaAs substrate at the QW
exciton transition that allows one to perform experiments in
transmission geometry. Investigation of the spin dynamics in
InGaAs/GaAs QWs is of large interest not only from funda-
mental point of view but also for understanding of spin-related
processes in chemically similar InGaAs/GaAs nanostructures
with QDs which study is complicated by large inhomogeneous
broadening of the QD ensemble.

In this work, we studied a heterostructure with two cou-
pled In0.09Ga0.91As/GaAs QWs separated by thin (1.7 nm)
GaAs barrier. The structure was intentionally undoped, but
contains residual electrons in QW due to barrier donors. Two-
dimensional electron gas density in QW does not exceed
1010 cm−2.
The QW exciton photoluminescence (PL) peak with full width

at half maximum (FWHM) 0.8 nm is centered at 861.8 nm,
lifetime of the PL, τPL ≈ 300 ps.

For study of the spin dynamics we have used two polarized
pump-probe methods similar to those described in Refs. [3,4].
The first one exploits the intense circularly polarized pump
pulses for optical inducing the circular dichroism (CD) caused
by orientation of spins in QWs. The second one, optically in-
duced linear dichroism (LD), exploits linearly polarized pump
beam which creates optical alignment of excitons in the QWs.
Optical anisotropy induced by pump pulses was detected as the
polarization rotation angle of the weak linearly polarized probe
pulses. Sample was mounted in a cryostat with split-coil su-
perconductive magnet that allowed us to perform experiments
in Faraday and Voigt configurations. We measured the CD and
LD signals in transmittion geometry varying angle θ between
magnetic field direction and growth axis of the sample. All the
experiments were done at temperature 1.6 K.

Fig. 1 shows typical time dependences of the CD and LD
signals in zero magnetic field. Rise time of a few picosec-
onds of the signals are limited by the pump and probe pulse
duration. The second peak is caused by replica of the pump
pulse which is reflected from the back surface of our sample
and excites the QW again. Inset in Fig. 1 shows spectral de-
pendence of amplitude of the time-resolved signals measured
at the second maximum. These spectral dependences should
be mainly determined by the resonant absorption at the QW
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Fig. 1. Typical time dependences of the optically induced circu-
lar (CD) and linear (LD) dichroism (thick gray curves). Thin black
curves are the fits by equation (1) with parameters: τ1 = 20 ps
for LD, τ1 = 50 ps and τ2 = 10000 ps for CD; τr = 2 ps. In-
set: spectral dependence of amplitude of the time-resolved signals.
Black filled squares are the CD data, open circles are the LD data.

exciton transition. FWHM of the dependences is close to that
observed for the PL spectrum.

The CD and LD kinetics can be well fitted by equations:

I (t) = f (t)+ αf (t −/t) ,

f (t) = [A1e
−t/τ1 + A2e

−t/τ2 − Be−t/τr
]
I(t) . (1)

Here I(t) is Heviside function, αf (t −/t) describes the sec-
ond peak in the signal. Function f (t) describes the spin evo-
lution. The first two terms in f (t) model the decay of spin
polarization and the last one models initial rise of the polar-
ization. As we have found, spin relaxation is one-exponential
for LD with τ1 ∼ 20 ps and two-exponential for CD with
τ1 ∼ 50 ps and τ2 > 1000 ps.

Circular dichroism can be created by orientation of both
the electron and hole spins therefore it may exist while the
slowest relaxation process destroys it. In the case of the linearly
polarized pumping, coherent superposition of | + 1〉 and | − 1〉
states is created. Lifetime of this superposition is limited by
the fastest spin relaxation process. This principle difference
of the LD and CD behavior explains, in general, difference
in the polarization relaxation presented in Fig. 1. However,
decay time of LD signal as seen is shorter than even the fastest
component of decay of the CD signal. We should note here that
the CD can be destroyed only by interaction with the phonons
which can change angular momentum. At the same time, there
is no such kind of selection rules for phonons destroying the
LD that results in so fast LD relaxation.

In Fig. 2 typical quantum beats observed in the Faraday
rotation signal are shown for magnetic field B = 5 T (Voigt
configuration, θ = 90◦). It is clearly seen that the signal con-
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Fig. 2. The CD signal at B = 5 T (Voigt configuration). Thick
gray curve is the experimental data. Thin black oscillating func-
tion is a fit by sum of function (2) and non-oscillating component
A1 exp(−t/τ1) shown by the thick black curve. Inset (a): depen-
dence of the long-lived spin beats on magnetic field. Inset (b): relax-
ation rate 1/τ3 as a function of magnetic field. Black squares are ex-
perimental data. Line is a fit by dependence: 1/τ3 = /ge⊥µBB/h̄,
/ge⊥ = 0.005.

sists of two components. First, there is non-oscillating com-
ponent exponentially decaying with time of about 50 ps. It
can be ascribed to the relaxation of the hole spin [5]. Absence
of oscillations in transverse magnetic field is related to almost
zero in-plane component of the heavy hole g-factor.

Oscillating part of the signal is well approximated by func-
tion consisting of two components:

y = A2e
−t/τ2 cos(ω2t)+ A3e

−0.5(t/τ3)
2

cos(ω3t) . (2)

The oscillations in both the components are related to the elec-
tron spin precession about the magnetic field direction. The
first component with exponential decay is characterized by the
relatively short decay time τ2 ∼ 200 ps which as we found does
not depend on magnetic field in the range 0–6 T. We ascribe this
process to relaxation of the electron spin in exciton which is
related mainly to the electron-hole recombination. The second
component of oscillations is characterized by very long decay
and can be ascribed to spin precession of resident electrons
in the QW. The decay time of the component depends on the
magnetic field strength (see inset (a) in Fig. 2). At higher mag-
netic fields decay of the oscillations can be approximated by
the Gaussian-like, rather than exponential, envelope function.
Experimentally obtained behavior of the long-lived oscillations
is the evidence that their decay is mainly caused by a spread of
the transverse component of the electron g-factor. The spread
gives rise to destructive interference of the oscillating signals
with different frequencies. Almost linear magnetic field de-
pendence of inverse characteristic time of the relaxation, 1/τ3,
(see inset (b) in Fig. 2) allows us to determine this spread:
/ge⊥ = 0.005.

Spin precession frequencies for electrons coupled with holes
and for resident electrons, ω2 and ω3, measured in the Voigt
configuration are found to be very close to each other. This
means that the exchange interaction in exciton is relatively
small in our structure (δ < 0.02 meV). This conclusion is
also supported by the linear field dependence of Zeeman split-
ting /E = h̄ω2 passing through origin of energy as shown in
Fig. 3(a).
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Fig. 3. (a) dependences of the oscillations frequencies in energy
units on transverse (B ⊥ k) and longitudinal (B‖k) magnetic field
strength. (b) Angular dependence of the oscillations frequency for
three different magnetic field. Black squares are experimental data.
Lines are fits as noted in the text.

Figure 3(a) also shows dependence of the oscillations fre-
quency on the longitudinal magnetic field. The oscillations are
caused by quantum beats of Zeeman states |+1〉 and |−1〉 co-
herently excited by the linearly polarized pump. As seen this
dependence is well fitted by relation /E = h̄ω = gexµBB

that allows us to determine the exciton g-factor |gexc| = |ge‖ +
gh‖| = 3.2±0.01. Experiments show that these quantum beats
rapidly decay with characteristic time of about 20 ps which is
independent of magnetic field strength.

We also have studied quantum beats in tilted magnetic field
excited by the circularly polarized pump beam. Quantum beats
only with single frequency observed in this geometry of exper-
iment which is due to small exchange interaction in our QWs.
Angular dependence of the beat frequency for different mag-
netic field is shown in Fig. 3b. It is well described by equation

/E = h̄ω = µBB

√(
ge‖ cos θ

)2 + (ge⊥ sin θ)2 , (3)

that allows us to determine longitudinal and transverse com-
ponents of electron g-factor, |ge⊥| = 0.54, |ge‖| = 0.6. The
obtained electron and excition g-factor values can be used for
determination of the hole g-factor, |gh‖| = 2.6, which well
agrees with data obtained in Ref. [6].
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Abstract. Application of a magnetic field induces the optical second harmonic generation (SHG) in noncentrosymmetric
semiconductors. Different mechanisms of SHG, induced by the external magnetic field, have been experimentally studied in
semiconductors GaAs, CdTe and (Cd, Mn)Te. For diamagnetic GaAs and CdTe the SHG response is governed by orbital
quantization of electronic states, in contrast to paramagnetic (Cd, Mn)Te with its dominating spin quantization. The
mechanisms can be identified by the distinct magnetic field dependence of the SHG intensity.

Introduction

Among the nonlinear optical phenomena, second harmonic
generation (SHG) plays a particularly important role as the
simplest such process. An incident laser light beam Eω with
frequency ω creates a nonlinear polarization P2ω in a medium
at twice the frequency

P2ω ∝ χeee: EωEω , (1)

where χeee is a polar third rank tensor [1], which is determined
by the electron distribution in the crystal unit cell. Recently,
SHG has been proven to be a very powerful tool for prob-
ing magnetic and electronic structures of metals and insula-
tors [2,3,4]. Also semiconductors have been probed by SHG,
however, generally under very restricted experimental condi-
tions. Only lately, reports have been made on SHG over wide
spectral ranges, whose generation application of a magnetic
field was a central point [6,7,5].

Presence of an external magnetic field or spontaneous mag-
netization results in the occurrence of new nonlinear magneto-
optical contributions to optical second harmonic generation
[8,3]. The magnetic-field-induced contributions to the nonlin-
ear polarization can be written as [6]

P2ω ∝ χeeem: EωEωH0 + χeeekm: EωEωkωH0 , (2)

where the first term describes the leading order electric-dipole
SHG contributions in magnetic field H0 and the second term
takes into account explicitly the nonlinear magneto-optical spa-
tial dispersion.

In this paper we present an experimental study of the magne-
tic-field-induced SHG in model semiconductors GaAs, CdTe,
and (Cd, Mn)Te. For diamagnetic CdTe and GaAs the SHG re-
sponse is governed by orbital quantization of electronic states,
in contrast to paramagnetic (Cd, Mn)Te with its dominating
spin quantization. The mechanisms can be identified by the
distinct magnetic field dependence of the SHG intensity, which
scales as H 2-dependence observed for the diamagnetic case,
and it scales with the spin splitting for the paramagnetic case.

1. SHG in diamagnetic GaAs and CdTe

In the diamagnetic semiconductors GaAs and CdTe a strong
magneto-optical contribution to SHG was found by applying

external magnetic field. SHG spectra were recorded in trans-
mission geometry using 8 ns light pulses with a 10 Hz repetition
rate, generated by an optical parametric oscillator pumped by
the third harmonic of a solid-state Nd:YAG laser. The SHG
signals were detected by a liquid nitrogen-cooled charged-
coupled-device camera. A double pass monochromator and
optical filters were used to suppress undesired luminescence.
External magnetic fields up to 11 T were applied in theVoigt ge-
ometry perpendicular to the light wave vector: H0‖x and kω‖z.
The sample temperature was varied from 4.5 up to 300 K.

In electric-dipole approximation no χyyyx SHG signal is
expected for E2ω‖Eω‖y. It becomes allowed taking into ac-
count nonlinear magneto-optical spatial dispersion described
by Eq. (2). Surprisingly, for this geometry strong SHG signal
appears with an intensity that is 50 times larger than that for
the dipole-allowed χxyyx contribution (see results for GaAs in
Fig. 1). Temperature and field variations of this contribution
were studied. Fine structure of the SHG spectrum is caused by
the Landau-level (LL) orbital quantization [9] of valence and
conducting bands:

ELL = eh̄

c

[
1/2+Ne

me
+ 1/2+Nh

mh

]
H , (3)

where me and mh are the electron and heavy-hole effective
masses,Ne = Nh = 0, 1, 2, . . . are the Landau-level numbers.
We do not account here for the exciton Zeeman splitting which
does not exceed 1 meV below 7 T for GaAs.
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Fig. 1. SHG spectra of GaAs measured for kω‖z, H0‖x in geometry
E2ω‖Eω‖y. Inset shows the extended photon energy SHG spectrum.
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Thus, it is shown, that the magneto-optical contributions
to SHG are related with both electric-dipole and nonlinear
magneto-optical spatial-dispersion mechanisms. The phen-m-
nological analysis and model calculations of observed phenom-
ena confirm this conclusion.

2. SHG in paramagnetic (Cd, Mn)Te

Fig. 2 shows SHG spectra of Cd0.84Mn0.16Te measured in ex-
ternal magnetic field for kω‖z and H0‖x and for two polariza-
tion combinations. The integrated SHG intensity as a function
of external magnetic field is given in the inset. The Brillouin
function (it is shown by the solid line) describes the giant Zee-
man effect observed in diluted magnetic semiconductors [10].
The rotational anisotropies of SHG intensity were measured in
two different geometries E2ω‖Eω and E2ω⊥Eω.

The process of SHG in the vicinity of the semiconductor
band gap involves electronic states from the bottom of the con-
duction band and the top of the valence band. Application of
a magnetic field gives rise to Landau orbital quantization and
to spin splitting due to the Zeeman effect. For the sake of
simplicity, we do not include the Coulomb attraction between
electrons and holes in our consideration. For modelling the
optical spectrum, we consider here only transitions between
LLs with equal quantum numbers N = 0, 1, . . . for electron
and hole, as they have the largest oscillator strength and there-
fore dominate in the spectra. With these approximations, the
energy spectrum near the band gap can be described by:

E = Eg + ELL(N)+ EZ(S, J )+ EGZ(S, J ) . (4)

HereEg is the band gap andELL describes the LL quantization.
The third term in Eq. (4) accounts for the spin splitting due to
the Zeeman effect:

EZ(S, J ) = (Sge + Jgh)µBH , (5)

with projections on the field direction of the electron spin S =
±1/2 and the hole total angular momentum J = ±3/2, ±1/2.
ge(h) are the g-factors of electrons (holes). µB is the Bohr
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Fig. 2. SHG spectra of Cd0.84Mn0.16Te measured for kω‖z and H0‖x
and for two polarization combinations. Inset shows the integrated
SHG intensity vs. magnetic field, the solid line is a fit to the data with
the Brillouin function of Eq. (6). Polar plot shows SHG rotational
anisotropies measured in geometries E2ω‖Eω (light shaded area and
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magneton. The last term in Eq. (4) is the giant Zeeman splitting
in diluted magnetic semiconductors [10]:

EGZ(S, J ) = xS0N0

(
β

3
J − αS

)
B5/2

[
5µBgMnH

2kB (TMn + T0)

]
,

(6)
where gMn = 2, kB is the Boltzmann constant, and TMn is the
temperature of the Mn-spin system (in our experiment TMn =
T ). S0 and T0 are the Mn-Mn antiferromagnetic interaction
constants. B5/2 is the modified Brillouin function. N0α =
220 meV and N0β = −880 meV are the exchange integrals
for the conduction and valence band states, interacting with the
localized magnetic moments of the Mn2+ ions [10].

Spin and orbital quantization have different functional de-
pendencies on magnetic field. EGZ saturates with increasing
field, whereas ELL and EZ increase linearly. In wide band
gap semiconductors EZ is two orders of magnitude smaller
than ELL. For example, in CdTe at H = 10 T the exciton
Zeeman splitting does not exceed 0.1 meV, while the cyclotron
energy amounts to 10 meV. By contrast, in diluted magnetic
semiconductors EGZ varies up to 100 meV, and can become
comparable or even considerably larger than ELL. Therefore
in (Cd, Mn)Te one can realize situations in which either orbital
or spin quantization dominates.

In conclusion, magnetic-field-induced SHG has been stud-
ied in GaAs, CdTe and (Cd, Mn)Te over a wide temperature
range from 4.5 K up to room temperature. Two basically differ-
ent mechanisms responsible for observed SHG were disclosed
and distinguished: (i) orbital quantization plays a leading role
in the diamagnetic semiconductors GaAs and CdTe; (ii) spin
quantization prevails in the diluted magnetic semiconductor
(Cd, Mn)Te due to the giant enhancement of the Zeeman effect.
The different dependencies of the SHG intensity on magnetic
field allow for clear identification and distinction.
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Abstract. The magnetization kinetics in (Zn,Mn)Se/(Zn,Be)Se quantum wells is studied on a ps-time scale after pulsed laser
excitation. The magnetization induced by an external magnetic field is reduced by up to 30% within about 100 ps due to
spin and energy transfer from photocarriers to magnetic Mn ions. A model based on spin-momentum coupling in the
valence band is suggested for explaining this transfer.

Introduction

Manipulation of spins appears to be more challenging than ma-
nipulation of charges. Therefore it is crucial to develop a de-
tailed understanding of interaction mechanisms between spin
and other excitations in the solid, from which such a manipu-
lation might be achieved. Spin and energy transfer from pho-
toexcited carriers to magnetic ions in diluted magnetic semi-
conductors (DMS) is one of the key principles for ultrafast
control of the magnetization in spintronic devices.

In this work we report on the picosecond kinetics of the
magnetic-field-induced magnetization in DMS (Zn,Mn)Se/
(Zn,Be)Se quantum wells (QWs) after femtosecond optical ex-
citation. We find a very efficient spin and energy transfer from
the photoexcited holes to the magnetic ions even for fully spin
polarized holes. We explain this observation by mixing of the
heavy-hole and light-hole states at finite wave vectors, which
allows a multiple angular momentum transfer from each hole to
the Mn ion system without change of the hole spin orientation.

1. Experimental

The samples under study were three nominally undoped struc-
tures, which contain five 10 nm wide Zn1−xMnxSe QWs (x =
0.013, 0.03 and 0.1) separated by 20 nm Zn0.94Be0.06Se bar-
riers [1]. Experiments were carried out at a temperature T =
1.8 K in magnetic fields up to 6 T applied along the structure
growth axis. Light pulses (energy per laser pulse P = 1 nJ, fo-
cused on a spot of 100µm diameter) from a frequency doubled
160 fs Ti-sapphire laser (photon energy 3.1 eV) with a repeti-
tion rate reduced to 4 kHz generated carriers in the barriers. The
impact of laser pulses is twofold: they disturb the equilibrium
magnetization of the Mn system and they also permit photolu-
minescence (PL) detection of the magnetization dynamics.The
PL was detected using a single 0.5-m monochromator with
a streak camera. The giant Zeeman splitting effect in DMS
materials was used to monitor the dynamical changes of the
magnetization like in our earlier work [2, 3].

Fig. 1 shows two normalized spectral lines measured at
delays of t = 110 ps and t = 1500 ps after pulsed excitation
in a sample with x = 0.013 at B = 2 T. The spectrum at
later times is shifted to higher energies by δEmax = 2 meV.
This PL line shift arises from a decrease of magnetization in
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Fig. 1. Normalized PL spectra of Zn1−xMnxSe/Zn0.94Be0.06Se QWs
measured at delay times t = 110 ps (dashed line) and t = 1500 ps
(solid line) in time windows 10 ps and 220 ps correspondingly for
x = 0.013, P = 0.8 nJ, B = 2 T, T = 1.8 K. The inset shows
ten normalized photo-luminescence spectra measured at different
delays in a time window of 80 ps.

time. The inset in Fig. 1 shows several PL spectra for different
delays measured under the same conditions. No spectral shift
has been found at B = 0 T.

2. Analysis

To determine the PL peak energies, the spectra were analyzed
by Gaussian line-shape fits and the time evolution /M(t)/M

was obtained. /M(t)/M is plotted in Fig. 2 for two samples.
The /M = 0 peak energy value was taken from the PL line
energy measured at low excitation (P = 0.06 nJ) where no dy-
namical shift was detected. At small t < 20 ps we detect a sharp
rising edge, which cannot be resolved with our experimen-
tal setup. Further /M(t)/M increases and then saturates for
t > 600 ps at values /Mmax/M . The rise time of /M(t)/M ,
τM , is comparable with the PL decay time τPL = 160 ps (see
dotted line in Fig. 2). Within the experimental error,/M(t)/M

can be well described by the same time constant, as demon-
strated by the solid lines in Fig. 2, which are single exponential
fits using τM = τPL.

Both τM % τPL are independent of magnetic field and de-
crease on 30 for decreasing excitation power form P = 1
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energy for two values of B in a sample with x = 0.013. Straight
line shows the linear dependence on P .

to 0.06 nJ.
The dependence of /Mmax/M on excitation energy P for

x = 0.013 is shown in the inset of Fig. 2 for B = 1 and 2 T.
The dependencies follow to a good approximation a linear de-
pendence. The laser-induced changes of the magnetization are
remarkably large (up to 30%). No shift could be detected in the
sample with x = 0.1. The decrease of magnetization /M(t)

has to be associated with the dynamics of spin and energy
transfer processes from photoexcited carriers to the Mn-ion
spin system. We can exclude the influence of nonequilibrium
phonons generated during energy relaxation and nonradiative
recombination of carriers from consideration. These phonons
are known to be important on a longer time scale and at higher
excitation density [4, 5]. Therefore, the fast photoinduced
changes of the magnetization are dominated by direct spin and
energy transfer from hot photocarriers to the Mn ions. Due to
slow spin-lattice relaxation in Mn2+ ions [3] they accumulate
the transferred energy and spin and /M(t) increases continu-
ously with time, as long as photoexcited carriers are present,
saturating at a level /Mmax for times t > τM ∼ τPL.

In order to understand the mechanism of spin and energy
transfer that can provide the measured τM and the huge reduc-
tion of magnetization /Mmax, we analyze the results basing
on the theoretical approach developed in Ref. [6]. A single
spin flip-flop scattering between carrier and ion takes not more
than a few picoseconds, but the energy shuffled to the Mn ion
is rather small, e.g. µBgMnB = 0.23 meV at B = 2 T. The
transfer of significantly larger amount of energy requires mul-
tiple scattering, which in principle is possible within the typical
carrier lifetime of 100 ps. However, after the first flip-flop the
carrier has an unfavorable spin orientation and can no longer
transfer energy to an ion until its spin relaxes back by any
mechanism except exchange scattering with Mn. The latter
would reverse the effect of the original flip-flop process and
therefore cannot be considered as contribution to multiple spin
transfer, as it would transfer spin and energy back from a Mn2+
ion to a carrier. The electrons only can not explain the large

change in magnetization, because the reverse spin-flip transi-
tion is relatively slow (∼ 1 ns) [7]. Contrary to electrons the
spin-relaxation time of holes is very fast (∼ 0.1−1 ps) even
in nonmagnetic semiconductors. Due to the strong spin-orbit
coupling any momentum scattering of a hole likely changes
its spin state [8]. Therefore, the holes may undergo multi-
ple spin-flip transitions. However this is valid for the holes
whose kinetic energy exceeds the Zeeman splitting. For our
experimental conditions this is the case only for the first 50 ps
after laser excitation, when carriers relax energetically from
the barriers into the QWs. Analyzing the high-energy slope of
PL spectra measured at B = 0 for different delays hole tem-
perature at t = 80 ps can be estimated by Th = 32 K only.
This corresponds to a very low population of the high energy
states which can not provide enough flip-flops, even for mul-
tiple hole scattering. Therefore another mechanism has to be
considered, which can provide spin and energy transfer from
spin-polarized holes to the Mn2+ ions, while the initial and
the final states of the holes belong to the same spin subband
| + 3/2〉. Such from first sight very surprising scattering of
a hole at the contact potential of Mn2+ is possible due to the
(kJ)2 term with the 3D hole spin operator J (j = 3/2) in the
Luttinger Hamiltonian [9]. Due to this coupling, at finite k the
heavy hole state | + 3/2〉 becomes mixed with the light hole
state | + 1/2〉, resulting in non-zero matrix elements between
even and odd subbands.

3. Conclusion

To conclude, in DMS quantum wells hot carriers generated by
femtosecond laser pulses can efficiently transfer their excess
kinetic energy to the magnetic ions on a time scale of 100 ps
and thereby induce changes of the magnetization by up to 30%.
The analysis shows that a flip-flop mechanism is insufficient to
describe the data, which have been obtained in the regime of
strong spin polarization. A mechanism that can provide a large
effect on the magnetization through scattering of heavy-holes
within one Zeeman subband at Mn ions is suggested.
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Optical orientation of electron spins by linearly polarized light
in quantum well structures
S. A. Tarasenko
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. It is shown that absorption of linearly polarized light in low-dimensional semiconductor structures leads to spin
orientation of the photoexcited carriers. Theory of such optical orientation by linearly polarized light is presented for
(i) direct interband, (ii) direct intersubband, and (iii) indirect intrasubband (Drude-like) optical transitions in n-type quantum
well structures.

Introduction

Spin dynamics of charge carriers and, particularly, possibili-
ties of manipulating electron spins in semiconductor structures
is attracting a great deal of attention. Experimentally, one of
the most widespread and powerful methods for creating spin
polarization and investigating kinetics of spin-polarized carri-
ers is optical excitation with circularly polarized radiation [1].
The absorption of circularly polarized light results in spin ori-
entation of charge carriers due to a transfer of photon angular
momenta to the carriers. A characteristic feature of this spin
orientation is that it reverses the direction upon changing the
radiation helicity from left handed to right handed and vice
versa.

It is shown here that in low-dimensional semiconductor
structures spin orientation of carriers can be achieved by ex-
citation with linearly or even unpolarized light. Such “optical
orientation by linearly polarized light” is related to reduced
symmetry of nanostructures as compared to bulk crystals and
is forbidden in bulk cubic semiconductors. Microscopically, it
is caused by asymmetrical spin-dependent photoexcitation of
carriers followed by spin precession in an effective magnetic
field induced by the Rashba or Dresselhaus spin-orbit coupling.

1. Symmetry analysis

Possibility to achieve optical orientation by linearly polarized
light in nanostructures follows from symmetry analysis. Phe-
nomenologically, spin generation by light is described by

Ṡα = I
∑
βγ

χαβγ
eβe

∗
γ + eγ e

∗
β

2
+ I

∑
δ

φαδ i
[
e× e∗

]
δ
. (1)

where Ṡα is the generation rate of the spin component, I is
the light intensity, e is the unit vector of the light polarization
and e∗ is the complex conjugate vector. The pseudotensor φαβ
describes “conventional” optical orientation by circularly po-
larized light since the vector product i[e × e∗] is proportional
to the light helicity and vanishes for linearly polarized light. In
contrast, the symmetrized product (eβe∗γ + eγ e

∗
β)/2 is insensi-

tive to the light helicity for elliptically polarized radiation and
reaches maximum for linear polarization. Thus, the third-rank
tensor χαβγ describes spin orientation by linearly polarized
light.

Symmetry analysis shows that in bulk zinc-blende- or dia-
mond-type crystals, Td and Oh point groups, respectively, all
components of χαβγ vanish, and optical orientation of elec-
tron and hole spins can be achieved by circularly polarized

light only. In contrast, in low-dimensional structures nonzero
components of χαβγ do exist, allowing for spin orientation
by light of zero helicity. In particular, in (001)-grown quan-
tum wells (QWs) based on zinc-blende-lattice compounds,C2v
symmetry, optical orientation by linearly polarized light is de-
scribes by three independent constants

Ṡx = Iχxyzeyez, Ṡy = Iχyxzexez, Ṡz = Iχzxyexey, (2)

where x ‖ [11̄0] and y ‖ [110] are the in-plane coordinates,
z ‖ [001] is the QW normal, and the polarization vector e is
assumed to be real. It follows that the excitation with linearly
polarized light under normal incidence results in orientation of
electron spins along the QW normal, with the sign and mag-
nitude depending on the light polarization plane. Indeed, the
spin generation Ṡz is of opposite sign for the exciting light
polarized along the [100] and [010] crystallographic axes and
vanishes for the light polarized along the [11̄0] or [110] axes.
Generally, the dependence of the spin orientation on the light
polarization is given by Ṡz ∝ 2exey = sin 2ϕ, where ϕ is the
angle between the light polarization plane and the [11̄0] axis. In
low-symmetrical QWs of Cs class, i.e. (113)- or (110)-grown
structures, the tensor χαβγ contains eight independent con-
stants, and the in-plane spin orientation can be achieved even
under excitation with unpolarized light.

2. Microscopic model: Interband transitions

Microscopically, the optical orientation by linearly polarized
light is a two-stage process involving (i) asymmetrical spin-
dependent photoexcitation of carriers and (ii) spin precession in
an effective magnetic field induced by spin-orbit coupling [2].
The effect is most easily conceivable for direct transitions be-
tween the heavy-hole valence subband hh1 and the conduc-
tion subband e1 in QWs of the Cs point symmetry. In such
structures the spin component along the QW normal z is cou-
pled with the in-plane electron wave vector. This leads to k-
linear spin-orbit splitting of the energy spectrum as sketched
in Fig. 1, where the heavy-hole subband hh1 is split into two
spin branches ±3/2 shifted relative to each other in k-space.
Due to the selection rules the allowed optical transitions from
the valence subband hh1 to the conduction subband e1 are
| + 3/2〉 → |+ 1/2〉 and | − 3/2〉 → |− 1/2〉, as illustrated in
Fig. 1 by dashed vertical lines. Under excitation with linearly
polarized or unpolarized light the rates of both transitions coin-
cide. In the presence of the spin splitting, the optical transitions
induced by photons of the fixed energy h̄ω occur in the oppo-
site points of k-space for the electron spin states ±1/2. Such
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Fig. 1. Microscopic origin of the optical orientation of electrons
spins by linearly polarized light. Asymmetry of photoexcitation
followed by spin precession leads to appearance of average electron
spin.

an asymmetry of photoexcitation results in non-equilibrium
distribution where electrons with spin +1/2 propagate mainly
in one direction, kx > 0, and the electrons with spin −1/2
propagate in the opposite direction, kx < 0. Note, that such
an electron distribution represents a pure spin current, i.e. a
state where particles with opposite spins flow in opposite di-
rections, while the average electron spin is still zero. A net
spin orientation of the electron gas appears as a result of the
the subsequent spin dynamics of the carriers. The spin dy-
namics of the conduction electrons is known to be governed
by spin-orbit coupling that may be considered as an effective
magnetic field which acts on the electron spins. Of special
note is that the direction and strength of the effective field and,
correspondingly, the direction and strength of the Larmor fre-
quency of the field, Ωk, depend on the electron wave vector k.
Electron spins originally directed, according to the selection
rules, along or opposite to the QW normal precess in the effec-
tive magnetic field, which has non-zero in-plane component, as
shown in Fig. 1. Electrons with the initial spin+1/2 and wave
vector kx > 0 are affected by effective field with the Larmor
frequency Ωk, while carriers with the opposite spin,−1/2, and
opposite wave vector are affected by field with the frequency
Ω−k. Since the effective magnetic field induced by spin-orbit
coupling is an odd function of the wave vector, Ω−k = −Ωk,
the rotation axes for carriers with the initial spins ±1/2 are
opposite. As a result, the precession leads to an appearance
of spin component Sx > 0 for carriers with both positive and
negative kx as shown in Fig. 1, yielding a net spin polariza-
tion of the electron gas. Under steady-state excitation, the spin
generation rate is determined by the average angle of the spin
rotation in the effective magnetic field, similarly to the appear-
ance of a perpendicular spin component in the Hanle effect.

Direction of the optically oriented spins is determined by
light polarization and explicit form of spin-orbit interaction in
both the conduction and valence bands. The latter is governed
by the QW symmetry and can be varied. As mentioned above,
in (113)-grown QWs, absorption of unpolarized light leads to
orientation of electron spins in the QW plane, along x‖[11̄0].
In (001)-grown QWs spin orientation can not be achieved by
unpolarized light, but is allowed under excitation with linearly
polarized light. In the geometry of normal incidence, the ab-
sorption of linearly polarized light leads to spin orientation
along the QW normal. The corresponding spin generation rate

in the electron subband e1 for interband optical transitions from
the light-hole subband lh1 has the form

Ṡz = 2exey
(
γ (e1)
yx γ (lh1)

yx − γ (e1)
xy γ (lh1)

xy

) µτe

h̄3 Ṅ , (3)

where γ (ν)
αβ (ν = e1, lh1) are the constants describing linear in

the wave vector coupling between α-component of the electron
angular momentum and β-component of the wave vector in
the subbands e1 and lh1, respectively, µ = mem

‖
lh/(me +

m
‖
lh) is the reduced mass, me and m

‖
lh are the electron and

light hole effective masses in the QW plane, respectively, τe is
the momentum relaxation time, and Ṅ is generation rate of
electrons in the subband e1.

3. Microscopic model: Free-carrier absorption

Light absorption by free carriers, or the Drude-like absorption,
occurs in doped semiconductor structures when the photon en-
ergy h̄ω is smaller than the band gap as well as the intersubband
spacing, and also leads to spin orientation of carriers. This ef-
fect is mostly related to spin-dependent scattering [3]. Because
of the need for energy and momentum conservation, the free-
carrier absorption must be accompanied by electron scattering
from acoustic or optical phonons, static defects, etc. In systems
with a spin-orbit interaction, processes involving change of the
particle wave vector are spin-dependent. In particular, the ma-
trix element of electron scattering by static defects or phonons
in QW structures contains, in addition to the main contribution,
an asymmetric spin-dependent term which is linear in the wave
vector. Due to this spin-dependent asymmetry of scattering,
electrons photoexcited from the subband bottom are scattered
in preferred directions depending on their spin states. Such
asymmetry results in an electron distribution where particles
with opposite spins flow in opposite directions. Similarly to the
case of interband excitation, a net spin orientation of the elec-
tron gas appears as a result of the subsequent spin precession
in the effective magnetic field caused by spin-orbit coupling.

In conclusion, we note that optical orientation of electron
spins by linearly polarized light, considered here, can be ob-
served and studied with conventional methods for detection of
spin orientation, e.g. by analyzing circular polarization of lu-
minescence under electron-hole radiative recombination or by
means of the magneto-optical Faraday and Kerr rotation.
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Nuclear spin fluctuations in InP QDs
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Abstract. Effect of nuclear spin fluctuations on the electron spin polarization has been studied in the negatively charged
InP QDs. We found that, after rapid three-fold decrease, rest of the electron spin polarization relaxes with the nuclear spin
fluctuations lifetime of about 1 µs.

Introduction

Hyperfine interaction in A3B5 semiconductors are extensively
studied for a long time [1]. This interaction is considerably
enhanced in quantum dots (QDs) due to increased density of
strongly localized electrons at nuclei. Due to this localization,
even random correlation of nuclear spins may create a fluctu-
ating effective magnetic field which is capable to remarkably
affect the electron spin. In particular, this effect may destroy
spin orientation that hampers the realization of spin memory
devices based on QD structures. As it was discussed theoreti-
cally [2, 3], the nuclear spin fluctuations (NSF) can cause the
three-fold decrease of the electron spin orientation in nanosec-
ond time scale. Rapid decrease of spin polarization is really
observed in kinetics experiments for InAs QDs [4]. A strong
variation of spin polarization in small longitudinal magnetic
field (Faraday configuration) was also treated as to be caused
by the NSF [5, 6]. However, to contrast to the theoretical pre-
dictions [2, 3], the total, rather than three-fold, electron spin
depolarization has been observed under certain experimental
conditions.

Here we report on further study of effect of NSF on the
electron spin polarization in the negatively charged InP QDs.
We found that, after rapid three-fold decrease, rest of the elec-
tron spin polarization relaxes with the NSF lifetime. We have
performed real-time experiments which allowed us to estimate
the NSF lifetime.

1. Experiment and discussion

A heterostructure under study contains one layer of the InP QDs
between the InGaP barrier layers. The average base diameter
of the QDs is of about 40 nm and the height 5 nm, the areal QD
density is 1010 cm−2. Charged state of the QDs was controlled
by an external bias applied to top of the sample. It was found
that the QDs contain one resident electron per dot on average
at Ubias = −0.1 V [7].

For study of spin dynamics, we have used a photolumines-
cence (PL) pump-probe method [8]. In this method, a strong
circularly polarized (σ+ or σ−) pump pulse creates spin polar-
ization of the resident electrons (see inset in Fig. 1). The po-
larization is then tested as the polarization variations of the PL
excited by the σ+-polarized probe pulses delayed in time rela-
tive to the pump pulse. Exploiting this method, we managed to
study the spin dynamics in a wide time range from picoseconds
to milliseconds. Spin polarization of resident electrons was
detected by means on the negative circular polarization (NCP)
observed in the PL kinetics as well as in the time-integrated
PL [8].
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Fig. 1. Kinetics of the PL polarization degree at the two-pulse exci-
tation. Inset: time diagram of the polarized pump-probe experiment.

Fig. 1 shows kinetics of circular polarization of the PL mea-
sured for the co- and cross-polarized pumping with the pump
beam being 20 times stronger than the probe beam. As seen, the
kinetics reaches some constant value which is strongly nega-
tive for the co-polarized (σ+σ+) and positive for the cross-
polarized (σ−σ+) pump-probe excitation. This difference,
/NCP, reflects different spin orientation of the resident elec-
trons created by the σ+- and σ−-polarized pump pulses. Be-
sides, it reflects high stability of the electron spin polarization
which does not destroyed during the 10-ns delay of the probe
pulses.

The spin polarization is very sensitive to the value of ex-
ternal magnetic field, B, applied along the optical axis and,
correspondingly, the photocreated electron spin orientation.
In particular, there is approximately three-fold difference in
/NCP for B = 0 and 0.1 T (see Fig. 1). This difference has
been treated in Refs. [5, 6] as the effect of NSF. The effect is
suppressed when B is larger than the effective magnetic field
of NSF, δBN.

Difference,/ρ, of the PL polarizations under co- and cross-
polarized excitations has also been measured in dependence on
the time delay t0 in the much larger time scale. Fig. 2 shows the
time dependence of/ρ integrated over the PL pulse at different
magnetic field values.

As seen, /ρ and, correspondingly, spin polarization per-
sists for tens of microseconds for B > 0.03 T and decays
faster at smaller magnetic field. Simultaneously, amplitude of
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the polarization measured at delay t0 =2µs decreases with de-
creasing B. Both the tendency were measured systematically
and presented in Fig. 3.

We consider these results as clear evidence for small life-
time of NSF relative to the electron spin lifetime measured in
presence of the external magnetic field suppressing the NSF ef-
fect. For zero magnetic field, the spin relaxation time is ruled
by the variation of orientation and amplitude of NSF, in fact
by the NSF lifetime. Though our results are noisy, analyzing
all set of the experimental data obtained we can estimate this
lifetime, as to be of about 1 µs.
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Abstract. The circular photogalvanic effect induced by infrared and terahertz radiation, has been observed in (0001)-oriented
GaN low-dimensional structures. The photocurrent changes sign upon reversing the radiation helicity demonstrating the
existence of spin-splitting of the conduction band in k-space in this type of materials. The observation suggests the presence
of a sizeable Rashba type of spin-splitting, caused by the built-in asymmetry at the AlGaN/GaN interface.

Introduction

Gallium nitride is a potentially interesting material system for
spintronics since it is expected to become ferromagnetic with
a Curie-temperature above room temperature if doped with
manganese [1]. Long spin relaxation times observed in this
material are another promising property for possible applica-
tions [2]. Little is known so far about spin orbit interaction in
GaN based heterojunctions like existence of spin-splitting in
the band structure which would provide a potential handle for
spin manipulation.Strong spin-orbit effects are expected to be
in narrow-gap materials only [3]. However, a large piezoelec-
tric effect which causes a strong electric field at theAlGaN/GaN
interface and the strong polarization induced doping effect, on
the other hand, may result in a sizeable Rashba contribution
(∼ 1 meV) to spin-splitting of the band due to spin-orbit inter-
action [4].

Here we report on the observation of the circular photogal-
vanic effect (CPGE) with strength comparable to that observed
in GaAs and InAs quantum well structures [5] which unam-
biguously demonstrates a substantial Rashba splitting of spin
subbands in GaN based heterojunctions.

Experimental results and discussion

Both AlGaN/GaN low-dimensional structures and bulk GaN
belong to the family of wurtzite-type semiconductors which
are gyrotropic. In these media the spin-orbit part of the Hamil-
tonian has the form

ĤSO = α[σ × k]z . (1)

Here σ is the vector of Pauli matrices, k wavevector and the z-
axis is directed along the hexagonal c-axis [6]. In bulk wurtzite
materials the constant α in the Hamiltonian (1) is solely due
to bulk inversion asymmetry (BIA). In heterostructures, an ad-
ditional source of k-linear spin splitting, induced by structure
inversion asymmetry (SIA), exists.

By optical excitation with circularly polarized light spin-
up and spin-down subbands get non-uniformly populated in
k-space. This is a consequence of optical selection rules and
energy and momentum conservation, leading to a current which
is probed in experiment. The fingerprint of the CPGE pho-
tocurrent is its dependence on the helicity of the radiation
field. The current reverses its direction by switching the light’s
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Fig. 1. Photocurrent in AlGaN/GaN heterojunction normalized by
the radiation power P as a function of the phase angle ϕ defining
helicity (angle of incidenceI0 = ±30◦). The dashed and solid lines
represent calculated curves after Eq. (2).

polarization from right-handed circular to left-handed circular
and vice versa. The experiments were carried out on
Al0.3Ga0.7N/GaN heterojunctions grown by MOCVD on a
C(0001)-plane sapphire substrates. The electron mobility in
the 2DEG was typically about 1200 cm2/V s at electron den-
sity (1−1.4)×1013 cm−2 at room temperature. The experi-
ments were carried out in MIR and FIR spectral ranges. The
current j generated by the circularly polarized light in the un-
biased samples was measured at room and liquid nitrogen tem-
peratures via the voltage drop across a 50 � load resistor in a
closed circuit configuration.

Irradiating theAlGaN/GaN heterojunction by circularly po-
larized light at oblique incidence, as sketched in the inset of
Fig. 1, causes a photocurrent signal. The current reverses its di-
rection by switching the sign of the radiation helicity. The fact
that the current is proportional to the radiation helicity proves
the circular photogalvanic effect as origin of the photocurrent.
The observed dependence of the photocurrent on helicity and
angle of incidence can be described by phenomenological the-
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ory adapted to wurtzite-type low-dimensional systems. Equa-
tion (1) leads to a CPGE current in the plane of theAlGaN/GaN
heterojunction:

j = Pcircγ ê‖ = sin 2ϕγ ê‖ , (2)

where Pcirc and ê‖ are the degree of circular polarization and
the projection onto the heterostructure plane of the unit vector
ê pointing in the direction of the light propagation, respec-
tively. The second-rank pseudotensor γ is proportional to the
spin-orbit constant α. It has two nonzero components and is
discribed by one linearly independent constant

γxy = −γyx , γii = 0 .

It means that the photocurrent always flows perpendicularly to
the plane of the radiation incidence. As shown in Fig. 1 the
experimental results correspond to Eq. (2).

The effect is observed for all wavelengths used between
9 µm and 496 µm. While the overall signature is the same
the strength of the photocurrent depends on the wavelength
(see Fig. 2). The spectral dependence of the CPGE in the THz
range (λ ≥ 77 µm) agrees with the expected behaviour of the
CPGE for indirect (Drude-like) optical transitions. However
the rapid resonance-like increase of the signal at short wave-
lengths (see inset of Fig. 2) obtained with the Q-switch CO2
laser (9.2−10.8 µm) cannot be explained by this mechanism.

We ascribe this spectral dependence to resonant direct inter-
subband optical transitions between the ground and the first ex-
cited size-quantized subbands. In GaN low-dimensional struc-
tures, which are not yet sufficiently investigated, spectroscopic
data are still not available. However, we estimate that the en-
ergy separation between the two lowest subbands should be
about 150 meV in the approximation of the triangular quantum
well. This value slightly exceeds the photon energies used in
our experiments. It is not surprising because the real shape
of the quantum well is nonlinear and strength of the electrical
field significantly falls as the distance from a surface increases.
More accurate comparison needs self-consistent solution of
Schrödinger and Poisson’s equations. In addition to the CPGE
current detected in the direction normal to the in-plane wave
vector of radiation a signal is also observed along the in-plane
propagation direction. This signal has equal magnitude and
the same sign for right- and left-handed circularly polarized
radiation and is ascribed to the linear photogalvanic effect and
the photon drag effect [5].

The observation of the CPGE with strength comparable to
that observed in GaAs and InAs quantum wells unambiguously
demonstrates a substantial Rashba splitting of spin subbands in
AlGaN/GaN heterojunctions. In contrast to zinc-blende based
III–V QWs, where interference of BIA and SIA results in vary-
ing angles between electron spin and its momentum, k, for
different crystallographic directions, the electron spin in GaN
heterojunctions is always perpendicular to k. This is demon-
strated by our experiments where the CPGE current always
flows perpendicular to ê‖ and does not change its amplitude
if the in-plane direction is varied. The reason of this axial
isotropy is that both, BIA and SIA, lead to the same form of
spin-orbit interaction given by Eq. (1).
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double quantum well magnetoresistance dependencies
on the perpendicular and parallel field components
M. V.Yakunin1, Yu. G. Arapov1, V. N. Neverov1, S. M. Podgornyh1, N. G. Shelushinina1, G. I. Harus1,
B. N. Zvonkov2 and E. A. Uskova2

1 Institute of Metal Physics, Ekaterinburg, Russia
2 Physical-Technical Institute at Nizhnii-Novgorod State University, Russia

Abstract. Precise scanning of the (B⊥, B||) plane while measuring magnetoresistance of the n-InGaAs/GaAs double
quantum well (DQW) reveals a number of peculiarities connected with the intricate DQW energy spectrum, which are
analyzed on the basis of quasiclassical calculations. Magnetic breakdown effects are also considered. Spin effects observed
are enhanced in this heterosystem compared with the traditional n-GaAs/AlGaAs DQWs.

Introduction

Interplay of spin- and isospin effects in a double quantum well
(DQW) brings a new physics into quantum magnetotranspoprt
phenomena [1], and InAs-based heterostructures are of interest
in this aspect [2] since in the GaAs/AlGaAs DQWs (in which
system almost all the DQW investigations have been performed
so far) the GaAs layers are characterizedby a very small Lande
factor |g| = 0.4.

1. Experimental

We present data on magnetoresistivity ρxx( 'B, ϕ) measured in
tilted magnetic fields 'B(B⊥, B||) (ϕ — angle between 'B and
the normal B⊥) of n-InxGa1−xAs/GaAs (x ≈ 0.2) DQW with
thorough scanning of the (B⊥, B||) plane. InGaAs QWs are
5 nm wide, GaAs barrier — 10 nm, initial 2D electron gas total
density ns = 2.3×1015 m−2. After exposure to IR illumina-
tion ns increases about a factor of 1.5, and this value remains
constant within about 0.5% during the whole experiment cycle.
Measurements were held at 1.8 K in a precision rotator with
0.1◦ rotation step guaranteed.

2. Results and discussion

The data are shown before (Figs. 1a, 2a, 3) and after IR illumi-
nation (Fig. 1b, 2b, 4) as the sets of ρxx(B⊥) traces at different
B|| fixed (Fig. 1) or as ρxx(B⊥, B||) surfaces (Fig. 2) and the
gray scale maps (Figs. 3, 4) with the superimposed calculated
trajectories describing the (B⊥, B||) combinations at which the
Fermi energy is crossed by the N = 0, 1, 2… Landau levels,
with two spin orientations considered.

The DQW energy dispersion E(kx, ky) at nonzero B|| is a
complex formation consisting of an inner surface with the fixed
energy cross-sections in the shape of Lens and an outer one with
the Peanut cross-sections. The above mentioned (B⊥, B||) tra-
jectories are a set of descending lines for the inner surface and
of ascending lines for the outer one (Figures 3, 4). Addition-
ally, the electron motion in circle orbits is possible with jumps
between the Lens and Peanut orbits corresponding to the mag-
netic breakdown effect (MB) [3, 4].

The main peculiarities observed in ρxx(B⊥, B||) are: the
peak at filling factor ν = 1.5 (left figures) moves to lower B
with increasing B|| while the peak ν = 3 moves to higher B⊥
and, contrary to the ν = 1.5 peak, changes its shape that is
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Fig. 1. Evolution of ρxx(B⊥)with increasing field componentB|| =
0(1)8 T parallel to the layers. (a) In the initial state. The Quantum
Hall resistivity added. (b) After illumination. Insert: the initial and
illuminated states at B|| = 0 compared.

especially pronounced in the after-illumination state (right fig-
ures). In the latter case it also splits at high B||. Figures 4a, b
indicate that the splitting is due to the spin-split MB, which is
the main process at high magnetic fields, with effective g-factor
|g∗| = 3 for the N = 1 Landau level. The sharp transforma-
tions of the ν = 3 peak at low B|| is due to that Lens (N = 0)
and Peanut (N = 1) trajectories move in opposite directions.
This Lens trajectory manifests experimentally in Figures 2b, 4
as bulbs on the ρxx(B||) ridges for ν = 5, 7, 9, . . .. Spin
split-off ν = 1.5 peak position in Fig. 3 indicates the higher
spin splitting than is obtained from calculations, signifying the
enhancement of the effectiveg-factor due to many body effects.
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Strain relaxation for controlled nanostructure geometry:
from growth-organizing dislocation networks to nanowhiskers
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Abstract. We first show how the study of the interface between two identical but disoriented semiconductor crystals lead us
to design dislocation networks which at the same time are efficient for organizing the growth of strained nanostructures and
have an easily tunable geometry. The key factor in obtaining such networks is the interaction between the dislocations
accommodating the disorientations. We then calculate the effect of strain relaxation at the free surfaces on the elastic energy
of a misfitting layer grown at the top of a nanowhisker.

Introduction

The study of strain relaxation in hetero- and nanostructures
has a long history. Whereas much of the earlier efforts were
directed at avoiding plastic relaxation in order to benefit from
the unique physical properties of the strained structures, strain
was later also used as a tool for the fabrication of novel nanos-
tructures, such as self-assembled quantum dots [1]. A natural
development of this approach is to go from self-assembled to
artificially-organized nanostructures. This contribution is de-
voted to two methods for obtaining highly strained nanostruc-
tures while retaining a well-defined geometry of the strained
material, which is usually not the case with self-assembly.

In section 1, we show how a detailed study of the interface
between two disoriented GaAs crystals lead us to design dislo-
cation networks with tunable periodicity, which have already
demonstrated a potential for the regular organization of strained
nanostructures. In the second part, we consider another type
of artificial nanostructures, nanowhiskers. These are candi-
dates for the fabrication of highly strained heterostructures of
well-defined geometry with thicknesses well beyond the criti-
cal thickness for standard planar layers. As a first step towards
the calculation of the critical parameters for such systems, we
quantify the huge reduction in elastic energy afforded by their
lateral free surface.

1. Designing dislocation networks for the ordered growth
of semiconductor nanostructures

1.1. Introduction

Quantum dots (QDs) may form spontaneously when a semicon-
ductor is deposited epitaxially on a mismatched substrate [1],
but the sizes, shapes, compositions and spatial distribution of
the QDs usually remain fairly uncontrolled. A promising way
to order and regularize QDs is to use the strain field induced at
the growth front by a shallowly buried 2D dislocation network
(DN) [2]. The strain field has the same periods as the DN and
should affect the surface fluxes of the deposited species and
the nucleation sites of the QDs. By choosing appropriate DNs,
it should be possible to order laterally QDs having identical
shapes and sizes.

The DNs should be efficient and have an easily tunable
period. However, these two requirements seem incompatible.
In practice, tunability requires the use of the wafer bonding
technique; a subsequent nearly complete removal of one of
the two crystals leaves only a thin layer bonded on a thick

substrate [3, 4]. The lattice parameter mismatch and disorien-
tations between the bonded crystals determine the characteris-
tics of the interfacial DNs which accommodate them. Lattice
mismatch is accommodated by dislocations with in-plane edge
components, which are deemed efficient because they produce
dilatational strain; however, their period is fixed by the mis-
match and therefore not tunable. Conversely, twist is accom-
modated by screw dislocations. Their period depends directly
on the twist and is easily tunable, but they produce only surface
shear strains which have little effect on QD formation. In the
following, we show that this is an oversimplification and that,
because of dislocation interaction, wafer bonding may produce
DNs which are both efficient and tunable. The discussion is
based on our study of bonded GaAs bicrystals by transmis-
sion electron microscopy (TEM) [5], but should apply in many
cases.

1.2. Summary of the experimental observations

We bond two halves of a single GaAs crystal having a vici-
nal [001] surface with steps close to a 〈100] orientation, after
rotating them by an angle π/2 + θtwist around their common
normal. The resulting disorientations are (i) a tilt θtilt around
the bisector ub of the two step directions, here close to a 〈110]
direction hereafter called [110] (we do not distinguish the or-
thogonal 〈110] directions), and (ii) a twist θtwist. Recall that
in such crystals, all dislocations have Burgers vectors (BVs) of
type b = (a/2) 〈110〉, with a the lattice parameter. As a first
approximation (Fig. 1(a)), we expect the twist to be accom-
modated by a square network of screw dislocations of period
Dtwist = b/ [2 sin(θtwist/2)], aligned respectively on [110] (la-
bel ’1’) and

[
1̄10
]

(label ’2’). On the other hand, as in the
case of Si/Si [3] and GaAs/InP [4] bonding, the tilt should
be accommodated by a 1D network of mixed dislocations (la-
bel ’m’) aligned on ub. Whereas the screw dislocations have in-
plane BVs, the BVs of the mixed dislocations have an in-plane
component but also an edge component along [001]. Only the
latter, of modulus a/2, accommodates tilt; hence, the period
of the mixed network should be Dtilt = a/ [4 sin(θtilt/2)]. The
mixed dislocations have eight possible BVs, but only four of
these remain if, in order to minimize the total number of dislo-
cations and thereby their energy, we assume that all the normal
(tilt-accommodating) components are identical; we take it as
positive along [001].

We first briefly summarize the deviations from this simple
picture that we observe experimentally in a typical specimen
with θtwist and θtilt less than a few degrees (Fig. 1(b)). First, the
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Fig. 1. Schematics of the expected (a) and observed (b) interfacial
dislocation networks. Fine and thick lines show respectively (quasi)-
screw (1,2) and mixed (m) dislocations. The small rotations with
respect to the crystallographic axes are not shown.

dislocations of subnetwork 1 (BV b = (a/2) [110]) have lines
rotated with respect to [110] by a small angle ω1; moreover,
their period D1 is well above Dtwist. Second, screw subnet-
work 2 interacts with the mixed dislocations, so that it is com-
posed of segments close to

[
1̄10
]

(rotated by a small angle ω2)
with BV b = (a/2)

(
11̄0
)
; its period is D2 % Dtwist. Finally,

dislocation interaction also transforms each ideal mixed line in
a zigzag sequence of segments, as already observed in other
cases [3, 4, 6].

1.3. Interpretation

It is striking that screw subnetwork 1 has a period larger than
expected. This can be understood by considering the 2D net-
work formed by the interaction of subnetworks 2 and m, a unit
cell of which is drawn in Fig. 2. Nodal conservation rules [7]
imply that each segment of mixed dislocation has its own BV
and that only two ’a’ and ’b’ sequences of BVs are possible
along a given mixed line; along each sequence, two of the
four possible BVs mentioned earlier alternate. Any sequence
is fully determined once one segment is known, but sequences
corresponding to two mixed dislocations (e. g. m1 and m2 in
Fig. 2) are a priori independent. If, in a sequence, the two
types of segments are of equal lengths, their edge components
cancel. On the other hand, the two sequences have different to-
tal screw components (Fig. 2). A ’b’ sequence produces large
screw BV components; the sum of two consecutive compo-
nents is along

[
1̄1̄0
]

and induces a twist in the same rotational
direction as screw subnetwork 1. Conversely, ’a’ sequences
produce a smaller twist in the opposite direction. Hence, if ’b’
sequences dominate, part of the twist can be accommodated by
the mixed dislocations instead of the screw dislocations of sub-
network 1. Less of the latter are then needed, which explains
why D1 > Dtwist. This ’replacement’ is possible because the
average mixed lines and subnetwork 1 are nearly parallel; noth-
ing similar occurs for subnetwork 2, hence D2 % Dtwist. The
total dislocation length is thereby reduced, which makes the
mechanism energetically favorable.

We confirm this mechanism in two ways. First, by using
Frank’s formula [7] and measured values of the periods D1,
D2, Dm and angles ω1, ω2, we can calculate the ratio of the
numbers of ’a’ and ’b’ sequences and check that ’b’ sequences
indeed dominate [8]. Second, TEM dislocation contrast anal-
ysis identifies the BV of each segment, and therefore the type
of each sequence: in Fig. 2, full (resp. dashed) ellipses indi-
cate segments strongly contrasted in TEM images formed with
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Fig. 2. Unit cell of the growth-organizing DNs. m1, m2: mixed
dislocations. On-line arrows: conventional line orientation. Near
each segment are given the possible BVs (in ellipses, with factor a/2
omitted) and the screw and edge components of their in-plane pro-
jection (fine arrows); ’a’ and ’b’ sequences are shown above and
below the mixed segments.

diffraction vectors along [200] (resp. [020]) [4]. These images
confirm the prevalence of ’b’ sequences.

1.4. Growth-ordering dislocation networks

These results allow us to design DNs likely to order and regu-
larize the growth of stressed nanostructures. Pushing the ’re-
placement’mechanism to its extreme, we see that screw subnet-
work 1 can be fully eliminated provided that there are enough
mixed dislocations to accommodate that part of the tilt which
subnetwork 1 usually accommodates. It does not even matter
if there are too many mixed dislocations since the proportion
of ’b’ and ’a’ sequences can adjust to yield the exact amount
of tilt needed. Such DNs were fabricated by setting the twist
close to zero, keeping enough tilt to have D2 > Dm. TEM
confirms the absence of subnetwork 1.

We are now left with a simple hexagonal network (Fig. 2).
Let us see why generating such patterns is essential for the
subsequent growth of nanostructures. The in-plane edge com-
ponents of two consecutive segments of each mixed dislocation
have opposite directions (Fig. 2). Hence, the strains induced
on a given side of the interface by each sequence alternate be-
tween in-plane dilatation and contraction, as indicated by ’+’
and ’−’ in Fig. 2. These signs remain arbitrary as long as we do
not specify relatively to which crystal the figure is drawn. Let
us assume that ’+’ corresponds to an expansion in the crystal
on which growth will proceed. Fig. 3 shows several hexagons
of the DN and the dilatational surface strain induced by each
mixed segment. Screw segments remain neutral, since they
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Fig. 3. Schematics of DN and strain pattern. + and − denote
dilatation and contraction above the interface. Full (resp. dashed)
ellipses: preferred region of growth for InAs (resp. GaAs).
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only induce shear. Thus, dislocation interaction and elimina-
tion of screw subnetwork 1 generates a periodic 2D pattern of
alternating compressed and dilated areas at the surface. The lat-
ter should favor the localized growth of materials having larger
lattice parameters than GaAs, for instance InGaAs alloys.

Our first experiments confirm that this is the case, although
we have not yet obtained proper QDs. Indeed, we observe that
during a standard growth sequence, the thicknesses of both
the GaAs buffer layer and the InAs layer vary. Moreover, the
periods, orientations and positions of these corrugations are
correlated with those of the underlying DN. More details are
given elsewhere [9].

To conclude, we have designed DNs which at the same time
are efficient for growing ordered nanostructures and have an
easily tunable geometry. Efficiency results from dislocation
interaction, which produces sequences of segments creating
zones alternatively under tension and compression. Tunability
is achieved by selecting the crystal miscut to vary the period of
the mixed network and, even more easily, by imposing a given
twist between the bonded crystals, which directly determines
the period of the remaining screw DN.

2. Strain relaxation in nanowhiskers

Semiconductor whiskers with micrometric diameters were first
fabricated more than 40 years ago [10]. Using modern epi-
taxy techniques, whiskers with much smaller diameters have
recently been grown, in particular in several semiconductor
systems. The interest in these nanowhiskers partly stems from
their potential applications in nanoelectronics and nanooptics.
The whiskers usually grow perpendicularly to the substrate
with lengths up to several tens of micrometers and diameters
in the nanometer-micrometer range.

For applications, it is essential to master the fabrication of
whiskers containing strained heterostructures. Whiskers are
particularly promising in this respect because they have free
surfaces not only at the top but also at the side, which should
allow efficient lateral stress relaxation (much more than for a
quantum dot on a thick substrate). A given material is there-
fore expected to have a larger critical thickness for plastic re-
laxation when grown on a misfitting whisker ’substrate’ than
on a bulk substrate. Following the first experimental demon-
strations [11], thick layers of highly misfitting materials might
soon become widely available.

However, the increase in critical thickness has not been cal-
culated yet. Ertekin et al considered a strained heterostructure
made of two semi-infinite misfitting cylinders [12]. Obviously,
this geometry is not suited to the determination of a critical
thickness and, not surprisingly, these authors only estimated a
critical diameter.

As a first step towards the calculation of critical parameters
pertaining to nanowhiskers, we summarize our calculations of
strain relaxation for whiskers with heterostructures. Consider
a semi-infinite cylindrical whisker of radius r0 with a free top
surface. The upper part of the cylinder, of height h, is made of a
material having a misfit ε0 with respect to the lower part (Fig. 4).
Calculations are carried out in the framework of linear isotropic
elasticity, taking identical Young moduli E and Poisson ratios
ν for the two materials.

Although such calculations can be performed numerically,
we prefer finding approximate analytical solutions that will
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Fig. 4. Nanowhisker with a misfitting top layer. Variation of the
elastic energy of the system as a function of the layer aspect ratio,
normalized to the energy of the same volume of a 2D layer grown
on a semi-infinite substrate with the same misfit (ν = 1/3).

subsequently allow us to treat the plastic relaxation of the struc-
ture more easily. We start from the analytical solution for a mis-
fitting region of finite height in an infinite cylinder [13], which
satisfies the boundary conditions for stresses on the lateral free
surface (σrr = 0, σrz = 0) but not on the upper free surface
(σzz = 0, σrz = 0). We then add an extra stress field which
nearly cancels these stresses without generating new stresses
on the lateral surface.

Fig. 4 shows the variation, as a function of the layer aspect
ratio, of the elastic energy W stored in the whole system, nor-
malized to the energy W2D = Eπhr2

0 ε
2
0/ (1− ν) stored in the

same volume cut in a 2D strained layer coherently grown on a
semi-infinite substrate with misfit ε0.

The effect of strain relaxation at the lateral surface is huge.
Even for low aspect ratios, the elastic energy is considerably
reduced, for instance to a quarter of its 2D value for h/ (2r0) %
0.1. This opens wide prospects for the growth of highly misffit-
ting heterostructures of uniform thickness and diameter, which
are indeed QDs of well-defined geometry.
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Abstract. Tall silicon nanopillars was grown on silicon 〈111〉 wafers by molecular beam epitaxy (MBE) technique. Volume
density of nanopillars (NP) was found by scanning electron microscopy (SEM) and it was revealed that NP grown are single
silicon nanocrystals with hexagonal symmetry and with glassy lateral facets. Spectroscopic ellipsometry (SE) in range
1.5–4.77 eV displayed homogeneity of nanopillars in plane. Electrical current-voltage (IV) dependences revealed Shottky’
barrier effect.

Introduction

Small whiskers (or nanowires) are of the increasing interest due
to their physical properties as well as their potential for new
Nanodevices such as nanophotonics [1–3] and ULSI silicon mi-
croelectronics [4]. Comprehensive studies on the vapor-liquid-
solid (VLS) grows of whiskers of silicon and other materials
with sizes down to the 100 nm range already started in the
sixties and seventies [5, 6]. At first semiconductor nanopillars
were used as quantum dots and single-electron nanodevices [7–
9]. During recent years remarkable progress has been achieved
in the way of molecular beam epitaxy of silicon whiskers [10].
However, the studying of their electrical and optical properties
till now has not been executed properly. The aim of this work
was to investigate structural, optical and electrical properties
of tall silicon nanopillars grown by means of MBE technique.

1. Experimental

After cleaning by the conventional RCA procedure, 〈111〉 ori-
ented 5′′ Si wafers were used as substrates. The small droplets
of gold, formed from a thin film of Au, were used as seeds for
whiskers growth. The both Si molecular flux and Au molecu-
lar flux had been generated by e-beam evaporators. During the
following nanopillars growth the permanent Si flux amounted
0.05 nm/sec. The samples were investigated by scanning elec-
tron microscopy (SEM), Spectroscopic ellipsometry and IV
characterization.

The Au-caps on the top of nanopillars can be seen in both
Fig. 1 and Fig. 2. Hmin = 585 nm and Hmax = 888 nm
are heights of thick NP and thin NP, respectively. Evaluation
of volume parts of both thin and thick nanopillars and also
average distance between nanopillars in several points where
spectroscopic ellipsometric spectra were made are given in the
Table.

The I–V curves nonlinear diode-like type with large dif-
ference of direct and reverse current were obtained on silicon
nanopillars with top Al contact.

2. Conclusion

It was found by scanning electron microscopy (SEM) that
nanopillars are silicon nanocrystals with hexagonal glassy lat-
eral facets which have the Au-caps on the top of them as shown
earlier [10]. Volume density of nanopillars, their heights and

Fig. 1. SEM-image of tall NP on Si substrate.

Fig. 2. SEM top view on Si NP with hexagonal facets.

average distance between them were obtained by SEM. Spec-
troscopic ellipsometry (SE) in range 1.5–4.77 eV displayed
disagreement in spectra of dielectric function of single Si and
pseudodielectric function of nanopillars. Shottky’ barrier ef-
fect was exhibited in IV diode-like dependences. Electrical
properties of the nanopillars correspond to ones of c-Si heavily
doped by Au impurity as theory predicts [11]. It was found the
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Table 1.

Average NP Thin NP Thick NP
Measurement NP volume volume volume
point distance density density density
in Fig. 3 (nm) (%) (%) (%)

4 739 7.8 2.2 5.6
5 854 6 1.4 4.6
6 725 7.8 3.3 4.5
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increasing of photocurrent caused by the illumination of near
infrared light.
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Abstract. Mechanisms of nanowire formation during MBE are studied theoretically within the frame of a kinetic model that
accounts for the ad-atom diffusion on the substrate surface and on the nanowire sidewalls. It is shown that the ad-atom
diffusion considerably increases the vertical growth rate of nanowires and also to modify the observed length-diameter
dependences. The results of experimental investigations of GaAs nanowires grown by MBE on the GaAs(111)B surface
activated by Au at different conditions are presented and analyzed. Theoretical and experimental data are compared to each
other and a good correlation between them is demonstrated.

Renewed interest in the fabrication of semiconductor nanowi-
res, also known as nanowhiskers (NWs), is stimulated by recent
advances in their use as building blocks for various electronic,
optical and biological applications. Techniques of growth of
Si and III–V NWs with a length up to ten microns and a diam-
eter of only tens of nanometers have been developed and high
quality freestanding NW arrays have been obtained. Gener-
ally accepted mechanism of NW formation is usually referred
to as the vapor-liquid-solid (VLS) growth. In the traditional
adsorption-induced VLS model the following growth behavior
is assumed [1]. When surface is activated by a metal growth cat-
alyst and heated above the eutectic melting point, small drops
of metal form a liquid alloy with semiconductor material and
act as a seed for the NW growth. The direct impingement of
deposit material from vapors around the drop makes this alloy
supersaturated. The interface acts as a sink for deposit particles
dissolved in the drop causing their incorporation into the avail-
able adsorption sites of the lattice. This leads to the vertical
growth of wire with the drop of liquid alloy riding on its top.
In the diffusion-induced VLS model it is assumed that, in ad-
dition to the direct impingement, atoms may also arrive to the
drop from the wafer surface due to the diffusion along the wire
sidewalls. These atoms first dissolve in the drop, then diffuse
to the interface and finally also incorporate into the lattice.

The aim of this work is the theoretical investigation of NW
growth during MBE on the surfaces activated by the drops of
a growth catalyst. We will present a generalized dynamical
model of NW formation during MBE that takes into account
(i) adsorption: J = V/� (V — deposition rate, � — the
volume per atom in the crystal); (ii) desorption on the drop
surface: −2πR2rlC/τl (C is the volume concentration of de-
posit atoms in the droplet, R — the drop radius, rl — the
inter-atomic distance in the liquid and τl — the mean lifetime
of deposit atoms in the drop); (iii) diffusion of atoms from
the substrate surface and from the NW sidewalls to the drop
jdiff(L); (iv) crystal growth on the liquid-solid interface medi-
ated by two-dimensional nucleation from supersaturated liquid
alloy, (v) growth of the surface at a rateVs. We will present the-
oretical dependences of NW length on the growth temperature

and deposition rate. The end result will be the theoretical rep-
resentation of NW morphology as function of technologically
controlled conditions of NW fabrication procedure. We will
discuss different growth scenarios during molecular beam epi-
taxy (MBE) and chemical vapor deposition (CVD) of semicon-
ductor NWs. Some data on the kinetic Monte-Carlo simulation
of NW growth in different techniques will be presented. Simu-
lation results will be compared to recently obtained experimen-
tal data on the GaAs NWs grown by MBE on the GaAs(111)B
surface activated by Au.

The generalized kinetic equation of the nanowire growth in
our model is written in the following form:

πR2

�

dL

dt
=
(
V − Vs

�
− 2Crl

τl

)
πR2 + jdiff(L) . (1)

The first term in the right hand side stands for the adsorp-
tion-desorption contribution at the drop surface and the second
term describes the diffusion-induced growth. Equation (1) to-
gether with a set of 2 differential equations for finding jdiff(L)

and a model for the nucleation-mediated growth on the liquid-
solid interface under the drop [3] provides theoretical length-
radius dependences and the dependences of nanowire length L
on the technologically controlled growth conditions, such as
the surface temperature T , the deposition rate V and the de-
position thickness H . The general form of the L(R) depen-
dence is shown in Fig. 1. The first increasing section of the
curve describes the Givargizov–Chernov VLS growth during
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Fig. 1. General form of length-diameter curve.
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CVD [1], the decreasing part relates to the diffusion-induced
growth observed in MBE [2], and the last increasing section at
the moment remains merely a theoretical prediction [3].

Theoretical asymptotics of the L(R) dependences in dif-
ferent growth modes are discussed. In particular, we demon-
strate how the general theory describes the known adsorption-
induced growth of NWs, the diffusion-induced growth and
the crossover between these growth modes. In the diffusion-
induced growth of NWs is well described by the expression

L ∼=
[
ε − γ + 2λsK1 (R/λs)

K0 (R/λs)

]
H . (2)

Here, the parameter ε = (V − Vs)/V accounts for the growth
of non-activated surface, γ is the desorption contribution, λs is
the adatom diffusion length on the substrate surface,Km denote
the decreasing modified Bessel functions of order m.

In the experimental part of the work, the NW formation
procedure during MBE consisted of three stages. First,
GaAs(111)B substrates were placed in the growth chamber of
the EP1203 MBE setup, where the oxide was removed from the
substrates and the GaAs buffer layer was deposited. The GaAs
buffer layer thickness was kept about 300 nm in all growth runs.
Second, the samples were transferred from the MBE setup into
the vacuum chamber. In the vacuum chamber, a thin Au film
was deposited onto the sample surface. Third, the samples
were transferred back to the MBE growth chamber and heated
up to the temperature of 630 ◦C. After the annealing, the GaAs
layers withH from 500 to 1500 nm were deposited. The depo-
sition rate of GaAsV = 1.0 ML/s and the substrate temperature
T = 585 ◦C. The visualization of surface morphology was per-
formed by applying the CamScan S4-90FE scanning electron
microscope (SEM) with a field emission gun, operating in the
regime of secondary electron emission.

From the analysis of SEM images we obtained the exper-
imental length/diameter dependencies of NWs. For the most
samples the experimentalL(R) curves are the decreasing func-
tions. One of the experimental L(R) curves is presented in
Fig. 2. It is seen that the L/R ratio changes from 50 for the
thinnest NWs down to 1 for the thickest ones. The maximum
length of NWs is more than 3 times higher than the thickness
of deposited GaAs. Therefore, the NWs in our experiments are
formed by the diffusion-induced mechanism rather than by the
classical VLS mechanism. Also, the experimental L(R) curve
presented in Fig. 2 is well described by the expression

L ∼=
[
ε − γ + 4

πNWR2

ln
(√

πNW〈R〉
)

ln
(√

πNWR
) ]H . (3)

Here, NW is the NW surface density and 〈R〉 is their average
radius. Eq. (3) is the special case of Eq. (2) when the effective
diffusion length of adatoms on the substrate surface is much
smaller than the average distance between the NWs. Eqs. (2)
and (3) allows the complete description of NW structural prop-
erties depending on the technologically controlled growth con-
ditions. The comparison of theoretical and experimental data
allows us to obtain useful information concerning the physi-
cal values of rather complex material system. In particular,
the measured L(R) and L(H) curves provides the numeric
estimates for the ad-atom diffusion flux, the growth rate of
substrate surface and the desorption rate from the drop surface.
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Fig. 2. (a) Theoretical (solid line) and experimental (triangles and
squares) L(D) dependences of GaAs NWs. (b) SEM image of the
sample. The MBE growth was performed at H = 1000 nm, T =
585 ◦C and V = 1 ML/s.

In overall view, the developed kinetic approach might help in
better understanding of the controlled production of NWs with
the desired morphological properties for different applications.
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Abstract. Scientific efforts aimed at extending of planar technology achievements over fabrication of three-dimensional
objects are briefly overviewed. Previously, we showed that ultra-thin epitaxial heterofilms (down to two monolayers for
InGaAs/GaAs) can be controllably detached from substrates, and rolled or buckled, under the action of the internal strain,
allowing one to form micro- and nanoshells, including tubes and corrugations. The diameter of obtained tubes was down to
2 nm, and the period of nanocorrugated systems was down to 10 nm. New experimental and theoretical results on quantum
confinement and quantum transport in semiconductor and hybrid nanoshells are presented. Possible extension of this
approach to the case of carbon shells is considered.

Introduction

The present brief overview focuses on the fabrication methods
and properties of semiconductor and metal nanoshells based on
self-rolling or buckling of ultrathin strained films. Recently,
we have proposed a new method permitting precise fabrication
of three-dimensional (3D) micro- and nano-shells (tubes, cor-
rugations, scrolls, fibers, rings, helices, etc.) by self-rolling,
bending or buckling of ultrathin strained films detached from
substrates [1–18]. These artificial, or man-made, nanoshells
can be formed from semiconductors, dielectrics, or metals, and
can be used as building blocks for nanoelectronic and nanome-
chanical devices. This technology is fully compatible with the
standard IC technology, can be applied to many materials, and
allows precise control of the size, shape and location of shells
on the substrate.

1. Results and discussion

The method for fabricating nanotubes from GaAs/InAs strained
heterostructures using stress-driven processes [2–4] is schema-
tically illustrated by Fig. 1. The diameter D of self-formed
tubes depends on the thickness d of the initial heterofilm and
on the value of the elastic stress in it; this diameter therefore
can be precisely pre-defined in the MBE process. For a hetero-
film made up by two layers with identical thickness d, we have
D ≈ d/(/a/a), where /a/a is the lattice mismatch between
the two layers. The high quality of MBE-grown heterostruc-
tures makes it possible to obtain several-centimeter-long rolled
tubes with diameters as small as 2 nm and with atomically

compressive
tensile
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etching
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AlAs
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Fig. 1. The initial stages of formation of free-standing several-
ML thick nanotubes (schematically). (a) free 2ML-thick InAs and
GaAs layers with naturally mismatched lattice constants (/a/a of
7.2%); (b) matching of the layers at the interface between them in an
InAs/GaAs bifilm MBE-grown on an InP substrate; (c) bending of
the GaAs/InAs bifilm after its partial detachment from the substrate
during selective etching of the underlying AlAs sacrificial layer.
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Fig. 2. SEM and HRTEM images of InGaAs/GaAs nanotubes
rolled-up from bi-layered films (a) two single-wall scrolls after
their collision at the end of their formation process, (b) multiwall
(6 turns) nanotube. Initial-bifilm thickness — 4 ML GaAs + 4 ML
InxGa1−xAs (x = 0.6); (c) single-wall nanotube prepared from a
2 ML GaAs + 1 ML InAs film. The inner diameters of the tubes
shown in Figs. 2(a)–(c) are 1 µm, 120 nm and 3 nm, respectively.
Schematic illustration of helical coils formation (d), and optical and
SEM images of helices (e and f, respectively). In our experiments
we obtained a helix with a minimum diameter of 7 nm and period
of 10 nm.

smooth, uniform tube walls. From such structures, not only
tubes, spirals and rings [2–4], but also other various shells,
formed by locally released films, can be prepared [8, 9]. The
possibility of fabricating nanoobjects has been demonstrated
by us using a series of epitaxial structures (InGaAs/GaAs, InS-
bAs/InAs, InP/InAs, Si/GeSi, Si/GeSi/Si3N4/Cr, InAs, Au/Ti,
Ta2O5/GaAs and others) grown on GaAs, InP, InAs, and Si
substrates (see Fig. 2–6) [1–18]. Fabrication of a rich variety
of complex shells and assembling them in configurations ap-
propriate for various device applications [6, 12, 13, 17] have
become possible with the advent of methods using directional
rolling of films [8, 9, 12]. In [1, 2, 9] we proved it possi-
ble to form micro- and nanohelices. Figure 2 d, e, f shows a
schematic illustrating the formation of helical coils (fibers).
The rolling of strips is clearly influenced by the anisotropy of
Young’s modulus in A3B5 and Si/GeSi crystals [2]. Multi-
layered strained heterostructures with several sacrificial layers
(e.g., several InAs/GaAs heterofilms grown on an InP sub-
strate) allow “multi-level” constructions to be formed from
tubes. It is worth noting that precise nanostructuring required
development of technology and elimination of detrimental fac-
tors affecting the results of the fabrication technology. The
cornerstone stages in the development of this fabrication tech-
nology enabling precise formation of variously shaped shells
from semiconductor and metal nanoobjects include: (1) us-
ing highly selective etchants for the removal of sacrificial lay-
ers [1, 2, 16, 19], (2) directional film rolling yielding 3D
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Fig. 3. (a) Schematic view of a nanocorrugated structure. (b) Cross
section of the bilayer structure shown in (a): regions 1 of the top
layer are under tensile strain, while regions 2 are under compressive
strain. (c) Confinement potential for electrons near the upper surface
of the film (solid line) and lower electron level (dotted line).
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Fig. 4. Schematic view (a) and SEM image of corrugated InGaAs
film sandwiched between the native GaAs substrate and GaAs cap
layer (initial structure — GaAs/AlAs/InGaAs/AlAs/GaAs).

micro- and nanoshells of various shapes [8, 9, 12], (3) as-
sembly of micro- and nanoshells in more complex architec-
tures [3, 4], (4) supercritical drying of nanoshells [11, 14],
(5) formation of nano-shells precisely controlled in all the three
dimensions [10], (6) elimination of surface oxidation in ultra-
thin layers, and (7) overgrowing or filling of shells [2]. It was
demonstrated, that being detached from the substrate the film
abruptly changes its properties including the band-gap struc-
ture [18]. The processes forming the fabrication technology
of cylindrical shells and the elastic and electronic properties
of these shells were reviewed in [3, 4, 6]. Recent experi-
ments showed static skin effect and ballistic transport in two-
dimensional electron gas on cylindrical surface [20]. Sim-
plicity of realization and broad spectrum of possible appli-
cation of this approach attracted attention of many theorists
and experimenters. In addition to the Novosibirsk group more
than 20 other research teams all over the world are deeply in-
volved in the development of the new technology and studies of
fabricated novel objects. Recent references to several typical
works in this field published by experimental groups headed
by O. G. Schmidt, D. Grützmacher, P. O. Vaccaro, H. Yam-
aguchi, S. Mendach, K. H. Ploog, Max G. Lagally, W. Hansen,
V. Luchnikov, R. H. Blick and theoretical groups headed by
A. V. Chaplik, G. P. Nikishkov, O. V. Kibis, N. F. Morozov,
A. L. Ivanovskii, A. Kleiner, and V. A. Margulis can be found
in [21–41]. Below, we dwell in more detail on less known
nanocurrugated structures and open shells fabricated in our
laboratory.

2. Formation of precise corrugated films:
quantum-dot chains and molecules

By now we have substantially extended the class of thin-film
nanostructures which can be fabricated by the new technol-

1 nm10 µm 1 µm 10 nm

Fig. 5. Demonstration of the buckling process scalability. The peri-
odically corrugated InGaAs structures were obtained by a buckling-
based process.

film fastening

(a)

(d)

(b)

(e)

(c)

1 µm 1 µm

1 µm

Fig. 6. Lithographic patterns and SEM images of obtained structures
the shells made of SiGe/Si films: (a) bent cantilever, (b) nanosaw,
(c) arrays of needles and Archimedean spiral-like strip. (d) (c) ar-
rays of periodically ordered 3D shells made of SiGe/Si (d), and
InGaAs/GaAs (e) bifilms.

ogy [4, 6, 18]. For the first time, we have fabricated nanocorru-
gated semiconductor systems [6]. Figure 3 illustrates a result of
transformation of compressed flat film into the nanocorrugated
film under its local detachment from the substrate. Such corru-
gations can be formed because compressed planar films locally
detached from substrates are instable in their free state and
undergo buckling. Numerical simulations show that nanocor-
rugated semiconductor films have unique quantum properties
differing substantially from those displayed by other known
low-dimensional objects [18]. For strained InAs corrugated
bifilms with a corrugation period of 40 nm it was shown that,
if the bifilm thickness is less than 3 nm, then the electronic
spectrum in the bifilms is determined by quantum levels due
to X-minimum electrons. It has been demonstrated that bend-
ing deformations of films significantly shift and split the X-
minima. The difference in the shifts of theXz andXx,y valleys
in tensile (1) and compressed (2) regions of the film (Fig. 3b)
gives rise to a periodic potential (Fig. 3c) providing for localiza-
tion of the electron wave function and generation of quantum
dots. A unique feature here is a gigantic depth of the potential
well, caused by the gigantic stress in the film due to its bending.
Figure 3a illustrates a simplest structure made up by a buck-
led strained film obtained by local removal of the underlying
sacrificial layer. Molecular-beam epitaxy permits production
of even more complicated precise structures in which layers
are precisely spaced. In such structures (see Fig. 4), buckling
emerges in a self-formed manner, resulting in a corrugated
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structure with precise amplitude and corrugation period. Cor-
rugations with periods ranging from nm to µm can be formed
on one substrate. It should be emphasized that the properties
of surfaces and interfaces in such ultra-thin structures, and the
electric conduction in them, need to be further investigated.
Yet, it is already quite clear that, from the viewpoint of electric
conductivity, the shells fabricated from narrow-gap and gap-
less semiconductors are the most promising objects [3, 4]. With
further progress of electron lithography (with resolution up to
3-nm), open micro- and nanoshells formed from lithographi-
cally structured flat films acquire ever increasing significance
(see Fig. 6 a–c) [8]. Here, it is important that a huge variety of
shell shapes can be realized because an array of flat structures
can be transformed into a shell array of greater array power.

3. Applications

The application area of semiconductor, metal and hybrid nan-
otubes formed by the new technology largely coincides with
that of the well-established carbon nanotubes. By now, many
pilot materials and devices using microtubes and spirals have
become known [3, 4, 6, 12, 13, 16, 17]. These are new in-
struments for biology and medicine, micro- and nano-needles,
probes and syringes, dispensable single-crystal micro- and na-
no-needles, electrodes, AFM probes, syringes, nanojet arrays,
nanofiber-based composites, elastic chemically active fast sen-
sors, supersensitive quantum sensors, optical actuators, etc.
Nanocorrugated systems find use in nanoelectronics, nanome-
chanics, cellular automata and dynamic quantum devices. The
advantages offered by the novel structures are as follows: the
bending diameters in such structures cover a wide range of
values in the micro- and nano-scale region, the structures can
be made thin-walled, and technology of their fabrication al-
lows precise dimensional control and batch production. It
should be noted that obtained 3D structures can not be made by
any other known technology and results of our works showed
record miniaturization (nanometre’s bending radii and atom-
ically sharp edges of shells, period of corrugations down to
10 nm etc.). Results of formation of individual shells and two-
dimensional arrays on their basis are presented above.

Changeover to multilayer structures allowed creation of
three-dimensional arrays very promising for practical applica-
tions (for instance, the structure presented in Fig. 4 can be easily
repeated in vertical direction). Apparently, this technology can
be also applied to carbon and hybrid carbon-semiconductor
structures. Electronic properties of graphene [42] sheets are
expected to be similar to ones of nanotubes. But its 2D struc-
ture is easier in handling than tube, it allows the material to
be engineered to suit different device applications. This tech-
nology being extended to the case of carbon structures would
enable a carbon nanoelectronics perfectly compatible with the
IC technology.
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Nanoimprint and reactive ion etching for fabrication of
Si/SiO2 NEMS structures
G. Luo2, I. Maximov1, S. Ghatnekar-Nilsson1, D. Adolph1, M. Graczyk1, P. Carlberg1, D. Hessman1,
T. Zhu2, Z. F. Liu2, H. Q. Xu1 and L. Montelius1

1 Division of Solid State Physics and The Nanometer Structure Consortium, Lund University,
Box 118, S-221 00 Lund, Sweden
2 Key Laboratory for the Physics and Chemistry of Nanodevices, Center for Nanoscale Science andTechnology
(CNST), College of Chemistry & Molecular Engineering, Peking University, 100871, China

Abstract. Scientific efforts aimed at extending of planar technology achievements over fabrication of three-dimensional
objects are briefly overviewed. Previously, we showed that ultra-thin epitaxial heterofilms (down to two monolayers for
InGaAs/GaAs) can be controllably detached from substrates, and rolled or buckled, under the action of the internal strain,
allowing one to form micro- and nanoshells, including tubes and corrugations. The diameter of obtained tubes was down to
2 nm, and the period of nanocorrugated systems was down to 10 nm. New experimental and theoretical results on quantum
confinement and quantum transport in semiconductor and hybrid nanoshells are presented. Possible extension of this
approach to the case of carbon shells is considered.

Previously we have demonstrated nanoimprint-based fabrica-
tion technology of tunable interdigitated cantilever arrays [1,
2]. They are based on interdigitated SiO2/metal double-finger
cantilevers, which are produced using nanoimprint lithogra-
phy (NIL) and reactive ion etching (RIE). The dimensions are
chosen so that the interdigitated cantilevers will, when electro-
statically actuated, preferentially bend and move in the lateral
mode whereby the shape of the interdigitated structure will
change in a tunable fashion.

The structure, resembling a tunable grating structure, can
be used in a variety of applications, e.g. as optical gratings
for polarization filters, antireflection surfaces [3], as well as in
nano electromechanical system (NEMS) devices for detection
of bio-molecules [4].

For the processing of the NEMS devices we used the tech-
nology of NIL, UV-lithography and RIE. The nanoimprint
lithography was performed using a 1′′ stamp and a double-layer
resist (PMMA/LOR) technique. The details of stamp fabrica-
tion are described elsewhere [5]. After the NIL at T = 200 ◦C
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Si Si Si
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Fig. 1. The schematic of the NEMS fabricating process. The pro-
cessing is based on pattern transfer using NIL in a double-layer resist
system (PMMA/LOR), Cr lift-off for making etch mask, anisotropic
SiO2 etching to form grating structures and isotropic Si etching to
release the cantilevers. A 50 nm thick Au layer is deposited after-
wards to contact the cantilevers with the larger contact pads made
using UV-lithography.
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Fig. 2. (a) Example of the NEMS cantilevers after the final process-
ing step. The width of the cantilevers is 200 nm, separation between
them is 550 nm. Up to 6 NEMS devices 15 by 50 µm2 in size are
imprinted using 1” NIL stamp. (b) Optical measurements of the av-
erage deflection of the ends of the cantilevers on the NEMS device
as a function of the applied voltage. Voltages larger than 6.5 V result
in a “snap-in” effect, when the cantilevers stick to each other.

andP = 50 bar, a 30 nm thick Cr layer was defined by a lift-off
procedure. Then anisotropic CHF3-based etching of the SiO2
in combination with an isotropic SF6/O2-based RIE of Si re-
leased the 200 nm wide SiO2 interdigitated cantilevers having
a 600 nm periodicity. Cantilevers of different widths and pe-
riodicity were produced. Finally, a 50 nm thick Cr/Au layer
was thermally evaporated to be able to apply a bias voltage to
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the grating. Figure 1 shows the fabrication steps of the NEMS
structures.

In this presentation we will report about the fabrication de-
tails of the NEMS devices (Figure 2a) as well as measurements
of the lateral deflection of the cantilevers (Figure 2b) as a func-
tion of applied bias. In addition, the static optical reflection of
a polarized light and the possibility to use these structures to
tune their optical properties will be discussed.
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High ferromagnetic phase transition temperatures
of thin GaMnAs layers annealed under arsenic capping
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Abstract. Thin GaMnAs layers were grown by molecular beam epitaxy and were subjected to low temperature post growth
annealing under an arsenic capping layer. Modifications of the magnetic, transport and structural properties due to the
post-growth annealing are presented. It is shown that the presence of arsenic capping significantly shortens the annealing
time for complete removal of Mn interstitials from the GaMnAs volume. As a result the concentration of free carriers is
increased, and the ferromagnetic phase transition temperature is significantly enhanced. The GaMnAs layers annealed in
this way can be further overgrown by epitaxial films.

1. Introduction

GaMnAs is a model semiconductor with carrier induced fer-
romagnetism. In spite of interesting features associated with
the magnetic properties of GaMnAs, it is still desirable to im-
prove its quality and obtain a material with higher ferromag-
netic phase transition temperature (Tc), limited nowadays to
173 K. The mean field, Zener model of carrier mediated fer-
romagnetism in transition metal doped semiconductors devel-
oped by Dietl et al [1] predictsTc to reach the room-temperature
for GaMnAs containing 10% Mn [2], and sufficiently high con-
centrations of carriers (valence band holes). The Tc increase
in the uniform GaMnAs films was recently achieved as a con-
sequence of developing efficient methods leading to removal
of the prevailing compensating defects — Mn in the interstitial
positions (MnI), which, as shown both theoretically [3] and
experimentally [4] are always present in the as-grown GaM-
nAs, with concentrations of up to about 20% of the total Mn
content. As it was first demonstrated by Edmonds et al [4],
the MnI defects can be removed by a low temperature post-
growth annealing of the samples exposed to the air after the
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Fig. 1. Results of Hall effect measurements of as-grown 300 Å
thick Ga0.94Mn0.06As. Solid curve — hall resistance RHall, dashed
curve — longitudinal resistance Rxx . The concentration of holes in
the sample is equal to 6.5×1020 cm−3, which means 50% compen-
sation of MnGa acceptors.

MBE growth. The annealing temperatures used in the anneal-
ing processes can be lower than the GaMnAs growth tempera-
tures (200–250 ◦C), and then extremely long annealing times
(up to 100 hrs) are used [4]. The low annealing temperatures
are the implication of a metastable character of GaMnAs. At
temperatures above 300 ◦C it starts to decompose to MnAs
inclusions inside the GaAs matrix.

2. Sample preparation

Here we present a modification of the low temperature post-
growth annealing method, which uses amorphous As layers
deposited on GaMnAs surface directly after the MBE growth
as a passivating medium for out-diffused Mn interstitials. This
annealing treatment leaves GaMnAs surface suitable for fur-
ther epitaxy, either in the same MBE system, which was used
for the GaMnAs layer growth, or in another MBE system, since
As capping forms a protective layer inhibiting the surface oxi-
dation and preserving clean, atomically flat, as-grown surface.

3. Transport, magnetic and structural properties

Figs. 1 and 2 show results of high field Hall effect measure-
ments of 300 Å thick Ga0.94Mn0.06As layer before and after
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Fig. 2. Results of Hall effect measurements of the same sample as
shown in Fig. 1 after the post growth annealing at 180 ◦C for 3 h.
The concentration of holes is equal to 1.3×1021 cm−3, which cor-
responds almost exactly to the content of MnGa.
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pieces of As capped 1000 Å thick 0.94Mn0.06As layers. The shifts of
GaMnAs diffraction peaks to higher angles are due to the annealing
induced reduction of GaMnAs lattice parameter.

post-growth annealing treatment.
The increase of hole concentrations in annealed GaMnAs

leads to increase of Tc, as shown in temperature dependence of
magnetization presented in Fig. 3. After post-growth anneal-
ing, Tc of 400 Å thick Ga0.94Mn0.06As layer increased from
75 K to 145 K. The Tc increase is correlated with the increase
of a saturation magnetisation at low temperatures. This is due
to annealing induced removal of antiferromagnetically coupled
pairs of MnGa-MnI, which are excluded from participating in
FM phase in the non-annealed sample.

The annealing efficiency is also confirmed by XRD mea-
surements. Mn interstitials cause the GaMnAs lattice expan-
sion, so the lattice constant decrease is expected in the sam-
ples, in which MnI were removed by the post-growth anneal-
ing. This effect is shown in Fig. 4. The figure shows significant
shifts of (004) Bragg reflections from a Ga0.94Mn0.06As 1000Å
thick layer after consecutive annealings.
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Self-organizating chain-like nanostructures created by Cs
and Ba adatoms on GaN(0001) n-type surface
G. V. Benemanskaya, G. E. Frank-Kamenetskaya, V. S. Vikhnin and S. N. Timoshnev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We report on new effect of self-organization of regular nanostructure that is created in situ due to both multiple Cs
and Ba adsorption on GaN(0001) n-type surface and ulterior temperature annealing. The nanostructure is characterized by
high regularity in macroscale and by parameters of cell of the chain in nanoscale. Namely, high of cell is about of 6 nm and
diameter of cell corresponds to about of 50 nm. The nanostructure has been investigated by AFM, electron microscopy and
threshold photoyield spectroscopy. It is found that chain-like nanostructure is formed by solid solution with metallic-like
conductivity. Photoemission from chain-like nanostructure has been found by excitation of visible light in the transparency
region of GaN. Under coadsorption Cs and Ba, sharp decrease in photoemission thresholds up to 1.40 eV is revealed and
shown to be due to formation of an electron accumulation layer in the near-interface region.

Introduction

We have experimentally achieved the creation of new regular
superstructure that is formed in situ by Cs and Ba adatoms
on GaN(0001) n-type surface. The possibility of growing of
similar structures has not yet been examined. Electronic and
atomic properties of III-nitride surfaces are still poorly under-
stood and then they give rise controversy despite effective tech-
nology progress in growing of high-quality materials and their
application to high power electronic, photodetectors and light
emitting devices. The GaN(0001) surface and metal/GaN inter-
faces were studied by conventional Auger electron, core-level,
X-ray and ultraviolet photoemission spectroscopies. However,
atomic structure and electronic properties concerning origin of
bonding and discrepancy in adsorption effect have not yet been
settled. The ultrathin Cs/n-GaN and Ba/n-GaN interfaces are
now studied [1, 2]. Anomalous behavior of band-bending near
the surface and new phenomenon of formation of surface elec-
tron accumulation layers have been revealed. It is noteworthy
to point out that accumulation layers were obtained previous
to our studies exclusively on clean surfaces (InAs and InN).

1. Experimental results and discussion

The nanostructure has been created in situ in a vacuum of
P ∼ 5×10−11 Torr. The GaN(0001) n-type sample was Si-
doped (3.5×1017 cm−3) GaN epilayer of thicknessd ∼ 3.6µm
grown on (0001) sapphire substrate by MOCVD. Prior to stud-
ies, sample was annealed in situ at ∼ 700 ◦C.

To study the electronic properties of ultrathin Cs+Ba/GaN
interfaces using submonolayer adatom coverages and onwards
the created nanostructure, the technique of photoemission yield
spectroscopy (PYS) with excitation by the s- and p- polarized
light is used. Details of PYS can be found elsewhere [1–3].

To ascertain Cs and Ba coverages, sources are accurate cal-
ibrated to dosage using original technique [3]. The Cs and Ba
overlayers are presented in monolayer (ML) units. Note that
the 1 ML is defined as one metal adatom per GaN(0001) 1×1
surface atom and equal to 9.89×1014 atoms×cm−2. AFM im-
age of the clean starting surface is presented in Fig. 1. As can
been seen, the sample is characterized by atomically smooth
surface.

Farther, in situ both the Cs and Ba submonolayer coverages
are in series adsorbed on the sample.We study the photoemis-
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Fig. 1. AFM image of the clean n-GaN(0001) surface: topography
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Fig. 2. Change in the work function as a function of Cs coverage on
n-GaN(0001) surface with Ba coating 0.2 ML.

sion and electronic properties of Cs+Ba/GaN interfaces in sub-
monolayer coverage region. For example, the 0.2 ML of Ba
and in series from 0.1 ML to 0.8 ML of Cs are adsorbed. Fig. 2
represents drastic decrease in photoemission thresholdhνS cor-
responding to the work function ϕ (hνS = ϕ) as a function
of Cs coverage on n-GaN surface covered by 0.2 ML of Ba.
The work function minimum is found to reduce up to 1.4 eV.

Photoemission from accumulation layer is revealed by ex-
citation of visible light in the transparency region of GaN. Be-
yond each evaporation the photoemission studies are carried
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Fig. 4. AFM image of regular chain-like nanostructure on n-
GaN(0001) surface: cross-section of topography 2×2 mum with
period of nanostructure of ∼ 60 nm.

out and then the sample is annealed at ∼ 700 ◦C. After, the
0.5 ML of Ba and 0.5 ML of Cs are adsorbed and so on. Each
combination of coadsorbed layers is found to sharp decrease the
work function and to cause the significant increase in quantum
efficiently of photoyield. Then, new effect of formation of the
electron accumulation layer in band-bending region of GaN in
the close vicinity of the surface is found. Therefore, metallic-
like accumulation layer is due to coadsorption of Cs and Ba.

We present new experimental results on self-organization of
novel regular nanostructure that is revealed after multiple coad-
sorption Cs and Ba on n-GaN(0001) surface and temperature
annealing. Figures 3 and 4 demonstrate the crated chain-like
nanostructure.

As can been seen, the nanostructure is characterized by
highness of regularity that is observed at anyone area of surface.
Size of chain-like nanostructure is∼ 50 nm and high of cell is
∼ 6 nm. Fig. 5 represents in detail the set of nanocells on the
3D image.

The nanostructure is stable in air condition for weeks. Data
of electron microscopy show that chain-like nanostructure is
formed by solid solution BaGaN. So, new effect of self-organi-
zation of regular nanostructures is discovered. This effect can
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Fig. 5. 3D AFM image of chain-like nanostructure on n-GaN(0001)
surface: 200 nm×200 nm.

also lead to new properties and applications.
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The role of one-dimensional diffusion in a growth model
of the surface of a Kossel’s crystal
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Abstract. 100 The kinetic mechanism of defect formation on a vicinal surface misoriented in two directions, in the case of
molecular-beam epitaxy, is studied. These defects are two adatoms stuck together in a potential trench near the step edge.
The effects of the surface parameters, as well as growth rate on the probability of defect formation are studied. It is shown
that an increase in the misorientation angle of the surface is conducive to a drastic decrease in the number of defects during
growth.

Introduction

Tokura et al [1] studied the system stability of straight parallel
equidistant atomic steps on the growth surface with respect to
fluctuations of the distances between these steps (nonflexural
fluctuations) was shown that this system is stable to fluctuations
of distances between atomic steps, if the rate of incorporation
of an atom that came to the step from the lower terrace side is
higher than the incorporation rate for an atom that arrived from
the upper terrace (i.e., if there is asymmetry in the incorpora-
tion).

In 1990, Bales and Zangwill [2] published the results of
a study concerning the problem of vicinal surface growth sta-
bility (composed of parallel equidistant steps), with respect to
flexural fluctuations. It was shown [2] that such a system is
generally unstable in respect to fluctuations in the step-edge
bending form.

In 1992, Aleiner and Suris [3] suggested a new mechanism
(the so-called kink-flow mechanism, in analogy with the step-
flow mechanism from [1]). this mechanism made it possible
to suppress the instability under consideration. In order to
attain stabilization in the kink-flow mechanism, an atom must
be incorporated into a kink by being captured in a potential
trench, near the step, with subsequent one-dimensional (1D)
diffusion to the kink, in this trench, rather than directly from
the terrace. The stability is ensured by the asymmetry of the
adatom capture by the step edge in the step-flow case, whereas
capture asymmetry is related not only to the capture by the step
edge, but also to the adatom capture by the step-edge kink, in
the case of the kink-flow mechanism. The potential trench is
a 1D trap for adatoms and is bounded by a reflecting edge on
one side and by an adsorbing edge on the other side.

The surface formed from identical kinks and that was ap-
propriate for accomplishing kink-flow growth was considered
in [3]. On such a surface, we have existing kinks, due to surface
misorientation, so crystal growth occurs owing to the motion
of kink lattice, with-out the formation of new kinks, in contrast
to the step-flow mechanism.

The concept of the existence of both a potential trench at
a step edge and a diffusive transport mechanism was actively
used in [4-6].

The potential trench at the step edge exhibits an important
specific feature: if at least two atoms are found in this trench,
they can stick together and form a 1D nucleus of a new atomic
row (see [7]). In what follows, we use the term “1D two-atom
nucleus”.

In publications [8-11], origination of 1D two-atom nuclei
is considered as an obstacle to diffusion along the step edge;
as a result, diffusion disappears with time. That 1D nuclei can
be formed was mentioned by Aleiner and Suris, who planned
to study this process in detail later.

In this study, we consider the formation process of 1D two-
atom nuclei in the potential trench, at the step edge, in detail.
We will show that a 1D two-atom nucleus not only becomes an
obstacle to free diffusion of adatoms in this potential trench,
but also causes the inevitably of step edge bending (Fig. 3b); as
a result, defects are produced in the kink-flow mode of growth.
We will show that the formation probability of a 1D two-atom
nucleus depends on atomic flux.
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MnP and Ge self-assembled nanowhiskers on InP(001)
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Abstract. Self-assembled Ge and MnP nanowhiskers as thin as 20 nm and as long as 2 µm were synthesized by
molecular-beam epitaxy (MBE) technique on InP(001) surface concurrently. The growth of Ge nanowhiskers is found to be
assisted by Mn-based nanocluster-mediated VLS mechanism of growth, whereas the growth of MnP nanowhiskers seems to
be caused by catalyst-free mechanism. Magnetic property measurements revealed that samples with prevailing Ge
nanowhiskers exhibit ferromagnetic behaviour up to room temperature.

Introduction

One-dimensional nanostructures such as nanorods, nanotubes,
nanowhiskers have attracted much attention due to their im-
portance for nanoscale device applications [1-3]. Among them
magnetic self-assembled nanowhiskers deserve special atten-
tion because their fabrication makes possible to tune the Curie
temperature, remanent magnetization and coercive saturation
field by means of the control over their sizes, shapes and dis-
tributions that in turn allows us to utilize such materials not
only for data storage and nanoscale spintronics applications,
but also for the investigation of the fundamental magnetic
properties of low-dimensional structures. Recently Mn-doped
nanowhiskers have been successfully synthesized using differ-
ent methods [4-8]. Mn-doped ZnO and GaN nanowhiskers
exhibiting ferromagnetic behaviour were prepared by vapor-
phase evaporation [4] and chemical vapor deposition (CVD)
[5], respectively. The similar magnetic properties have been
shown by Mn+ ion implanted ZnO nanowhiskers [6]. Mn-
doped CdS and ZnS nanowhiskers have been fabricated using
a core/shell methodology [7]. Furtermore, MnP nanorods were
synthesized via thermal decomposition of continuously deliv-
ered metal-phoshine complexes [8].

In this work, we report on a molecular beam epitaxial fab-
rication and characterization of Ge and MnP nanowhiskers on
the InP(001) surface.

1. Methods

Contrary to usual metal catalyst vapour-liquid-solid (VLS)
growth [1, 2], under that the formation of the nanowhiskers oc-
curs due to the adsorption of the gas-phase reactants by liquid
droplets formed from nanosized metal clusters, in our experi-
ments we did not use any preliminary tailor-made metal catalyst
layer. Self-assembled (SA) nanowhiskers have been grown by
conventional molecular beam epitaxy (MBE) on InP(001) sub-
strate using Knudsen cells for the Mn and Ge evaporation as
well as cracking cell for the decomposing of tertiarybutylphos-
phine (TBP) into P2 flux. The epi-ready InP(100) wafers were
annealed at 480 ◦C in vacuum inside a treatment chamber in
a P2 flow for 20 minutes. The duration of growth ranged
from 30 minutes up to 2 hours at the temperatures between
430−545 ◦C. The beam flux of Mn was adjusted in the range
between 0.5−0.9×10−8 Torr and that of Ge in the range be-
tween 0.9−1.5×10−8 Torr using an ion gauge. The flow rate
of TBP gas was set at 2.0 sccm by using a mass flow con-
troller, whereas the temperature of the cracking cell was kept
in the range of 810−835 ◦C to assure efficient decomposition

of TBP into P2 during the MBE growth. The growth process
was monitored using in-situ reflection high energy electron
diffraction (RHEED) measurements.

The morphology and microstructure of nanowhiskers were
examined by scanning electron microscope (SEM,Hitachi S-
4500) and scanning transmission electron microscope (STEM,
FEI TECNAI-F20). Chemical compositions were measured
using an energy-dispersive X-ray analysis (EDX) attached to
the SEM and STEM apparatus. The crystals were analyzed
by X-ray diffraction technique using an X-ray diffractometer
(XRD, Philips X’Pert type). Temperature and magnetic-field
dependences of magnetization were measured by a supercon-
ducting quantum interference device (SQUID) and vibration
sample (VSM, TOEI VSM-5-19) magnetometers.

2. Results and discussion

SA nanowhiskers grown at different temperatures are shown on
Fig. 1. At low temperatures around 430 ◦C the nanowhiskers
with typical diameters close to 20 nm and length up to 2 µm
which are spaced at different intervals can be obtained (Fig. 1a
and 1b). These individual SA nanowhiskers have preferential
direction for growth which corresponds to the 〈111〉 crystal-
lographic orientation and seems to be dependent on the crys-
tallographic form and orientation of the host substrate. On
further increasing the growth temperature, intervals between

200 nm 200 nm

500 nm 1500 nm

~55º
〈111〉

(a) (b)

(c) (d)

Fig. 1. SEM images of individual (a), (b); arrays (c), (d) SA
nanowiskers grown on InP(001) surface. The temperature of the
growth: (a), (b) — 435 ◦C; (c) — 500 ◦C; (d) — 520 ◦C.
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individual nanowhiskers become smaller and an even distribu-
tion of self-assembled nanowhiskers can be fabricated as well
(Fig. 1d).

The X-ray diffraction θ -2θ scan data of the samples showed
few dominant peaks inherent to all samples. The first of them is
a diffraction peak observed at 2θ ∼ 66, 4◦, that can be assigned
to the MnGeP2 008 diffraction [9]. Other peaks, which may
be related to the MnP 111, 202 and 121, were also detected,
therewith at elevated temperatures the signal most likely cor-
responding to MnP 111 became extinct. However, it should
be noted, that the growth of nanowhiskers can be accompanied
by the growth of thin film. In this connection some of these
peaks may be assigned not only to nanowhiskers but also to the
different phases of thin film.

Therefore, we have performed TEM and EDX study of the
samples. For these investigations nanowhiskers were trans-
ferred onto Cu TEM grid. Energy dispersive X-ray analysis
showed that two different types of nanowhiskers can be ob-
tained concurrently: Ge nanowhiskers and MnP nanowhiskers
with atomic ratio Mn:P∼65:20. The growth of MnP nanowhis-
kers is apt to be caused by non-catalytic growth mechanism
which has not been thoroughly investigated [10]. The for-
mation of MnP nanowhiskers seems to be dominated at low
temperatures (Fig. 1a and 1b) that is in line with XRD results,
whereas that of Ge nanowhiskers prevails at high temperatures
(Fig. 1c and 1d). In turn, despite the fact that we did not use an
tailor-made catalyst compound, the growth of Ge nanowhiskers
is found to be amenable toVLS mechanism of growth [1,2] (see
Fig. 2). The role of the catalyst for the growth in this case plays
Mn-based nanoclusters which seem to be self-assembled at an
initial stage of the growth with atomic composition of elements
close to Mn:P:Ge 78:5:6%. TEM images (Fig. 2) demonstrate
that growth direction of Ge nanowhiskers is along 〈110〉. Be-
sides the diameters of Ge nanowhiskers are uniform along their
length.

The temperature and magnetic field dependences of mag-
netization have been measured for the nanowhiskers grown at
high temperatures (Fig. 1c and 1d). The measurements have

3.27 Å

23 nm

110 111

MnP 211 MnP 111

Ge 311 Ge 111

Ge 111

Fig. 2. TEM characterization of Ge nanowhisker with Mn-based
nanocluster. Insets: HRTEM image of Ge nanowhiskers and the
diffracrion pattern of Mn-based nanocluster.
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Fig. 3. The temperature dependence of magnetization for pilled off
SA nanowhiskers which were grown at 520 ◦C (see Fig. 1d)

been carried out for both SA nanowhiskers on InP substrates
and nanowhiskers which have been pilled off from wafers (see
Fig. 3). The magnetization is observed to exhibit ferromagnetic
behaviour up to room temperature therewith it is distinct from
that of MnGeP2 thin film [9]. This behaviour may be caused
by most likely the presence of Mn3Ge5 phase [11], and yet
we have to take into account that MnP can also be responsible
for it [8]. Although the nature of this ferromagnetism is still
an open question that requires an additional clarification such
structures would be expected to exhibit the size-depended mag-
netic properties which are of particular interest for nanometer
scale spintronics applications.
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STM and AFM imaging and manipulation of individual CdSe nanorods
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Abstract. Self-assembled Ge and MnP nanowhiskers as thin as 20 nm and as long as 2 µm were synthesized by
molecular-beam epitaxy (MBE) technique on InP(001) surface concurrently. The growth of Ge nanowhiskers is found to be
assisted by Mn-based nanocluster-mediated VLS mechanism of growth, whereas the growth of MnP nanowhiskers seems to
be caused by catalyst-free mechanism. Magnetic property measurements revealed that samples with prevailing Ge
nanowhiskers exhibit ferromagnetic behaviour up to room temperature.

We have studied the adsorption and the manipulation of CdSe
individual nanorods on the hydrogenated silicon Si (100), hy-
drogenated diamond C (100) and HOPG graphite surfaces.
Objectives are to control the relative positions of the CdSe
nanorods and to explore their electromagnetic and/or electronic
couplings.

A new deposition method of nano-hybrids on perfectly clea-
ned and atomically reconstructed surfaces has been finalized,
using a pulse valve under ultra high vacuum. The self-organi-
zation of the nanorods has been observed on the hydrogenated
Si (100) surface with a scanning tunneling microscope (STM),
on the HOPG graphite surface with the scanning electron mi-
croscope (SEM) and on the hydrogenated diamond surface with
the atomic force microscope (AFM). A self-ordering of the
nanorods following particular cristallographic orientations has
been observed, in the case of silicon and graphite surfaces.
This self-ordering is explained by the role of the phosphonate
ligands surrounding the nanorods. The van der Waals inter-
actions determine specific orientations of the ligands on these
surfaces, which drive the nanorods along directions perpen-
dicular to the ligand orientations. The cooperative effect of
hundred of ligands to orientate a CdSe nanorod illustrates a
“Lilliputien” effect at the nanoscale.

Preliminary experiments have shown that it is possible to
move the individual nanorods on the graphite and hydrogenated
diamond surface, using the AFM in “contact” and “tapping”
modes.
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Kinetic origin of III–V and II–VI quantum dot formation
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Abstract. We report on the kinetic origin of quantum dot formation in the InAs/GaAs and CdSe/ZnSe heteroepitaxial
systems. We present a kinetic model of stress-driven quantum dot formation and the experimental data on the dependence of
surface morphology on the MBE growth conditions such as the surface temperature and deposition rate. The results
obtained demonstrate that the mean size of islands increases and their density decreases at higher surface temperature and
lower deposition flux for the both material systems studied.

1. Introduction

Self-organized growth of dense and uniform ensembles of dif-
ferent III–V and II–VI quantum dots (QDs) by molecular beam
epitaxy (MBE) in highly mismatched material systems [1] is
now widely used for the fabrication of advanced nanostructures
for electronic, optical and biological applications. One of the
key issues in the QD growth technology is the development of
reliable techniques for the production of controllably structured
QDs with the desirable properties. Recently, some of the au-
thors of this work developed kinetic approach to QD formation
during MBE [2] that enables one to tune structural properties of
QD ensembles by changing technologically controlled growth
conditions. The potential of this approach has been demon-
strated in the case of InAs/GaAs(100) and Si/Ge(100) material
systems [3].

In this work, we continue the studies of InAs/GaAs QDs and
also try to expand the existing kinetic approach to GdSe/ZnSe
QDs. It will be demonstrated that, while the physics of self-
organized growth and qualitative characteristics of QDs in these
two systems are very different, qualitative temperature and
flux dependences of QD size and density remain the same and
therefore can be tuned by relatively simple modifications of
growth schemes. The presented results also support our previ-
ous conclusions on the essentially kinetic origin of QD forma-
tion within a wide range of parameters and material systems.

2. Theory

Kinetic models [2–4] treat the process of island formation
in highly mismatched heteroepitaxial systems as a first-order
phase transition, with a sea of adatoms or a wetting layer play-
ing the role of a metastable phase and 3D coherent strained is-
lands being the nuclei of a new phase. Nucleation and growth
of islands is essentially stress-driven: islands are formed be-
cause the elastic energy in a 3D island is smaller than in a
2D layer.

In Ref. [2] it has been shown that, under certain assump-
tions, the theory allows a complete dynamical description of
different stages of QF formation and the calculation of island
distribution function depending on the growth time t . In the
case of Stranski–Krastanow growth from a metastable wetting
layer, the following equations for the surface density N , the
mean lateral size L∗(t), and the lateral size distribution g(L, t)

of QDs have been obtained [2, 3]

N = 4

l20

heq

d0

T

Te

(u(Q)

Q

)3/2
, (1)

{
3l dl

dt
+ l3 = ϕ3(t) ,

l(t = 0) = 0 ,
(2)

g(L, t) = cN exp
(
cx(L, t)− ecx(L,t)

)
(3)

Here, Q ∝ 1
V T

exp
(
−TD

T

)
is the kinetic parameter, T is the

surface temperature, V is the deposition rate, TD is the char-
acteristic temperature of stress-driven diffusion to the islands,
c is the constant related to the distribution width, x(L, t) =
L2∗(t)−L2

(αl0)
2 , heq is the equilibrium wetting layer thickness, l0 is

the lattice spacing, d0 is the height of a monolayer (ML),
Te is the quasi-equilibrium temperature containing all ener-
getic parameters of heteroepitaxial system [3] and u(Q) is
the function determined by recurrent formula u(n+1)(Q) =
lnQ−ln

[
(5/2)u(n)(Q)

]
, n = 0, 1, 2 . . . (u(0) ≡ 2/5). Mean

lateral size L∗(t) is found from numerical solution of Eq. (2),
where l(t) = L∗(t)/LR and the mean size at the end of size-
relaxation stage is given by

LR =
[

6d0(H0 − heq)cotan ϕ

N

]1/3

(4)

with φ being the contact angle of pyramidal island with square
base L × L. Input of energetic parameters of heteroepitaxial
system provides the numerical value of Te, while the growth
conditions during MBE determine the parameters TD and c.
After that, we simulate the time-dependent island size distri-
bution and, in particular, calculate the mean QD size and their
density at given amount of deposited material as function of
growth temperature T and deposition rate V .

3. Experiment: III–V QDs

In the case of InAs/GaAs(100) QDs the comparison between
theory and experiment is presented in Figs. 1 and 2. Exper-
imental details can be found, for example, in Ref. [3]. Sam-
ples were grown by MBE at different T and V and at fixed
H = 2 ML and then studied by applying transmission elec-
tron microscopy (TEM) method. TEM images in Fig. 1 and
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200 nm200 nm 200 nm200 nm

Fig. 1. TEM image of 2 ML InAs QD on GaAs(100), (a)T = 485 ◦C
and V = 0.03 ML/s; (b) T = 440 ◦C and V = 0.05 ML/s.
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Fig. 2. Theoretical (lines) and experimental (dots) dependences of
lateral size of InAs QDs on the deposition rate at two different surface
temperatures (a) and for QD surface density (b).

theoretical and experimental dependences L∗(V ), N(V ) at the
two different growth temperatures quantitatively demonstrate
the effect of the increase in the density with the simultaneous
decrease in the size at higher growth rate and lower growth
temperature.

4. Experiment: II–VI QDs

CdSe/ZnSe heterostructures were grown on GaAs (001) sub-
strate in two-chamber MBE system EP-1203. CdSe inser-
tions were formed in a ZnSe matrix by a standard MBE tech-
nique. All structures have the similar design comprising ZnSSe
buffer layer of 100 nm thick, 10 nm bottom ZnSe layer, sin-
gle CdSe QD region and cap ZnSe layer of 20 nm thick. The
growth temperature during CdSe deposition was varied from
T = 280 ◦C (samples 1 and 2) to T = 340 ◦C (sample 3).
The CdSe sheets in samples 2 and 3 were deposited at average
CdSe growth rate V of 0.2 ML/s, while during the deposi-
tion of CdSe layer in sample 1 Cd flux was ten times lower
(V = 0.02 ML/s). The MBE growth of all structures was
monitored by reflection high energy electron diffraction. The
grown samples were then studied by TEM, typical TEM im-
ages of CdSe QDs in the ZnSe matrix is shown in the insert to
Fig. 3. The results of analysis of TEM images for samples 1, 2
and 3 are presented in Fig. 4. The values of mean lateral size
and surface density of islands are summarized in Table 1. It

50 nm50 nm 25 nm25 nm

Fig. 3. (a) TEM image of CdSe QDs in the ZnSe matrix, sam-
ple 3, plan view. (b) Cross sectional TEM image of sample 3 with
CdSe/ZnSe QDs.
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Fig. 4. Size distribution of CdSe QDs for samples 1 (a), 2 (b), 3 (c).

is seen that the qualitative dependence of the island size and
density in the CdSe/ZnSe material system is the same as in the
InAs/GaAs one, i.e. the island size increases and the density
decreases with increasing the surface temperature and decreas-
ing the deposition rate. Comparing samples 1 and 2 grown at
fixed T but different V , we note that the island size in sample 1
is 2.6 times larger than in sample 2, which demonstrates the
kinetic origin of QD formation (equilibrium structure of the
surface must be flux independent).

Table 1. Growth conditions and structural parameters of CdSe QDs.

Sample Growth Flux Mean size Density
No. T (◦C) V (ML/s) L∗ (nm) N (1010 cm−2)
1 280 0.02 9 2.5
2 280 0.2 3.5 8.5
3 340 0.2 5.5 5.5
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Abstract. The pulsed low-energy (100–200 eV) ion-beam-induced nucleation was found to stimulate Ge nanocrystals
homogeneous array formation on SiO2 films during deposition in UHV chamber in temperature range 250−400 ◦C. The
density of small size (about 7 nm) nanocrystals increases with top value up to 1012 cm−2 as the substrate temperature goes
down. The noticeable Ge desorption enhancement takes place with increasing substrate temperature during deposition.

Introduction

The use of floating gate composed of isolated dots reduces
the problems of charge loss encountered in conventional Flash
memories, allowing for thinner injection oxides and, hence,
smaller operating voltages, better endurance, and faster write/
erase speeds. Moreover, the performance and the success of
such a memory structure strongly depend on (a) the process
ability for making uniform and reproducible thin tunnel oxides
and (b) the characteristics of islands (such as crystallinity, size,
shape, spatial distribution) that influence both the potential en-
ergy of trapped electrons and the Coulomb blockade energy,
which prevents the injection and storage of additional electrons.
The Flash memory performance also strongly depends on the
islands characteristics [1]. In our previous work pulsed low-
energy (100–200 eV) ion-beam-induced nucleation was found
to stimulate Ge nanocrystals array formation on relatively thick
films of SiO2 (about 100 nm) prepared by thermal oxidation
of Si [2]. It was shown that the ion-beam action causes an in-
crease in nanocrystal density and size homogeneity. The idea
of using the ion-beam action is that each ion impact into the
SiO2 surface (a) produces a vacancy depression with a surface
steps being nucleation sites for nanocrystals growth; (b) gener-
ates adatoms assisting in nuclei growth; c) stimulates surface
reconstruction modifying adatom diffusion. Ion energy should
be low enough to avoid introducing defects into SiO2 film, but
high enough as compared to that of thermal energy of deposited
atoms. The regime of pulsed ion-beam irradiation allows syn-
chronous nucleation of new phase, favorable for highly ho-
mogeneous nanocrystal size distribution. In the present work
pulsed low-energy (100–200 eV) ion-beam-induced nucleation
during Ge deposition on SiO2 was used to study the formation
of Ge nanoisland arrays on thin films of dielectric usually used
as tunnel layer in memory devices. The goal of the present
study is to reveal and discuss the nucleation and growth of
Ge nanocrystals on thin layers of SiO2 with low-energy Ge
ion-beam action during Ge deposition.

1. Experimental set-up

The experiments were carried out in an ultrahigh-vacuum
(UHV) chamber of molecular beam epitaxy setup equipped
with effusion cell (boron nitride crucible) for Ge. The system
of ionization and acceleration of Ge+ ions provided the de-
gree of ionization of Ge molecular beam from 0.1% to 0.5%.
A pulse accelerating voltage supply unit generated ion-current
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Fig. 1. Detailed spectra of the Ge 2p core level from surfaces of
samples, grown at difference temperatures. The rate of Ge deposition
is 0.125 ML per second. After the deposition of 3 ML pulse ion-
beam actions were applied in series at the effective Ge layer thickness
3 ML, 4 ML and 5 ML.

pulses with duration of 0.5–1 s and ion energy of 100–200 eV.
The angle of incidence of the molecular and ion beams on the
substrate was 54 degree to surface normal. The analytical as-
sembly unit of the chamber included a reflection high energy
(20 keV) electron diffraction (RHEED) unit.

Prior to the deposition, the SiO2 layer of 35Å thick was
formed by thermal oxidation of Si(111). After dioxide for-
mation the wafers were washed, dried-up and inserted into the
UHV chamber. The substrate temperature of Ge deposition was
varied from 250 to 400 ◦C. The total Ge effective thickness of
deposition was 20 monolayers (ML). The rate of Ge deposition
was 0.08–0.19 ML/s. Three ML of Ge were deposited with-
out ion-beam action. Pulsed ion-beam actions were applied
in series at the effective Ge layer thickness 3 ML, 4 ML and
5 ML. Ge nanocrystal density and size distribution were studied
with high resolution electron microscopy (HREM) using JEM-
4000EX with resolution of 0.17 nm at accelerating voltage
200 keV. To prevent Ge oxidation some Ge/SiO2 samples were
capped by Si thin layer before taking out from UHV chamber.
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The chemical content of the uncapped samples were studied
with Electron Spectroscopy for Chemical Analysis (ESCA) by
transferring samples via ambient atmosphere to ESCA spec-
trometer. Al source with Ka line 1486.6 eV was used for ex-
citing X-ray Photoelectron spectra. The source power was
300 Watt, and X-ray beam diameter was 4–5 mm. The energy
resolution of analyzer was 0.7 eV and the depth of probing
was 1–4 nm. As a measure of Ge concentration the intensity of
Ge 2p x-ray photoelectron line was chosen due to high surface
sensitivity and small probing depth (inelastic mean free path
of signal electrons λ = 0.89 nm).

2. Experimental results and discussion

The detailed spectra of Ge 2p doublet from samples grown
at difference temperatures are presented in Fig. 1. The Ge 2p
states are clearly resolved with a spin-orbit splitting of 31.1 eV.
Both Ge 2p1/2 and Ge 2p3/2 lines show pronounced superpo-
sition of two components with energy shift of 2.3 eV. Ge 2p3/2
line components located at 1217.7 eV and at 1220.0 eV binding
energies are related with germanium and partially oxidized Ge.
The relative intensity of Ge-Ge component is reduced with the
increasing of deposition temperature. That is indication of de-
creasing of Ge layer thickness on SiO2 versus deposition tem-
perature. The estimated effective thicknesses of Ge film were
8.5 ML at deposition temperature 250 ◦C, 1 ML at 300 ◦C and
0.27 ML at 350 ◦C. There is clear indication of Ge desorption
during deposition with increasing rate as substrate temperature
increases. There was no noticeable decreasing of SiO2 un-
derlying film thickness after Ge deposition. The HREM image

20 nm

Fig. 2. HREM image (plan view) of nanocrystals on SiO2.
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Fig. 3. Density of nanocrystals vs substrate temperature.

shows homogeneous nanocrystals of 7 nm average size on SiO2
surface (Fig. 2). The density of nanocrystals increases with top
value up to 1012 cm−2 as the substrate temperature goes down
(Fig. 3). From comparison of ESCA and HREM data one may
conclude, that the Ge island shape depends upon the temper-
ature of deposition. Ge island height apparently increases as
the temperature of deposition decreases.

Additionally, Monte Carlo simulation was carried out to
clarify the influence of ion beam action, surface atomic diffu-
sion and desorption on the kinetics of nanocrystal formation.
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Novel type of quantum dots based on bell-shaped nanoshells:
modeling, fabrication, and properties
A. V. Kopylov, A. V. Prinz and V.Ya. Prinz
Institute of Semiconductor Physics, 13, Academician Lavrentyev Avenue, Novosibirsk 630090, Russia

Abstract. The pulsed low-energy (100–200 eV) ion-beam-induced nucleation was found to stimulate Ge nanocrystals
homogeneous array formation on SiO2 films during deposition in UHV chamber in temperature range 250−400 ◦C. The
density of small size (about 7 nm) nanocrystals increases with top value up to 1012 cm−2 as the substrate temperature goes
down. The noticeable Ge desorption enhancement takes place with increasing substrate temperature during deposition.

As it was shown in [1], an ultra-thin (thickness down to 2 ML)
film epitaxially grown on a substrate can be subsequently de-
tached from it using selective etching of an underlying sacri-
ficial layer. Being locally detached from the substrate, under
the action of the internal stress such a compressed film under-
goes buckling [2]. Depending on particular boundary condi-
tions, such buckling allows one to fabricate a broad spectrum
of nanoshells heavily strained in their bending regions, where
the mechanical stress amounts to 10 GPa. This stress gives rise
to local deep (up to 1 eV) potential wells for electrons, thus al-
lowing one to obtain quantum dots or wires. For the first time,
this possibility was demonstrated in [3, 4] with the example of
a nanocorrugated (buckled) bifilm.

In the present work, we introduce a new type of quantum
structures, — bell-shaped nanoshells. Such nanoobjects, self-
formed from ultimately thin films of a molecular thickness, are
attached to the substrate around their perimeter. One of the
main properties of these nanoobjects is their good precision
resulting from the fact that the thickness and the internal stress
in them can be precisely predefined at the MBE stage. Such
nanostructures offer promising buildings blocks for quantum
devices.

The possibility to fabricate bell-shaped nanoshells was ex-
perimentally demonstrated with the example of InAs/InP sys-
tems (with lattice mismatch/a/a of 3.2%). Three methods for
preparation of such nanoshells were proposed. In the simplest
method, the starting structures were strained heterostructures
involving a substrate, a sacrificial layer, and a top compressed
film. To locally detach the film from the substrate, in the upper
layer we opened a nano-window to provide access for a selec-
tive etchant to the sacrificial layer. After the etching, the freed
part of the film acquired a bell-like shape. Figure 1a shows
a photograph of an 8×8 µm2 bell-shaped microshell made of
an InGaAs film. This photo demonstrates a nano-window in
the film though which the selective etchant could reach the
sacrificial layer (1) and interference fringes observed on the
prepared bell-shaped shell (2). Figure 1b shows a surface cov-
ered with 1.5×1.5 µm2 bell-shaped shells. Figure 2a presents
a 100×100 nm2 bell-shaped nanoshell made of an 8 nm thick
In02Ga08As film. More complicated procedures for fabricat-
ing bell-shaped shells using no windows were also invented.
At the final stage, the structures were given supercritical dry-
ing in order to avoid their mechanical damaging that happens
when the obtained structures are withdrawn from the solution
directly into the ambient air.

We numerically analyzed particular cases of InAs/InP struc-
tures with a film detachment area of 50×50 nm2 prepared from

(a)

(b)

2

1

Fig. 1. Bell-shaped shells obtained by local detachment of MBE-
grown films from substrates over square regions. (a) an 8×8 µm2

InGaAs microshell (1 — window in the film opened to provide access
of selective etchant to the sacrificial layer, 2 — interference fringes);
(b) 1.5×1.5 µm2 InGaAs microshells.

starting heterostructures with 1.1 nm (4 ML) and 3 nm (10 ML)
thick films. Within the framework of continuous elasticity the-
ory, we developed a numerical model for the self-formed bell-
shaped shells. Based on the constructed solution of elastic-
theory equations, both the shape of the self-formed nanoshells
and the distribution of mechanical stresses and deformations
in them were predicted (see Figures 2b, 2c). For instance, the
mechanical stresses in them vary from a compression stress
around the periphery to a tensile stress at the bell apex. The
strain distribution thus obtained makes it possible to calculate
the potential relief in bell-shaped shells. The potential relief
obtained defines the position of energy levels of electrons in
the shells. At room temperature the calaculated distance be-
tween quantum levels is comparable with kT even for shells
with detachment area of 50×50 nm2. The bell-shaped shells
prepared in this way could be scaled down to 10×10 nm2.
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Fig. 2. Bell-shaped shells obtained by local detachment of MBE-
grown films from substrates over square regions. (a) a 100×100 nm2

InGaAs nanoshell, the measurements were made with NT-MDT
atomic-force microscope; (b) shape of a 50×50 nm2 InGaAs
nanoshell predicted by the elastic theory under continual approx-
imation; (c) First-invariant shape of elastic stresses tensor in the
middle plane of the elastically compressed film.

The first obtained scanning tunnel microscopy data were
found to be in a qualitative agreement with the simulation re-
sults.

We selected InAs, however, it is not the most suitable ma-
terial in spite of the fact that InAs films with thickness of down
to 3–6 nm remain conductive due to native electron accumula-
tion [5] and does not need electron passivation of surface. In
fact, there are many materials in which such effects are man-
ifested even more clearly. Such materials are narrow-band or
gapless semiconductors, and semimetals. In the present work,
we give a brief review of such materials which a promising
material for fabricating quantum-dot arrays.
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Optimal composition of microcavity structures with selectively
oxidized apertures and DBRs
A. G. Kuzmenkov1, S. A. Blokhin2, N. A. Maleev2, A. P. Vasil’ev2, A. E. Zhukov1 and V. M. Ustinov1
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Abstract. The problems of selective wet oxidation for AlGaAs/GaAs microcavity structures with oxidized Al(Ga)O
apertures and Al(Ga)O/GaAs distributed Bragg reflectors (DBRs) are discussed. The upper limit of oxidation time for
Al(Ga)O/GaAs DBRs is founded. The method for choice of the optimal oxidation rates and aperture layer composition is
proposed.

1. Introduction

Aluminum oxide (AlxOy) formed by selective wet oxidation
of high aluminum (Al) content AlxGa1−xAs (x > 0.85) layers
is promising material for application in vertical-cavity surface-
emitting-lasers (VCSELs) and other microcavity devices [1].
Particularly AlxOy layers widely used as current apertures of
high-performance VCSELs [2]. Selectively oxidized AlxOy

/GaAs distributed Bragg reflectors (DBRs) provide ultra-low
optical losses and broad stop-band. Therefore it is interest-
ing to combine oxidized apertures with oxidized DBRs. This
approach was applied successfully for ultra-low threshold cur-
rent quantum well (QW) and quantum dot (QD)VCSELs [3, 4].
Unfortunately the fabrication process for such devices is rather
complicated and consists of many technology steps. Therefore
it is very attractive to make DBRs and aperture oxidation si-
multaneously. This is possible only at the optimal choice of
the layers thickness and composition because oxidation rates
are strongly depending on these parameters. Moreover device
mechanical stability is also affected by structure design and
oxidation conditions.

In the present work, we investigate dependence of the op-
tical reflectivity on oxidation process time for Al(Ga)O/GaAs
DBRs. The upper limit for maximum possible oxidation time
was founded. The method for determination of the optimal
oxidation rates and layer compositions is proposed. It is based
on modelling of the oxidation process and takes into account
different features of the real selective oxidation technology.

2. Permissible process time at selective oxidation
of the AlxOy/GaAs DBRs

It is well known that selective oxidation of AlAs layers results
in mechanically unstable DBR structures. Therefore practical
microcavity devices usually employ Al(Ga)O layers obtained
by selective wet oxidation of the AlxGa1−xAs (0.98 > x >

0.95) layers [1].
We investigate the optical reflectivity ofAl(Ga)O/GaAs DBRs

depending on oxidation time. The epitaxial structure were
grown on an semi-insulating GaAs (001) substrates by mole-
cular-beam epitaxy (MBE) using a Riber 32 system. It con-
sists of (from top to the bottom) a 5-pairs GaAs/Al0.97Ga0.03As
(61 nm/155 nm) and cap GaAs layer (340 nm). To reduce
mechanical strain the 15 nm layers with graded Al composi-
tion were inserted at the each interface. The layer thicknesses
and compositions were selected to obtain high reflectivity for
wavelengths range of 900−1200 nm. Using modified pho-
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Fig. 1. (a) The maximal DBR reflectivity atλ = 980 nm as a function
of the wet oxidation time; (b) Stop-band as a functions of the wet
oxidation time.

tolithography and deep Ar+ beam dry etching [5] the square
mesa structures with size of about 40× 40 µm and the etching
depth of 2.0 µm were fabricated. In order to avoid surface
damage and contamination from the dry etching, an additional
chemical etching in a NH4OH:H2O2:H2O (1:2:50) solution for
4−5 s at room temperature was carried out. The DBRs were
formed by the lateral selective wet oxidation of Al0.97Ga0.03As
layers. In order to achieve the high mechanical stability the
two-stage selective oxidation method was used [6]. The op-
tical reflectivity spectra from individual mesa structures were
measured using µ-reflectivity spectroscopy based on optical
microscope.

The measured DBR reflectivity (R) at wavelength of 980 nm
as a function of the oxidation time is shown in Fig. 1. For oxi-
dation time less than 35 min the mesa structure is not yet com-
pletely oxidized and reflectivity is smaller than project value.
The magnitude of R reaches maximum at about 35−40 min.
As was founded from scanning electron microscopy (SEM)
measurements this moment corresponds to complete oxida-
tion of DBR mesa-structures. However at the further oxida-
tion of mesa-structures the measured value of R starts to de-
crease as well as DBR stop band (see Fig. 1). For oxidation
time> 60 min the SEM measurements demonstrate noticeable
shrinkage of the oxidized layers. Simultaneously optical mi-
croscopy shows some degradation of the surface morphology.
Based on similar experiments for several Al(Ga)O/GaAs DBR
structures the oxidation process should not be longer than the
complete oxidation time multiplied by factor (1.2−1.3).
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Fig. 2. Calculated dependencies of oxidation depth for cylin-
drical mesa-structures: (a) —160 nm Al0.97Ga0.03As layer for
top DBR; (b) —65 nm Al0.97Ga0.03As aperture layer; (c) —65 nm
Al0.98Ga0.02As aperture layer.

3. Method for determination of the optimal oxidation
rates and layer compositions

The QW and QD VCSELs with Al(Ga)O/GaAs DBRs usu-
ally utilize double intra-cavity contact approach [3, 4]. The
first (top DBR) and second (cavity) mesa sizes are depend on
certain device design (aperture size, contact pads, bounding
technique etc.). To provide simultaneous selective wet oxida-
tion of the top (bottom) DBR and current aperture the AlGaAs
layer thicknesses and compositions should be optimized. The
modelling of the selective oxidation process is powerful tool
for prediction of the oxidation depth depending on layer thick-
ness and composition [7]. In our calculations we use model
proposed in [8] for selective wet oxidation of the AlAs in cylin-
drical mesa-structures. Using our experimental data the model
parameters were adjusted for AlxGa1−xAs layers.

Let consider the double intra-cavity bottom-emitting In-
GaAs QW VCSEL structure with top Al(Ga)O/GaAs DBR,
Al(Ga)O aperture at the antinode of optical field and bottom
AlGaAs/GaAs DBR [9]. The fist (top DBR) mesa diameter
is 30 µm and second (cavity) mesa diameter is 55 µm. 7-
pairs GaAs/Al0.97Ga0.03As (68 nm/160 nm) structure is se-
lected for top DBR to provide reproducible oxidation process
and mechanical stability. It is known that for AlxGa1−xAs
(0.98 > x > 0.95) thickness more than about 55 nm the oxi-
dation rate only slightly depend on layer thickness [1]. There-
fore AlxGa1−xAs aperture layer thickness of 65 nm is selected.
This value is enough to obtain optimal redistribution of the op-
tical field inside of microcavity. The problem is determination
of optimal Al content in AlxGa1−xAs layer to obtain aperture
diameter is about 10 µm (for multi-mode VCSEL).

Figure 2 shows calculated dependencies of oxidation depth
for used top Al0.97Ga0.03As/GaAs DBR and AlxGa1−xAs aper-
ture layers with Al content x = 0.97 and 0.98. It is clearly
seen that in case of Al0.97Ga0.03As aperture layer the total ox-
idation time is about two times larger than complete oxidation
time for top Al0.97Ga0.03As/GaAs DBR. Therefore this aper-
ture composition is not suitable for VCSEL. At the same time
the Al0.98Ga0.02As aperture layer provides optimal regime for
simultaneous oxidation with top Al0.97Ga0.03As/GaAs DBR.

Designed structure was used successfully for realization
of VCSEL matrix [9]. Matrix emitters with 8×8 bottom-
emitting InGaAs QW VCSELs were fabricated. Individual

emitters with 8−10 µ oxidized apertures demonstrate room-
temperature continuous-wave lasing at 960−975 nm with
room-temperature threshold current of 1−2 mA, external effi-
ciency > 0.3 mW/mA and maximum output power 2−3 mW.
All fabricated devices are mechanically stable.

4. Conclusion

The dependence of the optical reflectivity on selective oxida-
tion time was investigated for Al(Ga)O/GaAs DBRs. To keep
high reflectivity the oxidation process should not be longer than
(1.2−1.3)-fold complete oxidation time for AlxGa1−xAs lay-
ers. The method for determination of the optimal oxidation rate
and aperture layer composition is proposed. It is based on mod-
elling of the selective wet oxidation process for AlxGa1−xAs
in cylindrical mesa-structures.
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Novel continuous regular 3D micro- and nanoshell systems design,
fabrication, study and possible applications
E. V. Naumova, V.Ya. Prinz, S. V. Golod and V. A. Seleznev
Institute of Semiconductor Physics, Novosibirsk, Russia

Abstract. Possibilities of fabrication of continuous micro- and nanoshell systems of complex configurations on the basis of
SiGe/Si and InGaAs/GaAs bifilms by the strain-driven process were demonstrated. Presented configurations include
systems with dyad and tetrad axes of symmetry. Prospects of practical applications of such systems are discussed.

Development of micro- and nanostructuring methods brings
into life so called metamaterials, novel artificial media with
unusual electromagnetic properties even the properties ne-ver
found in nature [1, 2]. These novel composite media are fabri-
cated on the basis of substantially subwavelength electromag-
netic elements playing a role of atoms and molecules. Recently,
bulk metamaterials for microwave range were de-monstrated,
where averaged electromagnetic response of such “man-made
atoms” created simultaneously negative dielectric permittivity
and magnetic permeability, i.e. negative index of refraction [3].
Some other artificial electromagnetic media were suggested,
which properties are significantly different from ones of mate-
rials they are made from [4, 5]. Invention of novel electromag-
netic media, study of their properties, scaling of elements down
to nanometers, and development of their practical applications
are the main problems in this area.

Presented work is devoted to the newly developed class
of artificial electromagnetic materials [6], regular systems of
three-dimensional micro-and nanoshells formed from bifilms
by the strain-driven process [7]. The fabrication procedure
was as follows: on the substrate the strained bifilm was grown
by molecular-beam epitaxy, tesselation patterns were formed
by photo- and electronic lithography, and then this patterned
bifilm was transformed into the system of three-dimensional
shells under action of internal strains (tesselation means regu-
lar divisions of the plane by closed shapes that completely cover
the plane without overlapping and gaps [8]). To achieve a high
precision and multiformity of obtained shapes of micro- and
nanoshells a range of methods was used: a) directional rolling
of films; b) super-critical drying of micro-and nanoshells; c) as-
sembling of micro- and nanoshells into more complex archi-
tectures [9].

Special patterns were developed that determined bifilm re-
gions to be transformed into the free-standing shells. The
bifilm represents monocrystal and symmetry of final three-
dimensional shell depends on symmetry of the lithographic pat-
tern and its orientation relative to crystallographic axes. Con-
tinuous regular systems with dyad and tetrad axes of symmetry
were created on the basis of SiGe/Si and InGaAs/GaAs bifilms.
Method of strain-driven formation of micro and nanoshells has
got further development — it was shown that formation of con-
tinuous micro- or nanostructured systems by the strain-driven
process can be realized over large area with excellent regular-
ity of three dimensional elements in case of strict observation
of directional rolling and drying conditions. Two-dimensional
regular systems of three-dimensional shells with features in the
range from hundreds of micrometers to hundreds of nanometers
were created. The simplest fabricated regular configurations

(c)

(b)

(a)
20 µm

10 µm

10 µm

film attachment
point

Fig. 1. Examples of created systems of three-dimensional mi-
croshells on the basis of epitaxial SiGe/Si (a, b) and InGaAs/GaAs (c)
bifilms. Free microshells are placed on pedestals making up a one
piece with a substrate, the strict regularity seen on these figures was
observed over the whole substrate area.

are presented in Fig. 1. Due to the high stability of shape and
elasticity the continuous microshell systems can be detached
from the substrate without destruction. The electromagnetic
properties of created systems of three-dimensional micro and
nanoshells were studied in optical and GHz range. Multifor-
mity of configurations, repeatability of shapes, scalability of
sizes, variety of used materials make micro- and nanoshells
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arrays very attractive as a basis for novel artificial composite
media with tailored electromagnetic properties. Prospects of
practical applications of such systems in optics, sensor devices,
micro- and nanomechanics are discussed.
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Initial stage of Ag adsorption on Si(110) surface
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Abstract. We report the results of STM investigation of initial stage of Ag adsorption on the Si(110) surface. At 0.21 ML Ag
coverage the size and orientation of unit cell corresponds to parameters of “16×2” unit cell of clean Si(110) surface. With
increasing of Ag coverage up to 0.42 ML the basic type of surface reconstruction is changing to 4×1-Si(110)-Ag structure.

Introduction

A lot of structures, for example, 5×4, 1×2, 1×5, 16×2 [1, 2]
have been found on clean Si(110) surface. In refs. [3, 4] it
is stated that the Si(110)-(“16×2”) is the only structure that
should be observed on clean surface and that all other struc-
tures are Ni induced (0.02 ML is enough). It is known from
the previous experimental results that a “16×2” reconstructed
Si(110) surface consists of equally spaced and alternatively
raised (up-stripes) and lowered (down-stripes) stripes parallel
to the [1̄12] or [11̄2] directions [5, 6]. Two possible domains
of “16×2” reconstruction must look as(

5 11
−2 2

)
and

(−5 11
2 2

)
(the basic translation vectors a = [001] and b = 1/2[11̄0]
are used here; |a| = 0.543 nm, |b| = 0.384 nm). But until
now there is no commonly adopted model for explanation of
observed structure of the stripes. STM investigation [5, 7, 8]
has shown that different local atomic structures can be ob-
served. The stripes are stacks of paired elements whose shape
is different in the various STM measurements. This shape was
interpreted as octets [9], as pentagons [8] and as an arrange-
ment of centered stretched hexagons [7]. So, the precise atomic
arrangement has not been elucidated yet. Our experimental re-
sults [10] have confirmed the model suggested in [8] and are
in good accordance with the theoretical calculations [11].

1. Experimental

The Ag/Si(110) system was studied by UHV STM under the
initial stage of Ag adsorption at room temperature. Ag evapo-
ration was performed using a Knudsen-cell type of evaporator.
The base pressure during Ag deposition was 5×10−10 torr.
Empty Knudsen cell was cleaned up by annealing during 48
hours. The evaporation rate was estimated from the exper-
iments with Ag deposition on 7×7-Si(111) surface. Ag de-
position was conducted at 820 ◦C with shutter opening time
10 seconds and subsequent 3 min. annealing at 520 ◦C. The
follow constituent reconstructions of surface have been found:
3×1-Si(111)-Ag,

√
3×√3-Si(111)-Ag and 7×7-Si(111). Rel-

ative areas occupied by these surface reconstructions are 18%,
42% and 40% correspondingly. The amount of Ag inducing
above mentioned reconstructions is reported in [12, 13]. So,
in our geometry the Ag evaporation rate at 820 ◦C is about
0.4 nm−2 · sec−1. Samples (12×2×0.5) mm3 in size were
cut from P-doped (110) orientated Si wafers with sheet resis-
tance about 1–3 � · cm, the nominal doping concentration was
about 3×1018 cm−3. Sample was ultrasonically cleaned in

acetone and distilled water. With the help of “Ni-free” instru-
ment it was mounted on tantalum sample holder. Sample was
degassed at 600 ◦C during 24 hours and processed with argon-
ion-sputtering (5 kV, 50–60 A, 60 min). In the final stage of
surface preparation the sample was flash heated at 1200 ◦C by
a direct current. STM image of Si(110) surface after 0.21 ML
Ag deposition is presented in Fig. 1. The size and orienta-
tion of unit cell (marked by white rectangle) corresponds to
parameters of “16×2” unit cell on clean Si(110) surface. It
was established that Ag atoms precipitate in region of down-
stripes. The priority adsorption sites are marked by dashed
line on Fig. 1. “16×2” unit cell has 64 atoms in one atomic
layer. Therefore at 0.21 ML Ag surface coverage, there should
be about 13 Ag atoms in the unit cell of “16×2”-Si(110)-Ag
structure. So, most probably part of silicon adatoms diffuse
from original “16×2”-Si(110) structure into the bulk of crys-
tal or precipitate on domain boundaries. The dependencies of
local density of electronic states on bias voltage measurements
above clean Si(110) surface and the “16×2”-Si(110)-Ag are
shown on Fig. 2. As can be seen from tunneling conductivity
spectra (Fig. 2a) the band gap for clean silicon surface is about
1.15 eV (that is comparable with bulk value of Si (1.1 eV)).
Surface states peaks SS1 and SS2 (-0.35 eV and -0.8 eV cor-
respondingly) are clearly distinguishable inside the band gap.
Fermi level is situated 0.15 eV below the conduction band
bottom. After 0.21 ML Ag deposition (Fig. 2b) the width of
measured band gap becomes smaller by 0.25 eV, most probably
due to band bending. In this case the edge of valence band goes
higher in energy then energy of surface states SS2 band, so the
peak in the normalized tunneling conductivity spectrum corre-
sponding to surface states SS2 band becomes unresolved. The
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−
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Fig. 1. “16×2”-Si(110)-Ag, U = −0.52 V, I = 51 pA.

109



110 Nanostructure Technology

−2 −1 0 1 2
0

1

2

3

4

5

SS1

SS2

EV0 EC0

−2 −1 0 1 2
0

1

2

3

4

5

EVAg

SS1

ECAg

Bias (V)

(d
I

V
I

[n
A

]/
d

[V
])

/(
[n

A
]/

V
])

(a
rb

. u
ni

ts
)

(a)

(b)

Fig. 2. Normalized tunneling conductivity spectra above a) clean
Si(110) surface; b) above “16×2”-Si(110)-Ag surface.
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Fig. 3. 4×1-Si(110)-Ag surface.

position of surface states SS1 band peak remains unchanged.
The determination of band gap value when surface states are
present is not straightforward task, further investigations are
needed.

With increasing ofAg coverage up to 0.42 ML we were able
to observe new type of surface reconstruction (Fig. 3) with 5.4Å
periodicity along the [001] direction (∼ 5.43Å of the Si(110)
unit cell). The periodicity along the [11̄0] direction is 15.5Å,
i.e., 4× the length of 3.84Å of the Si(110) unit cell. So, we
can conclude from our STM measurements that the basic type

of surface reconstruction for Si(110)-Ag system is changing
from “16×2”-Si(110)-Ag to 4×1-Si(110)-Ag structure with
increasing of Ag coverage. The unit cell of 4×1-Si(110)-Ag
reconstruction consists of 8 atoms. Therefore under 0.42 ML
Ag coverage the unit cell of formed structure should contain
3 atoms of Ag. The arrangements of atoms of 4×1-Si(110)-Ag
structure (Fig. 3, marked by rectangles) are aligned in [11̄2],
[11̄2̄] directions, which correspond to the directions of up- and
down-stripes in “16×2”-Si(110) structure. We explain this fact
with possible diffusion of Si atoms during formation the 4×1-
Si(110)-Ag surface reconstruction. To the best of our knowl-
edge there is the only one work dedicated to Ag adsorption
on the Si(110) surface [14]. Most probably this is caused by
very complicated method of substrate preparation. It is very
difficult to obtain large uniform area of “16×2”-Si(110) sur-
face. In [14] Ag/Si(110) system has been studied by means
of reflection high-energy electron diffraction-total reflection

angle X-ray spectroscopy. The
( 3 9

3 −9

)
Ag induced structure

was reported to be the base surface structure for Ag coverage
up to 0.44 ML. We could not observe this reconstruction at
initial stage of Ag adsorption. We suppose that this fact can
be explained by different method of sample preparation. The
other possibility is the difference in the doping concentration
of samples under investigation. Anyway more detailed study
of the Ag/Si(110) system with different conditions of surface
preparation, different type of bulk conductivity (n-, p-type) and
doping concentration is required.
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Passivation of an AlxGa1−xN/GaN heterostructure
by a nano-crystalline GaN layer deposited under
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Abstract. In this work a passivation method of an AlxGa1−xN/GaN heterostructure by a nano-crystalline gallium nitride
GaN(pas.) layer is proposed which helps solve the problem of current collapse in AlxGa1−xN/GaN HEMTs and radically
increase the target capacity of a transistor by improving the efficiency of heat removal from heat zones. One of the
advantages of this method is its technological and physical-chemical compatibility. 3D thermal simulation of power
multi-finger HEMTs with a GaN(pas.) layer is performed. Numerical results show that the deposition of a passivation layer
has a beneficial effect on the thermal behavior of the transistors.

Introduction

Passivation by a submicron silicon oxide or silicon nitride layer
is known to reduce the current collapse effect in AlxGa1−xN/
GaN heterostructures. The presence of bonded hydrogen and
superfluous silicon in a passivation layer of amorphous silicon
nitride is of importance for the technology of AlxGa1−xN/GaN
heterojunction-based transistors. Variation of (Si-H)x and (N-
H)y hydrogen bond concentrations (x, y) in a passivation sili-
con nitride HxSirNzHy layer was earlier shown to control the
main parameters of AlxGa1−xN/GaN HEMTs [1].

In this work, a method of AlxGa1−xN/GaN heterostruc-
ture surface passivation by a nano-crystalline gallium nitride
HxGarNzHy (GaN(pas.)) film deposited under electron cy-
clotron resonance (ECR) plasma conditions is proposed. From
the standpoint of technological and physical-chemical compat-
ibility, this method helps solve the problem of current collapse
and substantially raise the target capacity of a transistor by
increasing the efficiency of heat removal from heat zones.

1. Experimental

To determine their chemical composition and crystal structure,
gallium nitride layers were deposited under microwave ECR
plasma conditions onto high-ohmic Si (111) plates 400 µm
thick which were pretreated in 25% HF solution for 10 min
followed by 10 min treatment by hydrogen ECR plasma. Di-
rectly before deposition, the wafers were subjected to nitro-
gen ECR plasma for 10 min. Then a pre-determined flow
of gallium trimethyl was added to nitrogen plasma. The de-
position conditions were varied by changing the microwave
power W = (20−100) watt, the value of self-bias voltage
Ub = −(30−160) V upon 13.56 MHz field application, the
total pressure P = (0.1−2) mTorr, the ratio of nitrogen F (N2)
to gallium trimethyl F (TMG) flows R = (1−24), and the sub-
strate temperature T = (20−300) ◦C [2].

Fourier transmission infrared spectrometry (FTIR) was used
for an express analysis of the chemical composition of a de-
posited HxGarNzHy layer. The FTIR spectra were recorded
on a 1720X Perkin–Elmer spectrometer. Structural analysis
was performed on a JEOL 2000FX transmission electron mi-

croscope with an accelerating voltage of 150 kV.
For the passivation purposes, a nano-crystalline HxGarNzHy

film was deposited in microwave ECR plasma onto the surface
of AlxGa1−xN/GaN HEMTs (0.25×200 µm2 T-gate) at T =
(20−250) ◦C.

2. Results and discussion

I–V characteristics ofAlxGa1−xN/GaN HEMT (0.25×200µm2

T-gate) before and after passivation are shown in Fig. 1. The
steepness of the characteristics after passivation rises consid-
erably. After passivation we measured the of transistor S-
parameters DB(|S(1,1)|), DB(|S(2,1)|) and DB(|S(2,2)|) in the
50-Ohm microwave transmission line. From the dependence
of S-parameters on the frequency, the model of the transistor
has been restored and the highest possible of amplification fac-
tor MS21 is calculated. Fig. 2 presents the dependence of the
highest possible factor of amplification MS21 on frequency.

3D thermal simulation

Here we describe the results of 3D thermal simulation for power
AlxGa1−xN/GaN HEMTs with a ten-finger gate, aimed at de-
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Fig. 1. I–V characteristics of AlxGa1−xN/GaN HEMT (0.25 ×
200 µm2 T-gate) before and after passivation by a HxGarNzHy

100 nm thick layer at various gate voltages Vg. Maximum Vg = 5 V,
a step 1 V.
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Fig. 2. The highest possible factor of amplification MS21 of
AlxGa1−xN/GaN HEMT (0.25×200 µm2 T-gate) vs frequency.

termining how HxGarNzHy passivation layer (GaN(pas.)) de-
position influences the thermal behavior of the transistors.

The tested HEMTs have the following key dimensions: gate
length is 300 nm, unit finger gate width is 100 mm (total gate
width is equal to 1µm), total channel length is 2µm, gate-gate
pitch is 52 µm and total chip area is 870×400 µm2. We as-
sume that the transistors are grown on a SiC substrate (300 µm
thick). The epilayer structure contains an AlN nucleation layer
(20 nm), of undoped GaN buffer (1 µm), and of Al0.3Ga0.7N
(20 nm). The thermal simulation is performed under steady-
state conditions. The heat sources in the transistors are sup-
posed to be positioned on the boundary between undergate and
buffer layers and their joint configuration is similar to the form
of the ten-finger gate. A 10×10×1 mm3 copper heat sink is
used to cool semiconductor structures. The backside of the
heat sink is maintained at the constant temperature 300 K. All
other surfaces of the investigated structures are assumed to be
thermally isolated. In the numerical model, thermal properties
of the materials are assumed to depend on temperature. Figs. 3
and 4 give the calculated results. Fig. 3 depicts the influence
of HxGarNzHy passivation layer thickness on maximum tem-
perature of HEMT T max

P obtained at fixed dissipated power. In
addition, the figure shows the effect of layer deposition on dis-
sipated power (PT) at maximum temperature of HEMT does
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Fig. 3. Influence of HxGarNzHy passivation layer thicknessHpas on
maximum temperature of HEMT T max

P obtained at fixed dissipated
power P = 6 W and dissipated power PT, at maximum temperature
of HEMT does not exceed 400 K.
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Fig. 4. Calculated distributions of isotherms (370 K, 380 K and
390 K) in the vicinity of one of the thermal sources. The dashed
lines show positions of the isotherms in the HEMT structure without
a passivation layer. Thermal simulation of the HEMT structures is
performed at different values of Hpas and corresponding dissipated
power PT from Fig. 3.

not exceed 400 K.
Note that at passivation layer thickness 100 nm, the dissi-

pated power PT increases by 8.3%. For a layer thickness of
500 nm, the dissipated powerPT enhancement is equal to 19%.
The reason of this increase is high thermal conductivity of the
HxGarNzHy passivation layer. The greater the layer thickness,
the better the source heat is dissipated (see Fig. 4).
The simulation results for HEMT with a “standard” HxSirNzHy

passivation layer (we do not present them to save room) are very
much like those for HEMT without a passivation layer. This
finding can be explained by that the thermal conductivity of
HxSirNzHy is about 10 times less than that of HxGarNzHy .
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Examination of 3 BL step structure on Si(557) by Tersoff potential
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Abstract. Detailed investigation of 3 BL step structure on Si(557) was fulfilled by interatomic potential calculations and
STM image analyses. Calculations verify the hypothesis of perpendicular dimer row formation along the boundary of 3 BL
step. New peculiarities of atomic structure of 3 BL steps on Si(557) surfaces were revealed.

Introduction

Stepped vicinal Si(111) surfaces are attractive for growth of
such low-dimensional structures as “quantum wires” since
steps on these surfaces have low kink density [1]. Recently
Si(557) surface was demonstrated to be promising for nanos-
tructure self-organization [2, 3]. This surface represents the
system of parallel three-bilayer (3 BL) steps with a period of
5.73 nm: the system of alternating facets (111) and 〈1̄1̄2〉 [4].
The hypothesis of perpendicular dimer row formation along
three-bilayer step on the vicinal Si(111) surface deflected in
direction, explaining their stability was suggested in [5]. In
the present work examination of the structure of 3 BL steps
on Si(557) surface were carried out using Tersoff potential [6].
Our calculations confirm previously suggested idea of dimer
row formation along 3 BL step and specify details of atom
arrangement in this row.

Results and discussion

Fig. 1a shows the fragment of STM image of Si(557) with
3 BL step after computer processing. In Fig. 1b are demon-
strated horizontal profiles along lines 1–5. In STM image on
the top terrace DAS atoms of (7×7) reconstruction are clearly
seen and at the step edge in the third bilayer of the step one can
notice the row of edge horizontal D‖(7×7)ed dimers. The hori-
zontal line 1 indicates their position. The existence of two well-
defined maxima near every edge adatom along line 1 (Fig. 1b)
points out the presence of D‖(7×7)ed-dimers. Line 2 indicates
position of adatom row on the level of second bilayer, lines 3
and 4 are drawn along step edge at the height between the first
and second bilayers, and line 5 corresponds to position of unre-
constructed substrate atoms. Profile along line 2 demonstrates
the periodicity ×2 and along line 5 the periodicity ×1. Sim-
ilar two non-identical chains with the periodicity ×1 and ×2
were observed in Au/Si(557) STM image [7]. The elongated
objects between bottom and second bilayers are clearly visible
in Fig. 1a. Horizontal line 3 drawn across the elongated objects
has periodicity ×2 and line 4 — periodicity ×1. In [5] such
elongated objects were associated with the row of buckling
dimers. However details of atom arrangement in this dimer
row was unclear.

To specify atom location along 3 BL step energy calcula-
tions of the silicon cluster was carried out using Tersoff poten-
tial. A silicon cluster with sizes 4.8×4.1×1.9 nm, including
1814 atoms was used for modeling. Cyclic boundary condi-
tions were applied in lateral directions. Only one 3 BL step
was considered, so in vertical direction cluster had only 6 BLs.

In Fig. 2a three different configuration of step edge are pre-
sented. D⊥r andD⊥i dimer rows along step edge and alternate
D⊥r and D⊥i dimers. In “iregular” D⊥i dimer, perpendicular

to the step edge, one atom in dimer row is three-coordinated
and has one dimerized bond, and the second two-coordinated
atom has one dimerized bond and one dangling bond. In “reg-
ular” D⊥r dimer, both atoms are two-coordinated and have
one dimerized and one dangling bond. Atom in “irregular”
dimer represented with a largest circle (Fig. 2a) belongs to the
bottom terrace and is three-coordinated. Results of our cal-
culations gives following: maximal energy has step without
dimers, steps with D⊥r or D⊥i dimer row are more favorable.
Dimer rows with and without buckling have approximately the
same energy. It was turned out that minimal energy of the sys-
tem corresponds to configuration with the row of alternateD⊥r
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Fig. 1. (a) STM image of enlarged fragment of the edge of 3 BL
step on Si(557) (after computer processing) at a positive sample bias.
Horizontal line 1 indicates position of D‖(7×7)ed dimers, line 2 —
position of adatom row on the level of the second bilayer, line 3 and 4
are drawn along step edge at the height less than 2 BL, and line 5
corresponds to unreconstructed atomic row on the bottom terrace just
before the step; (b) horizontal profiles along lines (1)–(5) marked in
Fig. 1a.
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Fig. 2. (a) Schematic representations of atom arrangement at 3 BL
step edge along the step (only 2 BL from the bottom terrace are
considered): row of D⊥r dimers (atoms in the dimer are atoms of
the first and second BLs), row of D⊥i dimers (atoms in the dimer
are atoms of the bottom terrace and 1-st BL); row of alternate D⊥r

and D⊥i dimmers. Atoms of the lower layer at the step are indicated
with small circles; (b) schematic view of cross-section of the 3 BL
step on Si(557). Numerals correspond to profile positions in Fig. 1.
Circles marked in different colors lay in different planes.

and D⊥i dimers. In Fig. 2b a schematic view of cross-section
of the 3 BL step on Si(557) is shown. Circles marked in differ-
ent colors lay in different planes. Such atomic arrangement is
in accordance with experimental profiles (1–5) in Fig. 1b. Pro-
files 4 and 5 are in antiphase, since atoms along these lines are
in different planes. D⊥r dimers are located between adatoms 2,
and D⊥i dimers opposite adatoms in the same plane (colored
in white). Therefore maxima in curve 2 (Fig. 2b) coincide with
maxima in curve 4. Suggested in this work configuration 3 BL
step on Si(557) agrees with all experimental STM images pre-
sented in [5] and improve position of unreconstructed atomic
row in STM image.

Summary

Atom arrangement at 3 BL step on Si(557) surface has been
investigated using STM and interatomic potential calculations.
Energy calculations of Si cluster including fragment of 3 BL
step were carried out using Tersoff potential. Energy minimum
corresponds to cluster configuration with the row of alternate
D⊥r andD⊥i dimers along 3 BL step edge. Existence of dimer
row along 3 BL step was confirmed in this work. Fulfilled
calculations allow to give more accurate interpretation of STM
images: dimer row consists not of buckling regular dimers
perpendicular to step edge D⊥r but of alternate regular and
irregular dimers.
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Abstract. Peculiarities of molecular beam epitaxy growth of CdSeTe layers on InAsSb are discussed in detail. CdSeTe
layers lattice-matched to GaSb have been used for fabrication of hybrid III–V/CdSeTe laser diode heterostructures
demonstrating lasing at a wavelength of 3.86 µm (T = 60 K) with the threshold current density of ∼ 2 kA/cm2 under pulse
injection pumping.

Introduction

Remarkable progress in mid-infrared semiconductor lasers has
been achieved in recent years [1–5]. Different laser structure
designs aimed at room-temperature continuous-wave laser op-
eration have been employed. Among them are conventional
type-I InGaAsSb/AlGaAsSb double heterostructure separate
confinement quantum well (QW) lasers [2], quantum cascade
(QCL) [3] and interband cascade (ICL) [4] lasers, as well as
lasers based on the type-II InAs/GaInSb/InAs/Al(Ga)Sb multi-
ple QW heterostructures with “W-like” band line-ups [5]. An-
other approach uses a hybrid pseudomorphic AlGaAsSb/InAs/
CdMgSe heterostructure with a III–V/II–VI heterovalent in-
terface at the InAs active region [6]. It provides above 1 eV
asymmetric barriers for both electrons and holes in InAs, in-
hibiting carrier leakage from the active region. Recently, we
have reported on bright photoluminescence (PL) up to room-
temperature in the 3.2–4.2 µm wavelength range, measured
in type II InSb/InAs quantum dot (QD) nanostructures [7].
The hybrid p-AlGaAsSb/InAs/n-CdMgSe heterostructure with
0.8 monolayer-InSb/InAs nanostructures in the active region
has been grown by molecular beam epitaxy (MBE) and demon-
strated stimulated emission at a wavelength of 3.075 µm (T =
60 K) with the threshold current density of 3–4 kA/cm2 under
pulse injection pumping [8].

The use of InAsSb matrix instead of InAs one allows em-
ploying GaSb substrates for MBE growth, which have the
wider band gap and higher structural quality than InAs. We
believe that such approach allows us to improve appreciably
laser diode characteristics (specifically, to reduce leakage cur-
rents and threshold current density) and to achieve coherent
emission at room temperature. The using of GaSb substrates
instead of InAs imposes restrictions on the choice of an appro-
priate II–VI alloy to adjust its lattice parameter to that of GaSb.
The CdSeTe alloy has been adopted as the II–VI part of hybrid
laser heterostructure.

This paper reports on the MBE growth and study of CdSeTe
alloys lattice-matched to GaSb, aimed at the hybrid III–V/II–
VI mid-IR laser fabrication.

1. Experimental

The CdSeTe layers were grown pseudomorphically on InAsSb
buffer layers at TS = 295−310 ◦C under group VI rich con-
ditions. The elemental Zn, Cd, Te effusion cells and Se valve
cracking cell were used as the respective molecular beam sour-
ces. The standard Bayard–Alpert ion gauge placed at the sub-

strate position was used for flux measurements. The quality of
the InAsSb/CdSeTe heterovalent interface is of crucial impor-
tance for the hybrid mid-IR laser heterostructures. We have ex-
tended a technology of InAs(001) surface preparation [9] to the
InAs1−xSbx layers with relatively small Sb content (x∼0.06−
0.1) lattice-matched to GaSb substrate (aGaSb = 6.096 Å).
The procedure of pre-epitaxial sulfur chemical passivation of
InAs(001) includes the treatment of InAs(001) surfaces by
Na2S-water solution. It has been found that Na2S-based chem-
ical treatment removes the surface oxides only without any
noticeable etching of InAs. Contrary to that, the existence
of chemical etching mode has been observed for the case of
InAsSb (001) epilayers. The etching rate and kinetics of the
etching process have been studied to define both optimum con-
centration of Na2S solution and treatment time.

According to the Vegard’s law, CdSeTe layers with Te con-
tent of ∼ 4.7% are lattice-matched to GaSb. The procedure of
the II–VI growth initiation is of great importance. We have tried
different procedures — short-time Te pre-exposure, migration
enhanced epitaxy (MEE) of low temperature CdSe buffer and
thin ZnTe layer, followed by the ternary CdSeTe deposition.
The best results were obtained using ZnTe buffer layer, just
in the same way as for the InAs/CdMgSe heterointerface [10].
Direct deposition of CdSeTe on InAsSb template results in 3D
initial growth mode. It should be mentioned that the idea of
ZnTe buffer layer was proposed and realized more than 10 years
ago for MBE growth of ZnMgSeTe layers on InAs(001) sub-
strates [11]. In quoted paper unlike current report the temper-
ature of ZnTe buffer layer was reduced about 50–100 K lower
the growth temperature of CdSeTe layer.

2. Results and discussion

The composition control of CdSeTe alloy was expected to be
quite different from that of CdMgSe, as in this case we have two
volatile group VI elements. Despite the formation enthalpy of
CdSe is larger than the CdTe one, the much higher Te incor-
poration coefficient was assumed to govern the group VI atom
incorporation under the group-VI-enriched growth conditions,
like Se does in the ZnSSe case [12]. However, we observed the
preferential Se incorporation in the CdSeTe layer, that implies
dominance of thermodynamic factors if the absolute value of
the incorporation coefficient of the more volatile group VI ele-
ment is not negligible. This situation is similar to that observed
in ZnSeTe MBE [11, 13]. At high Se fluxes (JSe/JCd >1)
and JTe < 0.1JCd, there is no noticeable Te incorporation in
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Fig. 1. Schematic band diagram of the hybrid p-AlGaAsSb/
InAsSb/n-CdSeTe laser structure.

the layer, which is confirmed by both electron probe micro-
analysis (EPMA) and photoluminescence (PL) data. The Te
incorporation starts only at the Se flux reducing to the condi-
tions JSe/JCd ∼ 1, that confirms the similarity of ZnSeTe and
CdSeTe systems. To control the composition of CdSeTe the
following requirements should be met: JSe+JTe > JCd > JSe.
In this case all impinging Se atoms are incorporated in the layer
and the rest free sites are occupied with Te atoms.

Two series of CdSeTe layers have been grown — with low
((1.5−2)×10−8 Torr) and high (∼ 1×10−7 Torr) Te flux inten-
sity. The Se flux was varied within (2−7)×10−7 Torr range,
while the Cd flux intensity was kept constant at∼ 3×10−7 Torr.
All the above fluxes were measured by Bayard–Alpert ion
gauge and are given in beam equivalent pressures (BEPs). One
should note that in our growth geometry at substrate temper-
ature ∼ 300 ◦C the JSe/JCd ∼ 1 flux ratio at the growth
surface, controlled via the transition of (2×1)Se surface re-
construction to c(2×2)Cd one, corresponds to BEP ratio of
BEPSe/BEPCd ∼ 1.5. The samples grown under the Se-rich
conditions with the low tellurium flux intensity demonstrate no
Te incorporation; the samples of this group also demonstrate
the similar growth rate of∼ 95Å/min even at relatively high Se
flux. Contrary to that, the increase of Te flux intensity up to five
times results in simultaneous increase in the CdSeTe growth
rate to the 140−150 Å/min range, i.e. causes the 1.5 times ris-
ing of Cd and Se sticking coefficients. It is quite surprising,
that the increase of the Te flux intensity could increase the Cd-
SeTe growth rate even for the samples demonstrating no Te
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Fig. 2. Electroluminescence spectra of the hybrid laser structure
measured at different injection currents. The inset shows spectrum
of laser generation (T = 60 K).

incorporation (virtually “pure” CdSe). The nature of the phe-
nomenon is not clear yet. The in-situ control of Te content in
growing layer has been provided through RHEED monitoring.
The Se flux has been adjusted in each growth run to provide
slight (2×1)Se growth conditions. This was reproducibly re-
sulted in 3–4% of Te content under the above Cd and Te flux
intensities.

The developed technology of pseudomorphic MBE growth
of CdSeTe layers lattice-matched to GaSb has been applied
to fabrication of the hybrid mid-IR laser heterostructure. The
design of the laser structure is the same as described in the
reference [8] except for the InAs waveguide and CdMgSe n-
cladding layers have been exchanged by InAsSb and CdSeTe,
respectively (Fig. 1). No influence of the InAsSb/CdSeTe het-
erovalent interface on the I–V characteristics of the hybrid
diode has been observed. The 0.6 m-thick InAsSb waveg-
uide layer contained five 1 monolayer-thick InSb insets. The
structure demonstrated stimulated emission at a wavelength of
3.86 µm (T = 60 K) with the threshold current density of
∼ 2 kA/cm2 under pulse injection pumping (Fig. 2).

3. Conclusions

In summary, the peculiarities of MBE growth of CdSeTe on
InAsSb epilayers mediated by a sulphur passivation proce-
dure have been discussed. The main attention has been paid
to composition control of the layers. CdSeTe layers lattice-
matched to GaSb have been used for fabrication of the hybrid
III–V/CdSeTe laser haterostructure, which demonstrates las-
ing at wavelength of 3.86 µm (T = 60 K) with the threshold
current density of∼ 2 kA/cm2 under pulse injection pumping.
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Abstract. We report on the MBE growth of GaAs and InAs nanowires using vapor-liquid-solid growth mechanism catalyzed
by gold particles. The diffraction of solid catalyzer particles at low temperature and their melting were observed in situ
using RHEED. Cylindrical shape nanowires with diameters in 20–200 nm range and lengths up to 8 µm were synthesized.
Both materials crystallize in wurtzite structure showing the presence of stacking faults for GaAs nanowires and almost pure
hexagonal structure for InAs ones. The temperature window where the wire formation is possible and the influence of
growth conditions on the wire morphology were determined.

Introduction

The increasing attention to semiconductor nanowires (NWs)
is motivated by the interest to fundamental physical phenom-
ena in 1D systems as well as by their potential applications in
electronics and photonics [1]. The vapor-liquid-solid (VLS)
growth mechanism [2] for wire formation is of particular inter-
est because it can be applied to the dislocation-free growth of
highly mismatched materials and because of the possibility to
fabricate p–n junctions and/or heterostructures along the wire
axis.

In this presentation, we report on VLS growth of GaAs
and InAs NWs on GaAs (111)B substrates using molecular
beam epitaxy (MBE) and gold particles as a catalyzer. The
temperature limits where the NW formation is possible were
determined. The influence of the growth conditions on wire
morphology and crystallographic structure was investigated
using scanning electron microscopy (SEM) and transmission
electron microscopy (TEM) analyses, showing that the NWs
cristallize preferentially in the wurtzite structure. RHEED
analyses were used to observe in situ the catalyzer phase tran-
sition and to monitor the NW growth.

1. Growth and characterization

NWs were synthesized in an MBE system equipped with stan-
dard effusion cells for Ga and In and a source with cracker
to provide dimers of As. Growth started with a 100 nm thick
GaAs buffer layer deposited on the deoxidized substrate. The
sample was then transferred under ultra-high vacuum into the
gold evaporation chamber where an amount of gold equivalent
to 3 nm was deposited on the sample surface at room temper-
ature. After that the sample was returned to the III–V growth
chamber, the temperature was set to the desired value and GaAs
or InAs NW growth was initiated. For all samples, the nominal
growth rate was fixed to 0.2 nm/s and the V/III flux ratio was
equal to 2 for GaAs and 3 for InAs. The growth temperature
and growth duration were varied.

Growth of NWs was monitored in situ using Reflection
High Energy Electron Diffraction (RHEED). This technique
allows observing the phase change of the catalyser prior to
the start of the growth. At low temperature we observed the
diffraction from solid catalyzer particles, which disappeared
with heating because of the catalyser melting. During the NW

500 nm

(10-10)

(0000)
(0002)

Fig. 1. Left — SEM image of GaAs NWs grown at 560 ◦C during
20 min, right — the corresponding RHEED pattern during growth.

growth, RHEED probed the electron diffraction through the
volume of nanocrystals. The obtained diffraction pattern was
typical for crystal with hexagonal symmetry indicating that
GaAs and InAs NWs mainly crystallize in wurtzite phase. This
conclusion was confirmed by high-resolution TEM measure-
ments of crystallographic structure.

For TEM characterization the NWs were separated from
their substrate and picked up by touching the substrate with
Cu TEM grid with a lacey carbon film. For image recording,
NWs were oriented to get the viewing direction parallel to the
〈1−210〉 zone axis. The morphology of NW ensembles was
investigated using field-emission SEM operated at 5 kV.

2. Influence of growth parameters on the nanowire
morphology

2.1. GaAs nanowires

GaAs NWs can be synthesized in a large temperature domain
from 320 to 630 ◦C. The low-temperature limit is imposed most
probably by the solidification of the catalyzer particle. The
highest growth rate and optimal morphology were obtained at
550 ◦C. Above this value, the NW growth rate decreases and is
completely suppressed at 630 ◦C due probably to the melting
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of GaAs substrate under the catalyzer droplets.
Low-temperature NW growth (T < 400 ◦C) is accompa-

nied with the formation of “branches” connecting neighboring
NWs together. The corresponding RHEED pattern shows arc-
shaped elongated spots connected with trails. TEM analyses
reveal very high density of stacking faults for low temperature
synthesized NWs.

When the temperature is raised above 400 ◦C, the formation
of branches is suppressed and the crystalline structure of NWs
becomes more regular with dominating wurtzite phase, how-
ever stacking faults cannot be completely eliminated. Fig. 1
shows the SEM image illustrating the resulting NW shape and
the corresponding RHEED pattern recorded for the 〈1 − 10〉
substrate orientation.
Fixing the growth temperature to its optimal value (∼550 ◦C),
different growth durations were investigated. Up to 3 µm
(40 min growth), the NWs grow at ∼ 0.8 nm/s and present
almost cylindrical shape with hexagonal cross-section and typ-
ical diameter from 30 to 60 nm. Over this critical length, the
NWs develop conical ends. This should be a consequence of
the limited migration length of Ga adatoms on the NW surface,
which can desorb or nucleate before reaching the catalyzer. In
this case the side-diffusion no longer compensates the con-
sumption of Ga, therefore the volume of the metallic particle
decreases gradually, followed by the diminution of the wire
diameter [3]. Nucleation on the sidewalls may also contribute
to the increse of the diameter in the lower part of the NWs.

2.2. InAs nanowires

We have demonstrated that unlike the GaAs wires, the forma-
tion of InAs NWs on GaAs (111)B substrate is possible only
in a very narrow substrate temperature window between 390
and 420 ◦C. In this temperature domain, which lies below the
eutectic point of In-Au alloy (454 ◦C) [4], the catalyzer par-
ticles should be solid. This unexpected finding may indicate
that the InAs NW growth relies on mechanisms other than VLS
as suggested in ref [5]. However, RHEED analyses have not
confirmed the presence of catalyzer solid phase. To elimi-
nate the possible influence of the Ga containing substrate on
the initial catalyzer composition, substrate has been changed to
InP (111)B. As a result, the upper temperature limit was shifted
to 450 ◦C.
Growth at 420 ◦C occurs with vertical growth rate of 1.4 nm/s
and results in NWs of regular cylindrical shape with a hexago-
nal cross section and the diameter defined by the catalyzer size
(in the 30–40 nm range) (Fig. 2(a)). However, when the NW
length attains the critical value of∼ 3µm, further axial growth
becomes accompanied with lateral growth leading to the in-
crease of the diameter over almost the entire wire length ex-
cept at its end (Fig. 2(b)). The NW develops cylindrical shape
with tapered end; the catalyzer volume remains unchanged.
The maximum growth time of 1 h 40 min resulted in NWs of
8 µm. Similar modification of the NW shape is observed if the
growth temperature is decreased. The lateral growth may be
a consequence of the limited diffusion length of In adatoms at
these relatively low temperatures leading to the nucleation on
the NW sidewalls.

TEM analyses illustrated in Fig. 2(c) show that InAs NWs
crystallize in wurtzite structure almost without stacking faults
(length of pure hexagonal segments can be as long as 0.5 µm).
The possibility to synthesize defect-free NWs is very favorable

(a) (b)

1 µm1 µm 4 µm4 µm

10 nm10 nm(a)(a)

Fig. 2. SEM images of InAs nanowires grown at 420 ◦C for
20 min (a) and 75 min (b). NW length (diameter) is equal to 1.51±
0.34µm (35±4 nm) and 6.07±0.26µm (226±22 nm), respectively.
Inset in (b) shows the top view of a single NW. (c) — high-resolution
TEM image showing defect-free InAs NW crystallized in wurtzite
phase.

for transport studies.
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Fabrication of InGaAs/InAsSb micro- and submicron tubes
with two-dimensional electron gas on Al2O3(0001)
and GaSb(100 )substrates
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Abstract. For the first time, semiconductor tubes and helices containing two-dimensional electron gas (2DEG) with
curvature radii of 300–800 nm were fabricated. Rolling of MBE-grown pseudomorphic InAsSb/InGaAs heterofilms with
thickness of 18–25 nm on GaSb(100) and Al2O3(0001) substrates was used for their fabrication. Monocrystalline structure
of these tubes and helices was confirmed by HRTEM measurements. Substrates used for heterofilm growth do not
contribute to the total conductivity, thus allowing investigations of electron magnetotransport in the created objects and
implementation of some device applications.

Introduction

Recently it was shown, that ultrathin epitaxial heterofilms
(down to two monolayers for the case of InGaAs/GaAs) can
be controllably detached from substrates and rolled, under the
action of internal strains, into various cylindrical micro- and
nanoshells (tubes, scrolls, rings, spirals, etc.) [1]. Investigation
of electron transport in such structures is a task of particular
interest.

Electrons in helices made of materials without inversion cen-
ter demonstrate asymmetric dispersion law in magnetic fields:
E(k) $= E(−k), what is expected to cause new effects re-
garding electron-phonon interaction. It was predicted theoret-
ically, that for helical quantum wire of 1 µm radius, the relax-
ation time, determined by phonon scattering, should increase
by some orders of magnitude as compared to straight quantum
wire [2]. The effect of non-homogeneous magnetic field on a
2DEG has been studied theoretically both in the diffusive and
ballistic regimes [3]. It was shown, that depending on electron
wave vector, the resulting magnetic field can act as a scattering
centre, but also bind electrons [4].

Electrons on the tubular surface are affected only by nor-
mal component of the magnetic field, which is spatially non-
uniform. This leads to the Landau levels (LLs) bending and to
the formation of current stripes, similar to edge states. Taking
into account spin splitting of the LLs, these current stripes are
expected to be spin-polarized [5]. If the current is directed
along the cylinder axis, the total conductivity is determined by
the sum of individual current stripes, that results in stair-like
longitudinal magnetoresistance [6]. In case of azimuthal cur-
rent direction, electric field redistribution results in current con-
centration along one of the sample edges, depending on the sign
of magnetic field gradient [7], that leads to the strong longitu-
dinal magnetoresistance asymmetry [8]. These effects caused
by magnetic field gradient were observed in diffusive regime
InGaAs tubes with diameter of 10–50 µm [6, 8]. Smaller cur-
vature radii should produce even stronger magnetic field gra-
dients thus giving rise to effects caused by electric field and
current spatial redistribution. However, fabrication of GaAs-
based submicron helices and nanotubes containing 2DEG by
means of the developed technology seems to be questionable.
Surface depletion layer in GaAs limits the thickness of initial
heterofilm to the value of 40 nm, that corresponds to tube di-

ameter of at least 10 µm. To overcome this problem, surface
electronic passivation or materials with surface accumulation
layer, are needed.

Absence of surface depletion layers in InAs and high elec-
tron mobility in this material allow fabrication of highly con-
ductive tubes and helices with wall thickness of 10 nm and
curvature radii of < 1 µm correspondingly [9]. However, for
electron magnetotransport investigations non-conductive sub-
strates are needed.

1. Experimental results and discussion

Al2O3(0001) with GaSb buffer layer, and GaSb(100) which
is semi-insulating at helium temperatures, were used as in-
sulating substrates for MBE growth. So as to increase the
critical thickness of pseudomorphic layers, the growth temper-
ature was lowered down to 250 ◦C. Heterofilms consisted of
i) sacrificial AlSb layer, ii) InAsSb layer as quantum well for
electrons, iii) strained Si-modulation doped InGaAs layer. An
order, composition and thickness of the layers were determined
from i) critical thicknesses of strained layers, ii) strains, needed
for fabrication of tubes and helices of given radii, iii) possibility
of highly selective removal of sacrificial layer.

InAsSb/InGaAs tubes with radius of 5µm were obtained by
etching of the sacrificial layer from metamorphic heterostruc-
tures grown on Al2O3(0001). This value is two times higher
than the calculated one, that indicates the presence of a large
number of dislocations, which should strongly limit electron
mobility in such structures.

(a)

(b)

(c)

Tube, = 350 nmR

Tube, = 0.7 µmR

1 µm 5 µm

rolling direction 100 µm

Fig. 1. InAsSb/InGaAs tubes (a, b) and helix (c) with 2DEG on
GaSb(100) substrate.
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The presence of 2DEG in the initial planar heterofilms
grown on GaSb(100), was confirmed by observation of SdH
oscillations. Electron concentration found on the basis of their
period was 1.1×1012 cm−2. Hall mobility of the 2DEG was
found to be 3.7×103 cm2/V s. Such a low mobility value is
attributed mainly to the reduced growth temperature. The mo-
bility value of 104−105 cm2/V s is expected to be achieved by
optimization of growth conditions and profiles of heterostruc-
tures.

Highly conductive InAsSb/InGaAs tubes and helices of
submicron curvature radii (300 < R < 800 nm) and of 18–
25 nm wall thickness were fabricated from these heterofilms.
Aspect ratio (length/radius) of these structures was about 1000
(Fig. 1). HRTEM images have revealed monocrystalline struc-
ture of these objects.

So as to create InGaAs/InAsSb tubes and helices with ohmic
contacts, the directional rolling of heterofilms with the channel
and contact fields formed by lithography, is realized. Results of
magnetotransport measurements performed on the fabricated
structures, are discussed.

Submicron tubes and helices described above can be used
in device applications as well. For instance, they can be used as
MEMS/NEMS components, needles of constant radii for spin-
polarized tunneling spectroscopy, 3D sensors of magnetic field
and magnetic field gradient.

In conclusion, exploring rolling process of MBE-grown
pseudomorphic heterofilms, InAsSb/InGaAs tubes and helices
containing 2DEG were fabricated. Curvature radius of these
objects was found to be 300–800 nm, aspect ratio was about
1000. The substrates used for the MBE growth do not con-
tribute to the total conductivity, thus allowing investigations of
electron magnetotransport in the created structures and imple-
mentation of some device applications.

Acknowledgements

This work was partly supported by the Russian Foundation for
Basic Research (grants 04-02-16910 and 06-02-16005) and the
Russian Science Support Foundation.

References

[1] V.Ya. Prinz,V.A. Seleznev,A. K. Gutakovsky,A.V. Chehovskiy,
V. V. Preobrazhenskiy, M. A. Putyato and T. A. Gavrilova, Phys-
ica E 6, 828 (2000).

[2] O. V. Kibis, Fiz. Tekh. Poluprovodnikov 33, 1332 (1999).
[3] A. Matulis, F. M. Peeters, Phys. Rev. B 62, 91 (2000).
[4] J. Reijniers, F. M. Peeters, J. Phys. C 12, 9771 (2000).
[5] A. Kleiner, Phys. Rev. B 155311 (2003).
[6] A. B. Vorob’ev, V. Ya. Prinz, Yu. S. Yukecheva, A. I. Toropov,

Physica E 23, 171 (2004).
[7] A. V. Chaplik, JETP Lett. 72, 723 (2000).
[8] A. B. Vorob’ev, K.-J. Friedland et al, to be published.
[9] A. Vorob’ev et al, Jpn. J. Appl. Phys. 42,, Part 2 (1A/B) L7

(2003).



14th Int. Symp. “Nanostructures: Physics and Technology” QWQD.01o
St Petersburg, Russia, June 26–30, 2006
© 2006 Ioffe Institute
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Abstract. A comprehensive study of the exchange interaction between charge carriers in self-organized InAs/GaAs quantum
dots is presented. A systematic variation of its anisotropic part with quantum dot size is observed, leading to a change of the
exciton fine-structure splitting from -80 µeV for small quantum dots to 520 µeV for large quantum dots and to a variation of
the intermixing degree of the different excited trion triplet states.

Introduction

Electron-hole exchange interaction in semiconductor quantum
dots has been subject of a lively debate in recent years [1].
In low symmetry systems its anisotropic part lifts the twofold
degeneracy of the exciton bright states yielding the so-called
excitonic fine-structure splitting (FSS). The FSS is the key pa-
rameter determining the suitability of quantum dots for produc-
ing entagled photon pairs for quantum cryptography [2] and
quantum computing. It can be measured directly in lumines-
cence experiments, since the two bright exciton (X) states yield
two spectrally narrow lines which are commonly polarized in
the [110] and [11̄0] crystal directions, respectively. Since the
biexciton (XX) net spin is 0, its ground state remains degen-
erate under exchange interaction. The FSS can thus also be
observed in the XX to X decay (Fig. 1(a)).

Anisotropic exchange also mixes the different excited pos-
itive trion (X+∗) triplet states (total angular momentum M =
±1/2, ±5/2) [3]. In order to probe the energetic structure of
the X+∗, luminescence lines from the positively charged biex-
citon (XX+) to X+∗ decay are analyzed. Since the ground state
of the initial state, namely the XX+, is completely degenerate,
the lines directly yield the energetic structure of the final state,
namely the X+∗, analogous to the XX to X decay. The polar-
ization degree of these lines resembles the intermixing degree
of the different charged trion states and therefore the magnitude
of the anisotropic exchange interaction (Fig. 1(b)) [2]. Under-
standing this effect is crucial for the use of the X+∗ states in
future spin memory devices [5].

Anisotropic electron-hole exchange in quantum dots arises,
when the the symmetry of the confining potential is lower than
D2d . Sources for such a symmetry lowering include structural
anisotropies of the quantum dots, strain-induced piezoelectric-
ity [6,7], and interfacial symmetry lowering [8]. Recent pub-
lications have emphasized the role of piezoelectricity when
calculating the electronic structure of quantum dots [9,10].

We examine here the dependence of the anisotropic ex-
change on quantum dot size.

Experimental

The sample examined consists of a single layer of InAs quan-
tum dots embedded in a GaAs matrix. Details on the growth
procedure can be found elsewhere [11].

The sample was examined with a JEOL JSM 840 scan-
ning electron microscope equipped with a cathodolumines-
cence setup [12]. It was mounted onto a He flow cryostat,
which provided temperatures as low as 6 K. The luminescence
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Fig. 1. Influence of the anisotropic electron-hole exchange interac-
tion on the biexciton-exciton-0 (a) and the charged biexciton-excited
trion (b) cascades. |M〉 gives the total angular momentum of the
corresponding excitonic complex. Grey circles, arrows, and ellipses
mark the polarization of the corresponding emission. The |±3/2〉 to
|±7/2〉 transition is forbidden due to spin selection rules.

was dispersed by a 0.3 m spectrometer. The detection sys-
tem consisted of a liquid-nitrogen cooled Si charge-coupled-
device camera and a liquid-nitrogen cooled InGaAs diode ar-
ray. Metallic shadow masks were applied in order to reduce
the number of simultaneously probed quantum dots.

The quantum dots examined form a series of subensem-
bles, each representing quantum dots with a fixed height, rang-
ing from two to more than nine InAs monolayers. In the en-
semble spectra, the subensembles emit rather narrow peaks
(FWHM ≈ 30 meV). They superimpose to give the complete
ensemble spectrum, consisting of eight of such peaks. This
allows for a precise assignment of a given emission energy to
a corresponding quantum dot height.

Two sample spectra of a large and a small single quantum
dot emitting at low and high energies respectively are shown
in Fig. 2. The different excitonic complexes were identified
according to Ref. [13]. From the spectra it is evident, that the
FSS for the high quantum dot is considerably larger than for
the small quantum dot. Likewise, the polarization degree of
the XX+ emission lines is larger for the high quantum dot than
for the small one.

In order to examine the influence of quantum dot height
on the magnitude of anisotropic exchange a number of quan-
tum dots were probed with transmission energies ranging from
1.05 to 1.35 eV. The FSS values were determined by taking
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the average of the differences of the two polarized X and the
two polarized XX lines. The FSS is defined to be positive, if
the X line at lower energy is polarized along the [11̄0] crystal
direction. The polarization degrees p of the XX+ lines were
determined by measuring their intensity for both polarization
direction and applying

p = Iπ+ − Iπ−
Iπ+ + Iπ−

. (1)

The results can be seen in Fig. 3. The FSS values range
from -80 µeV to more than 500 µeV exceeding all other val-
ues reported so far for this material system. Note that only
absolute values of polarization degrees are shown in Fig. 3(c)
for simplicity. The preferential polarization axis for the XX+
line at lower (higher) energy is always along the [110] ([11̄0])
crystal direction.

The measurements clearly show, that the anisotropic part
of electron-hole exchange is a function of quantum dot size.

Piezoelectricity provides a possible explanation for the ob-
served trend [9]. Its magnitude is proportional to the ocurring
shear strain in the QDs. Due to the lattice mismatch between
GaAs and InAs, the shear strain is larger for larger QDs [6].
Hence small (big) QDs have weak (strong) shear strain com-
ponents leading to weak (strong) piezoelectric fields and con-
sequently to a small (large) value of the fine-structure splitting.

Conclusion

While the number of participating particles varies between two
(excitons) and three (trions), the underlying physical effect
leading to the FSS and a finite polarization degree of the XX+
lines is the same, namely the anisotropic exchange interac-
tion. We have shown that the magnitude of the excitonic FSS
and the polarization degree of the charged XX lines are in-
deed correlated. They both increase with decreasing exciton
recombination energy and thus increasing quantum dot size.
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Single versus ensemble quantum dot emission in near-field
spectra of InGaN QWs
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Abstract. Spectral features related to single quantum dots (QDs), In-rich islands and larger QD ensembles have been
identified in spatially resolved near-field magneto-photoluminescence spectra of blue-green InGaN quantum wells (QWs).
We found that individual QDs and In-rich islands appear to be located in defect regions and have activation energies below
30 meV. We found that at T > 90 K emission from the InGaN QW occurs from “hot spots” of size ∼ 100 nm and density
∼ 5×108 cm−2 containing many deep QDs, having activation energy ∼ 800 meV. The high emission intensity of these hot
spots, occupying only 10% of the QW area, is attributed to the large oscillator strength of the optical transition in InGaN.

Introduction

Strong localization of carriers in In-rich nanoscale islands or
quantum dots (QDs), suppressing carrier capture by disloca-
tions or other non-radiative defects, is considered to be respon-
sible for effective light emission of InGaN/GaN structures [1].
Dense arrays of InGaN QDs (1012 cm−2) with lateral size
∼ 3 nm can be formed during MOCVD growth of InGaN/GaN
quantum well (QW) structures having just a few nm thick In-
GaN layers with In composition 10–20% [2]. The activation
energy of such structures emitting in the violet-green spectral
region can be as high as∼ 800 meV [3]. Recent low tempera-
ture µ-PL studies resolve sharp emission lines in InGaN/GaN
QWs, which are related to individual InGaN QDs [4]. It was
shown that these lines correspond to QDs having activation
energies less then 30 meV. Single dot resolution of the µ-PL
indicates typical values of QD density to be∼ 109 cm−2, which
is surprisingly close to the typical value of dislocation densities
in InGaN structures.

In the present paper we used high spatial resolution
(∼ 100 nm) near-field magneto-photoluminescence spectro-
scopy [5] to study single and ensemble dot emission from
MOCVD-grown InGaN/GaN and InGaN/InGaN QW struc-
tures having dense arrays of QDs.

1. Experimental

The growth of InGaN/GaN and InGaN/InGaN structures stud-
ied here was described in ref [3]. The active layers consist of
3 nm (∼ 12 mono-layer) InGaN with average InN composition
∼ 12%.

The near field spectra were measured using collection-illu-
mination mode. The spectra were excited using 351 nm emis-
sion from an Ar laser and measured with a 270 mm focal length
spectrometer and liquid nitrogen cooled CCD detector. The
spectral resolution was 0.6 meV. Near-field PL (NPL) spectra
were measured at temperatures 10–90 K and magnetic field
strengths 0–9 T.

2. Results and discussion

Fig. 1 presents low temperature spectra of an InGaN/GaN struc-
ture having five QWs and an InGaN/InGaN structure having
a single QW taken with spatial resolution 300 nm and 2 µm.
A series of sharp lines (up to twenty) are observed at high spa-
tial resolution (300 nm), indicating that these sharp lines are
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ture taken P = 60, 200 and 600 W/cm2 (T = 10 K, aperture
100 nm). Insert shows halfwidth (γ ) of the C01 line versus power
density.
common features of our structures. Using higher spatial reso-
lution (∼ 100 nm, Fig. 2) allows the observation of a few sharp
lines (C01 and C02); such lines will subsequently be referred to
as C-lines. These sharp lines have been observed previously in
µ-PL spectra [4] and were attributed to individual InGaN QDs.
The analysis of the NPL spectra taken at different power den-
sity (P = 60, 200 and 600 W/cm2 in Fig. 2) reveals additional
broader features. One is theA-type band (A01 in Fig. 2), which
is centered at ∼ 2.45 eV and has halfwidth γ ∼ 80 meV. It
reveals a fine structure consisting of several weak peaks sepa-
rated by∼ 20 meV. Two others are B-type bands (B01 and B02
in Fig. 2). They were observed at higher energies (> 2.5 eV)
with halfwidths ∼ 30 meV.

We found from measurements of the diamagnetic shift [5]
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that the sharp emission C-lines and the B-bands can be at-
tributed to individual QDs and In-rich islands of size ∼ 3 and
∼ 30 nm, respectively. The density of these QDs and In-rich
islands is found to be ∼ 109 cm−2. The A-bands, on the other
hand, can be attributed to unresolvable QD ensembles, having
density 1012 cm−2. The integrated intensities of the A- and
B- bands exceed the emission intensity of a single line by two
orders of magnitude. The two orders-of-magnitude higher in-
tensity of the B-bands compared with the C lines is consistent
with a two-orders-of-magnitude larger volume of the island.
Similarly, the integrated intensity of the A-band results from a
few hundred QDs contributing to the ensemble emission.

The insert in Fig. 2 shows a broadening of the line C01 at
power densities > 200 W/cm2. This is evidence of sample
heating (see top axis in the insert) and of low activation energy
(< 30 meV) of these QDs [4]. This is in agreement with strong
thermal quenching of C-line intensities at T > 40 K, observed
in direct measurement of the spectra at temperatures between
10 and 90 K. The thermal quenching of the C-lines is clearly
seen in Fig. 3. Here the spatially and spectrally resolved near-
field PL intensities are plotted using a set of spectra taken along
a∼ 600 nm linear scan at 30 and 90 K. One can see that C lines
are absent in the NPL spectra at T = 90 K. Also the B-bands
are absent in the spectra at T = 90 K which indicates that
30 nm In-rich islands have the same low activation energies as
3 nm QDs. We should point out that thermal quenching of the
A-lines and B-bands is not accompanied by the appearance of
new, higher energy emission (excited states), which indicates
that carriers recombine non-radiatively after thermal activation
from their ground states. This suggests that these InGaN QDs
and islands are located near defects (dislocations).

In contrast to C-lines and B-bands, the A-bands have strong
intensity at both 30 and 90 K (see Fig. 3a and b). This indi-
cates that the A-band has a relatively high activation energy.
From this result and from our far-field resonant excitation ex-
periments [3] we can assign this band to an ensemble of deep
InGaN/InGaN QDs having activation energies ∼ 800 meV.
Furthermore, from the data showing the spatial variation of the
band intensities one can see that the deep and the shallow QDs
are located in different regions of the QW. Indeed in Fig. 3a the
A21 and A22 bands have maximum intensity at tip positions
0 and 420 nm, respectively, while the lines C21 and C22 and
bands B21, B22 and B25 are at 200 nm and bands B23 and
B24 are at 600 nm.

The size and the density of the areas with deep QDs (i.e.
A-bands) can be estimated to be ∼ 100 nm and 5×108 cm−2,
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Fig. 4. NPL spectra of single InGaN/InGaN (a) and InAs/GaAs (b)
QDs (T = 10 K, P = 200 W/cm2) at magnetic field 0 and 9 T. The
absence of the Zeeman splitting in InGaN QD can be explained by
compensation of the spin splitting in the conduction band by holes
in the valance band for an exciton confined in a QD [7].

respectively. From this we estimate that the regions of multiple
deep QDs occupy only about 10% of the entire QW. However,
this small fraction creates “hot spots” which emit light at high
temperature (see Fig. 3b).

Fig. 4a and b show the NPL spectra of single InGaN/InGaN
and InAs/GaAs QD, respectively, taken at the same power den-
sity 60 W/cm2. One can see that both spectra have similar in-
tensities. However InAs QDs have a lateral size∼ 10 nm, i.e.,
an order of magnitude larger emission volume. High emission
efficiency of small InGaN QDs is consistent with the order
of magnitude larger oscillator strength of optical transitions in
InGaN materials compared with other III–Vs [6]. Thus, the
large oscillator strength of the optical transition leads to high
emission efficiency in InGaN QWs, despite the fact that less
than 10% of the material emits light.

3. Conclusions

We used high spatial resolution (∼ 100 nm) near-field magne-
to-photoluminescence spectroscopy to study single dot emis-
sion in MOCVD grown InGaN/GaN and InGaN/InGaN struc-
tures having dense arrays of QDs. At low temperature (10–
30 K) we observe emission from individual QDs and from
In-rich islands of size ∼ 3 and ∼ 30 nm, respectively, which
we believe are located near dislocations. We found that for
T > 60 K emission from the InGaN QW occurs in “hot spots”
of∼ 100 nm size and density∼ 5×108 cm−2 containing dense
arrays of small, deep QDs.
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Abstract. We studied carrier storage and thermal activation of holes in self-organized InGaAs/GaAs quantum dots (QDs)
with an additional AlGaAs barrier. A thermal activation energy from the hole ground states over the AlGaAs barrier of
560 meV is measured using deep level transient spectroscopy (DLTS). This activation energy leads to a storage time of
about 5 ms at room temperature, which could also be directly measured. The hole retention time in self-organized InGaAs
QDs is, hence, comparable to the important value of the refresh time of a dynamic random access memory (DRAM). Such
QDs have the potential for novel high density DRAMs.

Introduction

Self-organized semiconductor quantum dots (QDs) [1] are pro-
mising building blocks for future non-volatile single-electron
memories [2] with storage densities up to 1 Tbit/inch2. The
first milestone towards the realization of such memories is the
demonstration of a charge carrier storage time of milliseconds
at room temperature, which is the typical refresh time of a
dynamic random access memory (DRAM). At room tempera-
ture thermally activated carrier emission is the major process
limiting the storage time.

We studied thermal activation and storage of holes in self-
organized InGaAs/GaAs QDs with an additional AlGaAs bar-
rier with respect to future QD-based memory devices. Previ-
ously presented investigations of the first self-organized QD
memories have the difficulty of a well-defined carrier storage
in the QDs [3, 4], i.e. carrier storage in defect levels cannot
be excluded. Here, we employed time-resolved capacitance
spectroscopy (DLTS), which allow us to unambiguously iden-
tify the carrier emission from QDs and determine their storage
times. Previously, we had shown that for InGaAs/GaAs QDs
the thermally activated charge carrier escape time in an applied
electric field is only in the order of picoseconds at room tem-
perature [5]. To reach longer storage times, we also studied the
hole confinement in the particularly interesting GaSb/GaAs [6]
system. A ground state activation energy of 450 meV has been
observed and the retention time at room temperature is in the
microsecond range. In this paper we report an even larger ac-
tivation energy of 560 meV for holes in InGaAs/GaAs QDs by
adding an additionalAlGaAs barrier below the QD layer. Now,
the retention time is about 5 ms at room temperature, reaching
the important value of the refresh time of a DRAM memory
cell.

1. Sample structure

We studied a sample with self-organized InGaAs/GaAs QDs,
grown by molecular beam epitaxy (MBE). Below the QD layer
a 20 nm nominally undoped Al0.6Ga0.4As barrier was included
to increase the hole storage time to milliseconds at room tem-
perature. In detail, the sample consists of a semi-insulating
GaAs substrate, followed by a 300 nm thick highly p-doped
GaAs contact layer (p = 2×1018 cm−3) and a 1000 nm thick
p-doped GaAs layer (p = 2×1015 cm−3). After the deposi-
tion of the AlGaAs barrier, a layer of In(Ga)As QDs (nomi-
nally ∼ 2.2 ML) was deposited with a growth rate of about
0.1 ML/sec at 485 ◦C. The QD layer is sandwiched between

7 nm thick undoped GaAs spacers. After deposition of 1500 nm
p-doped GaAs (p = 2×1015 cm−3), 400 nm of highly n-doped
GaAs (n = 2×1018 cm−3) was grown to from a n+p diode
structure. To form devices, processing based on standard op-
tical lithography was applied. Circular mesas with 800 µm
diameter were created by wet chemical etching and Ohmic
contacts to the p+ back and the n+ top layer were formed by
evaporation and alloying of Ni-Zn-Au and Ni-Au/Ge-Au, re-
spectively.

2. Capacitance spectroscopy

Figure 1 displays charge-selective DLTS [6] spectra for increas-
ing reverse bias Vr from 0.2 V up to 3.2 V. The pulse length
and reference time constant were set to 1.0 s/5 ms, respectively.
The pulse bias was always set to Vp = Vr − 0.2 V. As a con-
sequence, on average less than one hole per QD is emitted and
narrow peaks appear in the DLTS spectra. This is in contrast to
a reverse/pulse bias condition in previous DLTS measurements,
where the depletion of completely charged QDs is probed and,
hence, a broadened DLTS peak is observed (cf. [6]). A DLTS
maximum appears at T = 300 K forVr = 3.2 V in Fig. 1 where
the emission time equals approximately the applied reference
time constant τref (cf. [7]). That means, at room temperature
we directly observe a storage time of about 5 ms. The observed
DLTS peak corresponds to thermal activation from the QD hole
ground state over the AlGaAs barrier (upper schematic inset
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Fig. 1. Charge-selective DLTS spectra of an InGaAs/GaAs QD
sample with an additional AlGaAs barrier. At a reverse bias Vr of
3.2 V a peak appears at 300 K, which is related to thermal emission
from the hole ground state over the AlGaAs barrier. The spectra are
vertically shifted for clarity.
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in Fig. 2). The DLTS maxima for reverse biases Vr between
0.2V (at T = 160 K) and 1.4V represent the thermal activation
of holes from the valance band edge over the AlGaAs barrier
(lower schematic inset in Fig. 2).

3. Activation energies

Using Arrhenius plots of the DLTS peak position for varying
reference time constants τref , activation energies for hole emis-
sion from differently charged QDs are obtained (Fig. 2). The
hole ground state activation energy is determined to (560 ±
60) meV at a reverse bias of Vr = 3.2 V. With decreasing re-
verse bias a decrease in the activation energy down to (340 ±
40) meV is observed. The decrease in activation energy cor-
responds to an increase in the average occupation of the QDs.
With increasing number of charge carriers in the QDs state
filling lowers the thermal activation barrier. The average ac-
tivation energy of about 340 meV for a reverse bias between
1.4 V and 0.2 V represents the AlGaAs barrier height [see inset
in Fig. 2]. The barrier height is in good agreement with an
expected value of about 330 meV [8] for an aluminum mole
fraction of about 60 percent.

An InGaAs QD reference sample without an embedded Al-
GaAs barrier shows a maximum at T = 90 K for a reference
time constant τref of 5 ms (not shown here, see [9]) for ther-
mal emission of holes from the QD ground states. From an
Arrhenius plot an ground state activation energy of 210 meV
is obtained. In this article, we showed that the AlGaAs bar-
rier shifts the DLTS signal for the ground state emission up to
T = 300 K (Fig. 1) and the activation energy increases accord-
ingly from about 210 meV (without an AlGaAs barrier) up to
560 meV. Now we are able to draw a consistent picture of the
energy diagram for the valence band in the InGaAs QD sample
with the additional AlGaAs barrier (Fig. 3).

4. Conclusion

For InGaAs/GaAs QDs with an additional AlGaAs barrier be-
low the QD layer we observe in charge-selective DLTS experi-
ments a hole ground state activation energy of about 560 meV.
This activation energy leads to a storage time of about 5 ms
at room temperature, which we directly observe in the DLTS
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Fig. 3. Energy diagram of the valence band. The values are obtained
from the DLTS experiments.

measurements. The hole retention time in InGaAs QDs is now
comparable to the refresh time of a DRAM memory cell.
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Computer simulation of resonant tunneling through quantum
antidot in the fractional quantum Hall regime:
evidence of fractional quantization of electric charge
Eugene V. Tsiper
George Mason University, Fairfax, Virginia,
Naval Research Laboratory, Washington, DC, USA

Abstract. I present the results of a computational experiment set up to model the quantum antidot electromemer used in the
first observation of fractional charge in FQHE. Exact diagonalization for a cluster large enough to contain two independent
edges reveals a series of ground state reconstruction events interpreted as a quasiparticle tunneling between the edges
through the bulk of the fractional quantum Hall state. The periodicity of the events is consistent with the transferred charge
of e/3 and e/5 in the parameter regions that correspond, respectively, to the 1/3 and 2/5 fractional states, in line with
experimental observations. Traces of what might appear as charge quantization in units of e/7 are also discussed.

Fractional quantum Hall effect (FQHE) [1] has occupied
the minds of many physicists in the past two decades. The the-
ory of FQHE [2] has suggested the existence of quasiparticles
whose electric charge is a simple fraction of the elementary
charge e. Resonant tunneling through a quantum antidot (a
potential hill) has been used in the first direct observation of
quasiparticles of fractional charge e/3 and e/5 [3–5]. In these
experiments, a periodic sequence of conduction peaks was ob-
served as either the magnetic field H or the backgate voltage
VBG were varied. The peaks corresponds to the resonant tun-
neling of a quasiparticle between the outer edge of the sample
and the inner edge around the antidot through the bulk of the
incompressible FQH state. The periodicities /H and /VBG
were related [3] to the quasiparticle charge e∗.

Since the bulk FQHE state is an insulator, the most inter-
esting transport properties of the system are associated with
the edges, in particular, with tunneling into or between the
edges [3–7]. Computational studies of edge physics have fo-
cused on the properties of a single edge, such as non-universa-
lity of the tunneling exponent [8, 9] or reconstruction of the
charge density [10–12], because they are particularly affected
by the cluster size limitations imposed by the rapidly growing
dimensionality of the Hilbert space. Study of edge to edge
tunneling trough the bulk of an FQHE state requires clusters
large enough to contain two independent edges.

In the past we have perfected the Lanczos technique [13],
both Hermitian [14, 15] and non-Hermitian [16–18], and are
able to solve exactly clusters with up to about 12 fermions at
f = 1/3 or 16 fermions at half filling [14], when the Hilbert
space dimensionality is∼ 109. While exact solutions for up to
N = 22 are sometimes possible [15], the systems withN ≥ 12
normally require approximate methods.

I have set up a computer experiment using a planar cluster
in disk geometry to resemble the key features of the Goldman’s
quantum antidot electrometer [3]. Consider N electrons in the
lowest Landau level, confined by a potential of a uniformly-
charged disk with a hole in the center (inset in Fig. 1), posi-
tioned in the plane of two-dimensional (2D) electron gas. The
positive charge density σ and the inner radius R1 of the disk
are free parameters. The outer radiusR2 is always chosen such
that the whole system is neutral. The electronic density ρ(r)

confines itself between R1 and R2, falling off sharply beyond
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Fig. 1. Exact ground-state energy of N = 12 electrons in 2D con-
fined by Coulomb attraction to a uniformly-charged annulus (inset)
of charge density σ = 1/3σ1 and 2/5σ1. σ1 is the density of the
completely filled Landau level. The units are e2/WH.

this range. Setting σ to a fraction ν = 1/3, 2/5, etc. of the
density σ1 of the completely filled Landau level controls the
fractional state, with ρ(r) approaching νσ1 (for N →∞) far
from both edges. Near the edges ρ(r) is known to exhibit
oscillatory behavior that is thought to decay slowly into the
bulk [11].

Increasing R1 increases the antidot strength and expells
charge from inside of the antidot towards the outer edge. I pre-
fer to use the “missing charge” Q = σπR2

1/e as a variable,
instead of R1. Although I tune Q continuously, the ground
state of the system reconstructs via a step-like process. A re-
construction event corresponds to a ground state degeneracy,
where it costs no energy to move a quasiparticle from the in-
ner to the outer edge. This is precisely the condition for the
resonant tunneling through the antidot.

In the axially-symmetric geometry the single-particle states
ψm in the lowest Landau level are characterized by the angular
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momentum m = 0, 1, . . ., and the total angular momentum
M =∑m is conserved. The Coulomb matrix elements in the
basis ψm are known [19,20]. I find the matrix elements of the
confining potential to be Vm = Vm(R2) − Vm(R1), where the
integrals

Vm(R) =
∫ ∫

r ′<R

d2r ′ d2r
eσ

|r − r′| |ψm(r)|2 (1)

can be evaluated analytically.
For a given set of N , Q, and σ I find the lowest energy

EM(Q) at each M . The ground state energy is then E(Q) =
minEM(Q). The ground state reconstruction events occur via
level crossings of branches with different M and lead to a step-
wise function M(Q). The number p of the steps that occur
when Q increases by one may be related to the charge e/p that
is moved from the inner to the outer edge per one reconstruction
event.

Figure 1 shows the exact energy EM(Q), N = 12, Q = 2.
The sequence of sharp cusps on the right curve are the 1/3 frac-
tional states. The state at M = 270 is the true ground state at
Q = 2 and σ = 1/3σ1, whereas the states withM = 270±12,
M = 270±24, etc. are candidates for the ground state at differ-
ent Q. The quasi-periodicity with /M = 12 is due to the ap-
proximate invariance of the antidot Hamiltonian with respect to
the Laughlin’s quasihole creation operator A0 [2], also known
to be the generator of infinitesimal magnetic translations [21].
Applied to an arbitrary many-electron wave functionR, it trans-
lates it in the angular momentum space, m→ m+1. The total
angular momentum then transforms as M → M +N :

RM+N ≈ A0RM . (2)

AtQ = 0 the ground state occurs, approximately, at the Laugh-
lin’s angular momentum [22]

M∗(Q = 0) = N(N − 1)

2ν
. (3)

For a disk with the missing charge Q we can generalize this
naturally to

M∗ = (N +Q)(N +Q− 1)

2ν
− Q(Q− 1)

2ν
. (4)

For N = 12 and Q = 2 we get M∗
1/3 = 270 and M∗

2/5 = 225
(cf. Fig. 1).

The single-particle orbitals ψm(r) are localized near
r = WH

√
2m, where WH is the magnetic length. Therefore,

in a macroscopic system whose density approaches a constant
νσ1 in the bulk, the operator A0 pushes the density out of the
center, creating an effective positive charge e∗ = νe. This is an
exact formal property of A0 but relates to the physical system
through the above mentioned approximate invariance. Indeed,
Eq. (4) can be obtained from (3) by applying A(Q/ν)

0 :

M∗ = M∗(Q = 0)+NQ/ν . (5)

Figure 1, therefore, suggests that the ground state of the 1/3 sys-
tem changes in steps of/M = N , transferring charge e∗ = e/3
from the inner to the outer edge at every step. Accoriding to (5)
the steps should occur at /Q ≈ ν = 1/3.

Remarkably, the range of M corresponding to the 2/5 frac-
tional state exhibits double periodicity. This causes branch
crossings twice as often, /M = N/2, /Q ≈ ν/2 = 1/5,
resulting in the charge e∗ = νe/2 = e/5 transferred per re-
construction event, as expected from the experiment [4]. I also
have observed the double periodicity in EM(Q) for σ = 2

5σ1
for N = 11, 10, 9, and 8, though it becomes less pronounced
for smaller N .

The lower panel in Fig. 1 exposes the tiny structure in
EM(Q) by subtracting its greatest convex minorantEM [dotted
blue line]. I notice that this structure, which is the manifes-
tation of the FQHE, is insensitive to the confining potential,
and is practically the same for σ = 1/3σ1 and 2/5σ1. It hints
towards rigidity of the wave function with respect to the con-
fining potential [δRM/δV (r) being small by some measure],
the principal effect of the latter being to select which M is the
ground state. Inspection of the region about M = 210 also
suggests that traces of /M = 4 = N/3 periodicity, that by the
same logic would correspond to e∗ = e/7, may be present in
the area near M∗

3/7 = 210, although larger clusters are needed
to separate the 2/5 and 3/7 states. Indeed, from Eq. (3), the
condition M∗

2/5 −M∗
3/7 ≥ N leads, at Q = 0, to N ≥ 13.
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Abstract. I present the results of a computational experiment set up to model the quantum antidot electromemer used in the
first observation of fractional charge in FQHE. Exact diagonalization for a cluster large enough to contain two independent
edges reveals a series of ground state reconstruction events interpreted as a quasiparticle tunneling between the edges
through the bulk of the fractional quantum Hall state. The periodicity of the events is consistent with the transferred charge
of e/3 and e/5 in the parameter regions that correspond, respectively, to the 1/3 and 2/5 fractional states, in line with
experimental observations. Traces of what might appear as charge quantization in units of e/7 are also discussed.

Introduction

Strong localization of electrons in quantum dots (QDs) de-
signed from A3B5 semiconductors considerably strengthens
the hyperfine interaction with nuclear spins, due to increase of
the electron density on the nuclei [1]. As it was proposed theo-
retically [2], this should result in the increased efficiency of the
electron spin relaxation, caused by precession of the electron
spins in the random effective magnetic field of the nuclear spin
fluctuations in the QD ensemble. This effect has already been
observed for InP [3] and InAs [4] QDs.

Here we present results of detailed investigations of hyper-
fine interaction in n-doped InGaAs QDs. Exploiting several
experimental methods, we have studied the effect of nuclear
spin fluctuations (NSF) as well as of the dynamic nuclear po-
larization (DNP) created by the hyperfine interaction with op-
tically oriented electron spins.

1. Experimental

We have studied several samples containing 20 layers of In-
GaAs QDs separated by thick delta n-doped GaAs barrier lay-
ers. The as-grown InAs QD samples underwent a post-growth
rapid thermal annealing process at temperatures ranging from
800 ◦C to 960 ◦C for 30 s. This leads to a diffusion of indium
from the QD, and results in a reduction in vertical confine-
ment and lateral spreading of the wavefuntion, thus shifting
the wavelength from ∼ 1200 nm to ∼ 890 nm. We show re-
sults here from a sample strongly annealed at 900 ◦C. Electron
concentration in the QDs due to the barrier delta-doping cor-
responds to approximately one electron per dot, as confirmed
by Faraday rotation spectroscopy [13].

1.1. PL polarization

Presence of the resident electrons in the QDs gives rise to nega-
tive circular polarization (NCP) of the PL, created by circularly
polarized optical excitation into the wetting layer (Fig. 1) [14].
Amplitude of the NCP may be used as a measure of spin ori-
entation of the resident electrons [5].

We found that the NCP amplitude and, correspondingly,
the electron spin orientation strongly depends on the relatively
small magnetic field, B, applied along the optical axis of the
excitation (Faraday configuration) as shown in Fig. 2. At
relatively weak excitation, the magnetic field dependence of
the NCP amplitude, ANCP(B), reveals a well-resolved dip at

around zero magnetic field, with a full width at half maxi-
mum (FWHM), δBN, of the order of a few tens of mT (upper
curves in Fig. 2). Behavior of the dip is independent of the
helicity of circular polarization of excitation within the exper-
imental error. Under strong excitation, dependence ANCP(B)

becomes asymmetric relative to zero magnetic field, and
strongly depends on the helicity of the excitation (lower curves
in Fig. 2). All the experimental dependences may be well ap-
proximated by a phenomenological function:

ANCP(B) = −S0 + P
1+ 2f (B − BN)/δBN

(2(B − BN)/δBN)2 . (1)

whereS0 characterizes spin polarization at large magnetic field,
P — amplitude of the dip, f — asymmetry of the dependence,
BN — the shift of the dip from zero magnetic field. For the
curves shown in Fig. 2, δBN = 50 mT, with f = 0 for weak
excitation and δBN = 70 mT, f = −1.8 (σ+), f = 1.4
(σ−) for strong excitation, and BN = 0 in all cases, within the
experimental error.

The behavior of the spin polarization in external magnetic
field discussed above can be treated as a result of the effects
of NSF and DNP. Due to the limited number of nuclear spins
interacting with the electron spin in a QD, typically n ∼ 105,
random correlation of nuclear spins may create a fluctuating
nuclear polarization acting on the electron spin as an effec-
tive magnetic field δBN, with random magnitude and orienta-
tion [2]. As the spin orientation of the nuclear system evolves
slowly (over a timescale of∼ 1 µs), the electrons see a “snap-
shot” of the nuclear system. The electron precesses about the
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Fig. 1. (a) PL spectra in co- and cross-polarizations at σ+-polarized
excitation. (b) Spectrum of the degree of circular polarization of the
PL calculated in the standard manner.

129



130 Quantum Wells and Quantum Dots

S

δBN δBN

Btot

B

0.00

−0.05

−0.10

−0.15

−0.20

−0.25

−0.30

A
m

pl
itu

de
 o

f 
N

C
P

−300 −200 −100 0 100 200 300
B (mT)

P P= 0

P P= 20 0

σ− exc.

σ− exc.

σ+ exc.

σ+ exc.

Fig. 2. Magnetic field dependence of the NCP amplitude at weak
(P = P0 ∼ 10 W/cm2, upper curves) and strong (P = 20P0,
lower curves) excitations. Symbols show experimental data and
solid lines the fits by function (1). Inset: electron spin precession
about Btot = B + δBN.

random nuclear field, with the result that the projection of the
electron polarization onto the optical axis is initially reduced,
and then remains stable. The resulting PL polarization should
be reduced to one third of the initial value, as long as the elec-
tron spin lifetime is less than ∼ 1 µs. In QDs however, the
electron spin may be stable over longer timescales: thus in this
case, the “snapshot” of the nuclear field will change, and lead
to further decrease in electron spin polarization.

An external magnetic field B > δBN applied along the
optically oriented electron spin direction suppresses the effect
of NSF and, correspondingly, restores the electron spin polar-
ization. Theoretical calculations [2] give rise a smooth depen-
dence of the electron spin polarization on the external magnetic
field, which we modeled in the case of weak excitation using a
Lorentzian-like dependence (1) when the parameter of asym-
metry f = 0.

Strong excitation by circularly polarized light of one he-
licity (σ+ or σ−) should create dynamic nuclear polarization
via hyperfine interaction with optically oriented electron spins
(see e.g. ref. [6]). The DNP affects the electron spin as an
effective magnetic field, BN, which is added to or subtracted
from the external magnetic field B. We would expect some
shift of the experimentally observed dip in spin polarization
from B = 0 to B = −BN. Such an effect has been observed
previously as the Overhauser shift of the optical transitions in
single GaAs [7] and InAlAs [8] QDs. However in our exper-
iments, no clearly detectable shift of the dip is observed. At
strong excitation, which is favorable for creation of the DNP, a
decrease of the dip amplitude and the appearance of asymme-
try in the B-field dependence of ANCP(B) is observed instead
of the shift. Though the quantitative description of the de-
pendence is a problem for a future theory, we can give a few
comments for this observation.

Dynamical nuclear polarization is created via hyperfine in-
teraction with polarized electrons. However the electron spin
polarization may be efficiently destroyed due to the electron
spin precession about the total magnetic field (see inset in
Fig. 2) in those QDs where the angle between vectors S0 (the
photocreated electron spin) and δBN is large and the abso-
lute value of δBN exceeds that of the external magnetic field.
Due to the random distribution of δBN, the dynamic nuclear
polarization should be also randomly distributed over the QD
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Fig. 3. Faraday rotation signal for resonant (upper curve) and non-
resonant excitation. P = P0 ∼ 10 W/cm2. Fits by function (1) are
shown by open circles. Fit parameters: δBN = 43 mT, BN = 0,
f = 0 for upper curve; δBN = 148 mT, BN = 0, f = −0.316
(σ+), f = 0.316 (σ−) for lower curves. Sign of signal for σ−-
polarized excitation is inverted. Small linear slopes of the lower
curves which are probably caused by the electron spin freezing at
the lower Zeeman sublevel are subtracted.

ensemble. We therefore expect an enlargement of the dip width
and an appearance of asymmetry with optical pumping.

1.2. Faraday rotation

In photoluminescence experiments, the fact that excitons (tri-
ons) must be present to observe PL means that several physical
processes must be taken into account. In particular, the ex-
change interaction responsible for the NCP may be dependent
on applied field. Therefore, alternative physical mechanisms
for the dependence of ANCP(B) on field may exist, and are
discussed in the literature [9, 10].

To eliminate these various processes, and to verify the inter-
pretation of the nuclear spin effects discussed above, we studied
the magnetic field dependence of the electron spin polarization
by another method, namely by measuring the Faraday rota-
tion signal in polarized pump-probe experiments [11]. In this
method, the circularly polarized pump pulses create a spin ori-
entation of the resident electrons. The electron spin orientation
is then detected as the rotation angle of linearly polarized probe
pulses, delayed in time relative to pump pulses. We monitored
the Faraday rotation intensity for a large fixed delay of about
12 ns, when all other transient processes (e.g. trion recombi-
nation) created by the pump have radiatively decayed, and the
measured signal results solely from the spin orientation of the
resident electrons. Due to the extremely long lifetime of the
electron spin orientation in the QDs under study (orders of
magnitude greater than the laser repetition rate [12, 13]), the
Faraday rotation signal may be easily observed at this large
delay.

In Fig. 3, the upper noisy curve shows the typical magnetic
field dependence of the signal under strictly resonant excitation
to the lowest optical transition of the QDs under study. Again, a
dip very similar to that observed in the PL polarization (Fig. 2)
is observed around zero magnetic field. This observation sup-
ports our interpretation given above of the spin depolarization
at zero magnetic field as being due to the hyperfine interaction
with the fluctuating effective nuclear spin field.

The dip in the Faraday rotation signal observed at resonant
excitation may be successfully fitted by function (1) with fac-
tor f = 0. The width δBN of the dip varies from 30 to 50 mT
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depending on the pump power density and independent of the
helicity of the excitation polarization. No asymmetry of the dip
is observed at this excitation. This is probably due to small ab-
sorption coefficient at the QD transitions and, therefore, weak
pumping of the nuclear spin system.

To increase the pumping efficiency, we used a two-color
pump-probe method, whereby the pump beam wavelength is
tuned to the wetting layer absorption maximum and the probe
beam wavelength is kept resonant to the lowest optical tran-
sition in the QDs. Under these conditions, the dip becomes
much wider and asymmetric (lower curves in Fig. 3). As in the
PL experiment (Fig. 2), the asymmetry is dependent on the he-
licity of the pump beam polarization. However, no shift BN of
the dip from zero magnetic field is observed, even under these
excitation conditions. This suggests that the DNP created is
inhomogeneous, with many QDs experiencing no DNP, such
that the peak remains at zero.

In conclusion, the experiments performed have allowed us
for the first time to determine the effective magnetic field of
the nuclear spin fluctuations in the quantum dots under study.
Its value is characterized by a Lorentzian distribution with full
width at half maximum of about 30 mT at low limit of the ex-
citation, and a much wider and asymmetric distribution under
strong pumping. These experiments also allowed us to study
the dynamic nuclear polarization under strong excitation by
circularly polarized light. An effective magnetic field of the
nuclear polarization is found to be surprisingly low and inho-
mogeneous. Physical origin of such inefficient nuclear spin
polarization in InGaAs/GaAs should be studied further.
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Electron-hole liquid in SiGe potential wells
of nanostructures Si/SiGe/Si
T. M. Burbaev1, V. A. Kurbatov1, M. M. Rzaev1, N. N. Sibeldin1, V. A. Tsvetkov1 and F. Schäffler2

1 P. N. Lebedev Physical Institute, RAS, 119991 Moscow, Russia
2 Institut für Halbleiter- und Festkörperphysik, J. Kepler Universität Linz, Austria

Abstract. Low-temperature photoluminescence spectra of Si/Si1−xGex /Si nanostructures as a function of temperature and
excitation level are investigated. Formation of electron-hole liquid in the layers of Si1−xGex solid solution is observed. It is
found that under the conditions of spatial localization of the photoexcited charge carriers in SiGe-layer, which is a potential
well for holes, the threshold power of excitation is lower and the threshold temperature of formation of liquid is noticeably
higher than in bulk material of the same composition.

Introduction

The phenomenon of condensation of excitons into the electron-
hole liquid (EHL) was predicted by L. V. Keldysh in 1968 [1].
After that, in a large number of theoretical and experimen-
tal publications basic characteristics of the phase transition
gas of excitons — EHL and properties of the liquid phase of
bulk semiconductors have been investigated in detail (see re-
views [2–4]). However, until recently, in the literature there
were practically no papers dedicated to the experimental stud-
ies of this phenomenon in low-dimensional objects. Appar-
ently, nanostructures on the basis of silicon and germanium
are the most promising for the investigation of condensation of
excitons in low-dimensional objects because bulk silicon and
bulk germanium are classical materials for the studies of EHL.
Recently, EHL has been detected in thin silicon layers of the
high-quality Si/SiO2 heterostructures, grown by the methods
of silicon integrated technology [5, 6].

We investigated low-temperature photoluminescence (PL)
spectra of high-quality Si/Si1−xGex /Si nanostructures, grown
by molecular beam epitaxy (MBE), as a function of temperature
and a level of excitation. The formation of EHL in a layer of
Si1−xGex solid solution and also in the buffer and the cap layers
of silicon was detected at the temperatures of liquid helium. It
is shown that owing to accumulation of the photoexcited charge
carriers in the spatially confined potential well of the structure
(in a thin SiGe-layer), EHL in this layer forms at a lower level
of excitation of the structure (at the given temperature) and at
a higher temperature (at the given level of excitation), than in
bulk material of the same composition.

1. Experimental results and discussion

Si/Si1−xGex /Si structures with various thicknesses of SiGe-
layers and various content of germanium x in layers have been
grown by MBE in J. Kepler University, Linz (Austria). Prop-
erties of these layers depending on content x, thickness of a
layer, deposition rate, temperatures of growth and annealing
have been investigated by methods of atomic-force and trans-
mission microscopy. As the result, structures with high-quality
layers of SiGe (x = 0.05) without dislocations with the thick-
ness of 70 and 25 nm have been grown. Investigations of the
PL spectra in the temperature region 2–50 K and with the lev-
els of excitation varying from 2 W/cm2 to 200 W/cm2 have
been made at P. N. Lebedev Physical Institute (Russia). He-
Cd and semiconductor lasers with the wavelengths of 0.44 and

0.66 µm accordingly were used to excite structures. For the
comparison PL spectra of bulk Si1−xGex alloys of the same
composition were also investigated.

Transformation of PL spectra with changing the tempera-
ture is shown in Fig. 1 (the density of excitation was 20W/cm2).
At T ≈ 10 K, in PL spectra of SiGe layers of the structure
two lines of radiation with the threshold behavior (1107 and
1049 meV) arise, that are separated from each other by the en-
ergy of the optical TO-phonon in silicon (59 meV). These lines
arise on the low-energy side at the distance of 9 meV from much
less intensive lines, which probably correspond to free excitons
in a layer of a solid solution. Increasing of their intensity with
decreasing the temperature is accompanied by the reduction
of the intensity of the exciton lines. At higher temperatures,
when only excitonic lines are present in the PL spectrum of
SiGe layer, integrated intensity of radiation increases linearly
with increasing the level of pumping. While the appearance
of the long-wavelength lines of radiation observed at low tem-
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Fig. 2. PL spectra of structure at a high level of excitation.

peratures has the threshold behavior on density of excitation,
the intensity of these lines near a threshold sharply increases
with increasing the level of pumping. Thus, from the spectral
position and the behavior of the long-wavelength components
of the PL spectrum of the SiGe layer with changing the power
of excitation and temperature it is possible to conclude that
these lines are the zero-phonon line of radiation of EHL and
its TO-phonon replica. It should be mentioned that in spectra
shown on Fig. 1, TO-phonon replica lines of radiation of free
and bound excitons in the buffer and the cap layers of silicon
(1097 and 1092 meV) are visible whereas the line of radia-
tion of EHL in these layers is absent. It arises at much greater
intensity of excitation on a long-wavelength wing of the line
of bound excitons (1082 meV for EHL). So, at the density of
excitation I = 200 W/cm2 the threshold temperature of for-
mation of EHL in Si layers is close to 8 K (see Fig. 2). The
investigation of the thresholds of formation of EHL on den-
sity of power of excitation and on temperature in SiGe- and
Si-layers of the structure and also in bulk alloys of SiGe of
the same composition and in Si has shown that in an internal
layer of a solid solution of heterostructure the EHL arises at
much smaller levels of pumping and at higher temperature (at
the given level of excitation). It is possible that it is related to
accumulation of photoexcited charge carriers in the SiGe layer,
which is the potential well for holes in the heterostructure. It
should be noted that owing to this circumstance one can inves-
tigate EHL at essentially smaller levels of excitation than in
bulk crystals, and thereby can exclude or considerably reduce
overheating of the sample by pumping radiation.

PL spectra of the structure at the high level of excitation
I = 200 W/cm2 are shown on Fig. 2. At the temperatures close
to 30 K, the line of EHL in a SiGe-layer becomes broader and
shifts to the short-wavelength side. Short-wavelength shift in-

creases with the further increase of temperature, while intensity
of the line decreases; the line of radiation of excitons in these
conditions is not visible in the spectrum. It seems likely that
the line of luminescence observed in this temperature range,
corresponds to recombination radiation of the electron-hole
plasma (EHP), and the critical temperature of the phase tran-
sition (EHL-EHP) is close to 30 K.

2. Conclusion

Thus, at low temperatures and high levels of excitation, in thin
SiGe- layers of Si/Si1−xGex /Si (x = 0.05) heterostructures
EHL is formed. The threshold density of excitation necessary
for its formation is considerably lower and the threshold tem-
perature is noticeably higher than in bulk material of the same
composition.
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The slowing down of intraband relaxation of CdSe/ZnS quantum dots
at high density of the excited carriers
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Abstract. Pump and probe technique using powerful ultrashort (7 ps) laser pulse has been applied to investigate the process
of intraband relaxation of the excited carriers (the relaxation through the energy levels of size quantization) in CdSe/ZnS
quantum dots (QDs). The selection of QDs with appropriate radius has allowed to excite electrons resonantly at 1Pe state
(the first excited state of electrons). The intraband LO-phonon energy relaxation of electrons is sufficiently suppressed in
this case because the energy of the excited hot electron considerably exceeds the energy of LO-phonon.
The peculiarities of differential transmission spectra — the decrease of transmission at the frequency of excitation,
bleaching at frequencies of the lower 1S3/2(h)− 1Se transition and the transitions between excited states of holes and main
electron energy state 1Se during the pumping pulse, the slowing down of these processes with the increasing of the intensity
of exciting picosecond laser pulse — are explained by: 1. fast intraband relaxation and the absence of phonon bottleneck
owing to transmission of excess energy of electrons to effectively relaxing holes in QDs, 2. relaxation through the
intermediate hole energy levels of size quantization, 3. slowing down of intraband relaxation with increasing of the quantity
of excited electron-hole pairs in QD.

Introduction

The investigation of intraband relaxation in QDs with discrete
energy levels is conditioned by the application of QDs as an
effective active media for semiconducting lasers. The discrete
energy spectra of QDs lead to lower threshold of semiconduct-
ing QD-lasers generation, weak dependence of their parameters
on temperature, high value of the amplification coefficient.

The main channel of intraband energy relaxation in bulk po-
lar semiconductors leading to subpicosecond cooling dynamics
is interaction with LO phonons. In QDs of small radius the en-
ergy level spacing of electrons can greatly exceed the energy of
LO phonon, and phonon-dominated intraband relaxation may
be significantly inhibited (the probability of energy losses via
multi-phonon processes is negligibly small). This phenomenon
was called phonon bottleneck and allowed to explain slow in-
traband carrier relaxation in some QDs [1–3]. However, some
studies report rapid carrier relaxation (about 1 ps) [4–6]. The
rapid intraband relaxation was explained in [7] by the effective
transmission of the excess energy of hot electrons in QDs to
holes (the Auger-like process) that can rapidly relax through
the hole energy states having small energy spacing.

Experimental details

Colloidal CdSe/ZnS QDs were prepared using moderate-tem-
perature organometallic reactions. QDs were precipitated on
the glass substrate. The selection of QDs having appropriate
radius was realized by measuring their absorption and lumi-
nescence spectra that allowed to determine the energy of the
main 1S3/2(h)− 1Se optical transition.

The differential transmission spectra DT (λ) = [T (λ) −
T0(λ)]/T0(λ), whereT (λ) andT0(λ) are the transmission spec-
tra of excited and unexcited sample, were measured for QDs
with 3.4±0.4 nm radius. For QDs of such radius it is possible
to excite electrons at the first excited state by the photons of
the second harmonic (hγ = 2.353 eV) of Nd3+-phosphate
mode-locked laser basically owing to resonant absorption at
the frequencies of 1P3/2(h) − 1Pe and 1P l

1/2(h) − 1Pe tran-
sitions. At the same conditions the absorption with direct ex-

citation of electrons at the main energy state 1Se may arise in
small number of QDs belonging to the shoulders of size dis-
persion (1S1/2(h)− 1Se transition for QDs of the smaller and
2S1/2(h) − 1Se transition for greater radius). Wide-band pi-
cosecond pulse of white light (picosecond continuum) obtained
by four-wave mixing of the part of pump radiation focused in
the cell with heavy water was used as a probe pulse. The cen-
tral part of the QD sample’s excited area was probed. The
application of the optical delay line has allowed to measure the
differential transmission spectra of QDs at different moments
of time during and after excitation by ultrashort pulses.

Experimental results and discussion

The differential transmission spectra of CdSe/ZnS QDs with
3.4± 0.4 nm radius obtained at different time (during and af-
ter excitation) and at different intensity of the exciting pulse
are presented in Fig. 1 and 2. As it can be seen in Fig. 1 in
the case when the delay between the pump and probe pulses
is absent (/t = 0, full overlapping of the pulses) the bleach-
ing bands arise (the transmission increases) not only at the
frequencies of resonantly excited transitions 1P3/2(h) − 1Pe

and 1P l
1/2(h) − 1Pe, but also at the frequencies of the main

lower transition 1S3/2(h) − 1Se and at intermediate frequen-
cies that correspond to the optical transitions between excited
states of holes and main electron state 1Se. At the delay of
the probe pulse /t = 3 ps (pump and probe pulses over-
lap partly) the differential transmission spectrum considerably
changes. In this case the bleaching band corresponding to the
main 1S3/2(h) − 1Se transition dominates, the transmission
at the frequency of resonant excitation decreases sharply, and
the transmission at intermediate frequencies arises. Only one
bleaching band corresponding to the main lower optical tran-
sition is retained at grate delays (/t > 20 ps).

The increasing of the pump intensity arise essential changes
in differential transmission spectra. At the delay /t = 3 ps the
transmission at the frequency of resonant excitation decreases
weakly that differs from the case of lower excitation, the ampli-
tudes of bleaching bands at the frequencies of main lower and
intermediate transitions increase not so effectively as in Fig. 1.
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The bleaching at the frequencies of the exciting beam, main
1S3/2(h)− 1Se energy transition, and at intermediate frequen-
cies may be explained by state filling — by filling of the QD’s
energy levels with excited carriers. For the case presented in
Fig. 1 the estimated density of the excited electrons in the 1Pe
state per QD (≥ 10) is enough to saturate this 6-fould degen-
erate state. The arising of the bleaching band at the frequency
of the main transition at /t = 0 (Fig. 1) and its domination
at /t = 3 ps (fast intraband energy relaxation!) allows to ex-
clude phonon relaxation bottleneck effect, in spite of the fact
that the energy 1Pe − 1Se — separation (330 meV) signifi-
cantly exceeds the energy of LO-phonon (about 26 meV). As it
is pointed in [7] in QDs the excess energy of the excited elec-
trons is transmitted to efficiently relaxing holes. The bleaching
of 1S3/2(h)− 1Se energy state at /t = 0 besides this process
may arise partly due to fast intraband relaxation of directly
excited hot holes in small number of QDs belonging to the
shoulders of size distribution.

The peculiarities of the differential transmission spectra ob-
tained at higher excitation (Fig. 2) may be attributed to the
slowing down of intraband relaxation in QDs in comparison to
that displayed for the case shown in Fig. 1. This slowing down

with increasing of the number of excited electron-hole pairs in
QD arises probably because of the population of intermediate
discrete hole energy states hindering the intraband relaxation
of hot dots.

Conclusions

The results of the experiments allow to conclude that fast non-
phonon intraband energy relaxation of electrons may be ex-
plained by transfer of the electron excess energy to a hole (in-
trinsic Auger-like e-h interaction) relaxing through its dense
spectrum of energy states. At high density of excited e-h pairs
the intraband relaxation is slowing down because of the popu-
lation of the intermediate hole and lower main electron energy
states.
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Fine structure of A+ centers in GaAs/AlGaAs quantum wells
P. V. Petrov, Yu. L. Ivanov, K. S. Romanov, A. A. Tonkikh and N. S. Averkiev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The photoluminescence of A+ centers in GaAs/AlGaAs quantum wells in the magnetic field was studied. The
circular polarization of A+ photoluminescence was observed for the first time. The theoretical model of A+ fine structure
was developed. Theoretical results showed good agreement with the experimental data.

Introduction

A+ centers were first predicted by Lampert [1] as an analog
of the negatively charged hydrogenium ion H−. In semicon-
ductors they are formed when a shallow neutral hydrogenic ac-
ceptor (A0) binds a second hole. A+ centers attracted attention
because they play significant role in the hopping conductivity of
bulk semiconductors. Nowadays, a progress in developing of
doped nanostructures such as quantum wells (QW) raise again
questions of the excistance, the energy structure and various
other properties of A+ centers.

It was found that these centers appear in selectively doped
QW structures [1]. In [2] it was shown, that the radiative re-
combination of photoexcited electrons in this structures is due
to the transition of electrons to the ground level of A+ cen-
ters. Therefore spectral analysis of PL allows to measure the
binding energy of A+ centers in QW. In [3] the dependence
of this energy on the width of the QW was obtained. It was
also found that the characteristic size of the wavefunction of the
outer hole bounded on the A+ center greatly exceeds one of the
neutral acceptor. Thus the exchange interaction between holes
bounded on A+ can be neglected. The zero-potential model
calculations provided in [4] showed that the ground state of the
hole in A+ has full moment projection ±3/2. The energy gap
between the first excited level and the ground level appeared
to be relatively small: 1–2 meV.

In the present work the analysis of the magnetic field in-
duced circular polarization of A+ centers photoluminescence
is performed. The fine, spin and energy structures of A+ are
discussed.

1. Experimental

The samples analyzed in this work were grown by MBE on
the singular [001] surface of semiinsulating GaAs substrate.
During the structure growth the selective dope with Be concen-
tration 1017 cm−3 was realized. Each sample contained a set
of 10 GaAs quantum wells divided by a 20 nm Al0.35Ga0.65As
barriers. In the center of wells a 2 nm layer was Be doped, in
the center of barriers a 3 nm one was Be doped. A spectrum
was detected in Faraday geometry by a grated monochromator
and a nitrogen vapor cooled photomultiplier tube in a photon
count mode.

Typical PL spectrum of structure with A+ centers contains
two peaks which corresponds to the radiation from A+ cen-
ters and the recombination of excitons bounded on neutral ac-
ceptors. The best resolution between them was achieved for
samples with QW widths 16 nm and 18 nm. For identification
of those peaks the examination of temperature dependence of
there intensity was performed [4]. It was found that the lower
energy peak corresponds to the luminescence of bound exci-
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Fig. 1. Experimental (dots) and theoretical (line) dependencies of
the degree of circular polarization of the A+ photoluminescence on
the magnetic field H .

ton (BE). The higher energy one corresponds to the recombi-
nation of the weakly bounded hole of A+.

The magnetic field leads to the splitting of the PL peaks
with different polarization and the change of their intensity.
Gaussian fitting method was used to determine energy split-
ting of peaks and their degree of polarization with higher ac-
curacy. The Figure 1 shows the dependence of the degree of
polarization of the A+ recombination luminescence peak on
the magnetic field.

2. Discussion

Let us consider the luminescence of A+ center due to the re-
combination of a free electron with the weakly localized hole.
In weak magnetic fields the circular polarization is due to the
spin splitting and thermal occupancy of the bounded hole and
free electron levels. In higher magnetic fields diamagnetic ef-
fects of the localized hole become more significant. This is
because the radius of the A+ ground state is relatively large
and the distance between ground level and first excited level
is small — 1 meV [4]. Thus in magnetic fields about 2 T
the interaction between ground level and excited level appears.
Dependences of both the energy of the ground state of A+ and
the energy of the excited state of A+ on the magnetic field can
be described by the Hamiltonian:

Ĥh=µogh(JzH)+ λ1(J
2
z − 5/4)H 2

+(//2)(J 2
z − 5/4)+ λ0H

2 , (1)

where the z-axis is the growth axis, H is the magnetic field, λ1,
λ0 are diamagnetic splitting and diamagnetic shift parameters
respectively, / is the energy splitting between ground and ex-
cited states in the absence of magnetic field, Jz is the operator
of the hole momentum projection on the z-axis.

Let us assume that the spin splitting of electron levels can
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be described using the ordinary Hamiltonian:

Ĥe = µoge(SzH) , (2)

where Sz is the operator of the electron spin projection on the
z-axis.

Using (1), (2), selection rules in canonical basis and assum-
ing that PL lines widths are greater than magnetic splittings and
the population of carriers levels is equilibrium, one can get the
degree of the circular polarization in the presence of magnetic
field:

Pcirc=
3 sinh

(3gh + ge)µ0H

2kT
exp

−λH 2

kT
+

3 cosh
(3gh + ge)µ0H

2kT
exp

−λH 2

kT
+
· · ·

· · ·
+ sinh

(gh − ge)µ0H

2kT
exp

λH 2

kT
exp

−/
kT

+ sinh
(gh − ge)µ0H

2kT
exp

λH 2

kT
exp

−/
kT

. (3)

The parameter λ1 is responsible for the decrease of the
splitting between ground and excited states of A+. The second
parameter λ0 defines the common shift of these two levels that
is proportional to the square of magnetic field.

According to the experimental data, the degree of circular
polarization decreases in magnetic fields greater than 3 T. Using
selection rules one can explain this effect by onset of transi-
tions to the hole states with spin +1/2 and -1/2 (excited states).
Thus the sign of λ1 must be chosen from the assumption that it
reduces the splitting between ground and excited states. In [4]
we estimated / as 1–2 meV. The value of electron g-factor in
the QW under study is about ge = −0.3 [5]. The A+ hole
g-factor is unknown, but one can use the AlGaAs valence band
g-factor gh ≈ 1. The magnetic field should destroy A+ weakly
bounded state when the magnetic length becomes equal to the
size of the bounded hole wave function. From this relation one
can estimate the unknown value of λ1.

The solid line on the Figure 1 corresponds to the calculation
of the circular polarization in the magnetic field. To match
the experimental data calculated values had four-fold decrease.
The parameters of the model are: ge = −0.3; gh = 0.8;
λ1 = 0.06 meV/T2; / = 1.5 meV; T = 4.2 K. One can
see that scaled results of the calculation agree well with the
data of experiments. We explain the scaling of the theoretical
curve by the depolarization of the radiation in the sample and
experimental devices.

The Figure 2 shows results of the calculation of the A+
energy spectrum change induced by magnetic field. The po-
sition of the vertical line denote the value of kT of samples

(T = 4.2 K). The area of the curves cross corresponds to the
lowering of the degree of polarization on Figure 1. It should
be noted that the decrease of polarization is accompanied by
the overall decrease of luminescence intensity. According to
the theoretical model it is explained by denial of transitions to
the ground state of A+ in magnetic field higher than 3 T.

In conclusion, in this work the fine structure of A+ centers
in magnetic field is observed for the first time. It was shown
that the model [4] is confirmed by experiments in the presence
of the magnetic field.
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Photocurrent in nanostructures with asymmetric antidots
M. V. Entin and L. I. Magarill
Institute of Semiconductor Physics, Siberian Branch of Russian Academy of Sciences,
Novosibirsk, 630090, Russia

Abstract. The steady current induced by electromagnetic field in a 2D system with asymmetric scatterers is studied. The
scatterers are assumed to be oriented cuts with one diffusive and another specular sides. This simple model simulates the
lattice of half-disk which have been studied numerically recently. The model allows the exact solution in the framework of
the kinetic equation.

The artificial arrays of antidot scatterers in semiconductor
heterostructures are widely studied during last 10 years. (see
e.g. [1, 2, 3, 4] and Refs. therein). These systems exhibit the
features of chaotic dynamics due to instability of electron tra-
jectories. Recently, the asymmetric antidot lattices attracted
attention as artificial representatives of homogeneous media
with no inversion symmetry able for current rectification (pho-
togalvanic effect). The system with oriented semidisks was
analyzed theoretically [5, 6, 7] by simulations of motion of a
particle subjected to alternating force with zero means and
collisions with hard-wall antidots. This system was realized
experimentally [8] and exhibited the the steady current being
subjected by high-frequency electric field.

The present report deals a simplified model similar to men-
tioned one but permitting analytical solution. Namely, we
study the model in which the semidisks are replaced by the
oriented cuts with length D (see Fig. 1). The consideration
is based on the kinetic equation. It is suggested the picture
of developed chaos where ergodicity of electron motion is
achieved. The concentration of scatterersN is supposedly low:
ND2 � 1. In that case the regularity of the scatterers distri-
bution is inessential.

We have solved the kinetic equation in the second order in
the weak classical electric field E(t) = Re(Eωe

−iωt ). The ar-
bitrary magnitude of asymmetric scattering on cuts is assumed,
that differs the approach from one usual in the theory of pho-
togalvanic effect. The collision integral is supplemented by
the isotropic impurity scattering with the mean free path τi . In
the second order on alternating electric field the components of
steady current density are described by the phenomenological
expressions

jx=αxxx |Ex |2 + αxyy |Ey |2,
jy=Re(αyxy)(ExE

∗
y + E∗xEy)+ Im(αyxy)[EE∗]z. (1)

Components of photogalvanic tensor αxxx , αxyy and Re(αyxy)
determine the response to the linear-polarized light. For linear
polarization along x or y axes the current flows along the x

direction; the current in y direction appears for tilted linear-

y

x

Fig. 1. Considered model system. Cuts of the lengthD have specular
left sides and diffusive right sides. This produces anisotropy of
scattering resulting in the photocurrent.
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polarized electric field. In the case of circular polarization the
y component of the current is determined by Im(αyxy) (the
circular photogalvanic effect) and by the sign of the rotation,
while x component of the current is the sum of responses to x

and y linear polarized light and does not depend on the sign of
[EE∗]z.

The Figures 2–5 represent the photogalvanic tensor com-
ponents at low temperatures calculated according the obtained
analytical formulae as functions of the parameter ζ ≡ τ/τi
(τ = (DNvF )

−1).
The sign of coefficient αxxx is positive, while the other co-

efficients change sign. All components tend to zero if τi → 0
and exhibit non-analytical behavior if τi → ∞. Such behav-
ior results from the absence of relaxation on cuts of electrons
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moving along y axis (unless the impurity scattering is taken
into account). The state with px = 0 plays role of a drain for
electrons. These electrons do not participate in the transport
along x axis, but due to absence of relaxation they accumulate
in the state px = 0; this suppresses the distribution function
with finite px , and jx → 0. On the contrary, the transport
along y axis diverges due to the same reason.

The values of coefficients αyxy are essentially larger than
αxxx and αxyy . It is a consequence of the fact that the motion
along y direction is collisionless unless the impurity scatter-
ing is taken into account. Obviously, the difference is more
pronounced at low ζ .

Resuming, it should be emphasized that the found features
(in particular, the absence of temperature dependence and non-
analyticity of photogalvanic coefficients in the system without
impurities) are not specific for the considered exactly solvable
model, but are valid in the semicircle antidot lattice as well.
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The use of hexagonal symmetry for the calculation
of single-particle states in III-nitride quantum dots
N. Vukmirović, Z. Ikonić, D. Indjin and P. Harrison
School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, United Kingdom

Abstract. A symmetry based method for the efficient calculation of single-particle states in hexagonally symmetric
GaN/AlN quantum dots within the framework of a k · p model is presented. The symmetry group of the model is C6 and is
generated by the total angular momentum operator. The envelope functions are expanded into a plane wave basis on a
hexagonal lattice and the group projector method is used to adapt the basis to exploit the symmetry, resulting in block
diagonalization of the corresponding Hamiltonian matrix into six matrices and classification of the states by the quantum
number of total quasi-angular momentum. The method is applied to the calculation of the electron and hole energy levels in
a quantum dot superlattice and the intraband optical absorption matrix elements.

Introduction

Wide band-gap III-nitride materials attracted significant re-
search attention in the 1990s which led to the demonstration
of commercially attractive emitters in the blue and ultra-violet
spectral range [1]. Further improvements in GaN-based op-
toelectronic devices have been achieved by using GaN quan-
tum dots in the active region, putting them at the forefront of
both experimental and theoretical research. Furthermore, in
the last few years, intraband transitions in the telecommuni-
cations wavelength range (1.3–1.55 µm) in GaN/AlGaN low-
dimensional heterostructures at room temperature have been
demonstrated [2].

Computational modelling of the electronic structure of quan-
tum dots is a highly challenging task due to the three dimen-
sional nature of the problem. Fortunately, the dots often ex-
hibit a symmetrical shape, a feature that can be undoubtedly
exploited in the calculation of the electronic structure, partic-
ularly within the envelope function methods. In the case of
cylindrically symmetric quantum dots, the symmetry is mani-
fested via a separation of variables both in the effective mass
approach [3] and the k · p model within the axial approxima-
tion [4]. In the case of pyramidal quantum dots, it is much
less straightforward to exploit the symmetry. However, in our
recent work [5] we have shown how the symmetry can be ex-
ploited in the case of square based pyramidal quantum dots
based on materials with zinc-blende crystal symmetry.

Along this line, the aim of this work is to exploit the sym-
metry in the calculation of energy levels of hexagonally shaped
GaN/AlN quantum dots within the framework of the k · p
method and apply the symmetry based method developed to
study intraband transitions in these dots theoretically.

1. Theory

The 8-band k ·p Hamiltonian for wurtzite crystal lattice semi-
conductors can be block diagonalized into two 4-band Hamil-
tonians for carriers with opposite values of spin assuming the
spin-orbit splitting is zero. The 4-band Hamiltonian is of the
form Ĥ = Ĥk + Ĥs + VpI4, where Ĥk is the kinetic part of
the Hamiltonian, Ĥs the strain part, Vp the potential induced
due to spontaneous and piezoelectric polarizations present in
III-nitride materials and I4 the 4×4 unity matrix. The explicit
expressions for Ĥk and Ĥs can be found in [6].

Rt

a1 1

b2

Ru
Ht

R t

Ru

R

x

a2

y yh

z

2R

→ →

b→ →

Fig. 1. Schematic view of a truncated hexagonal pyramid quantum
dot with upper base radius Ru, lower base radius R and height h
embedded in a hexagonal prism with radius Rt and height Ht —
top view (left) and side view (right). The primitive vectors of the
corresponding Bravais lattice (a1 and a2) and its reciprocal lattice
(b1 and b2) are also shown in the figure.

In the plane wave expansion method the envelope functions
are assumed as a linear combination of plane waves with the
coefficients in the expansion to be determined. Conventionally,
the dot is embedded in a rectangular box and the plane waves
that form the basis are periodic on a cubic lattice. However,
in this work, due to the hexagonal shape of the dots, it seems
more natural to embed the dot in a hexagonal prism and take
the plane waves that form the basis as periodic on a hexagonal
lattice (Fig. 1).

The 4-band Hamiltonian commutes with the rotations around
the z-axis byϕk = k·2π/6 (k ∈ {0, 1, . . ., 11}) which are gen-
erated by the operator of the z-component of the total angular
momentum F̂z, which is a sum of orbital angular momentum
of the envelope function L̂z and total angular momentum of the
Bloch function Ĵz. The group projector method [7] was used
to adapt the plane wave basis to the symmetry. In the adapted
basis, the Hamiltonian matrix is block diagonal with 6 blocks
of approximately equal size which significantly reduces the
computational time necessary to diagonalize the Hamiltonian.

Apart from reducing the computational time within the
plane wave method, the method presented introduces the quan-
tum numbermf (mf ∈ {−5/2, −3/2, . . ., 5/2}) which can be
interpreted as the total quasi-angular momentum. The selection
rules for the interaction with electromagnetic radiation in the
dipole approximation have then been derived as: /mf = 0 for
z-polarized light and /mf = ±1 for in-plane polarized light.
In the rest of the work, based on the symmetry classification
discussed, we label the states in the conduction band using the
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following notation: nemf
represents the n-th electron state (in

ascending order of energies) among the states having quantum
number mf .

2. Results

The method presented was applied to the calculation of elec-
tron and hole energy levels in a periodic array of hexagonal
truncated pyramidal GaN/AlN quantum dots. The dot radius
was taken to be R = 9.0 nm, the height h = 3.7 nm, the upper
base radius Ru = 3.5 nm and the diameter of the embedding
box 2Rt = 15.0 nm.

The first few electron and hole energy levels, when the pe-
riod is varied in the interval Ht = 4.3 nm to Ht = 12.3 nm,
are shown in Fig. 2. A very weak dispersion with the super-
lattice Bloch wave vector Kz was found and therefore only the
Kz = 0 states are presented. The origin of such a weak elec-
tronic coupling between the dots in a superlattice is the strong
internal electric field that creates a deep triangular potential
well at the top of the dot for electrons (and at the bottom of
the dot for holes) which prevents interaction between neigh-
boring dots. One can see from Fig. 2 that as the superlattice
period increases, the effective energy gap of the structure de-
creases, in contrast to the behaviour observed in InAs/GaAs.
Such a behaviour is governed by the changes in the value of
the internal electric field. As the distance between the dots in-
creases, the field in the dot also becomes larger, the effective
electron and hole potential wells are therefore deeper and con-
sequently both electron and hole states are more confined. As
the ground electron state has mf = 1/2 and selection rules for
the absorption of z-polarized radiation only allow the transi-
tions with /mf = 0, it follows that the peak positions in the
z-polarized radiation absorption spectrum will be determined
by the positions of the energy levels havingmf = 1/2 symme-
try. Optical absorption matrix elements |M|2 (M ∼ 〈i|Ĥ ′|f 〉,
where Ĥ ′ is the perturbation Hamiltonian) vs. energy for dif-
ferent intraband transitions from the ground state to excited
states when the period is equal to Ht = 8.3 nm are therefore
shown in Fig. 3. The strongest absorption occurs for the tran-
sition from the ground state to the states from the G1 group, as
the matrix elements for these transitions are the largest (among
them the strongest is the transition to 4e1/2). The absorption
maximum occurs at 490 meV, and is followed by a weaker line
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Fig. 2. The dependence of electron (left axis) and hole (right axis)
energy levels on the superlattice period. For each value of mf , the
first few energy levels in the conduction band and the highest energy
level in the valence band are shown.
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Fig. 3. Optical absorption matrix elements |M|2 vs. energy for
different intraband transitions from the ground state to excited states
when the period is equal Ht = 8.3 nm.

with a maximum at 860 meV originating from the transitions to
the G3 group of states. These results are in reasonable agree-
ment with the experimental results in [2], where for the same
value of the period and for dots of similar size the strongest
absorption occurs at 520 meV or 590 meV for the two differ-
ent samples investigated, and is followed by two weaker lines
at 730 meV and 980 meV or 850 meV and 970 meV. Our cal-
culation shows that in the case of in-plane polarized light the
spectrum is dominated by the transition to two degenerate first
excited states.

3. Conclusion

In conclusion, a symmetry based method for the calculation
of single particle states in hexagonal GaN/AlN quantum dots
within the framework of the k · p model has been developed.
The method has been applied to calculate the electron and hole
states in a quantum dot superlattice and intraband absorption
spectrum from the ground state in the conduction band. The
absorption spectrum for in-plane polarized light is dominated
by the transition to two degenerate first excited states, while for
z-polarized light it is determined by the absorption to a group
of excited states located ∼ 500 meV above the ground state
having the same symmetry as the ground state. Such a result
is in overall agreement with the available experimental data
on intraband absorption in the conduction band in GaN/AlN
quantum dots.

References

[1] S. Nakamura et al, The Blue Laser Diode, (Springer, Berlin,
1997).

[2] Kh. Moumanis et al, Appl. Phys. Lett. 82, 868 (2003).
[3] J. Y. Marzin et al, Solid State Commun. 92, 437 (1994).
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Nonlinear absorption and refraction of CdSe/ZnS quantum dots
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Abstract. The nonlinear transmission and refraction of colloidal CdSe/ZnS quantum dots in the case of two-photon resonant
excitation by powerful picosecond laser pulses has been explained by two-photon absorption and self-defocusing effects.
Experimental results has allowed to separate self-defocusing effects that arise 1. due to the change of bound electronic
nonlinear refractive index and 2. nonlinear refraction from carriers generated by two-photon absorption.

Introduction

In recent years there has been a growth of activity in the field
of nonlinear optics of semiconductors with reduced dimen-
sionality in particular of semiconducting quantum dots (QDs).
Two types of nonlinearities may arise in semiconducting QDs:
fast (classical) nonlinearity due to interaction of light with
bound electrons (harmonics generation, two-photon absorp-
tion, bound electronic nonlinear reflection etc.) and dynamic
(resonant, strong) nonlinearity due to excited free carriers (for
example nonlinear absorption and reflection as a consequence
of state filling). Nonlinear effects in QDs are of great inter-
est both for their fundamental properties and for their impor-
tant possible applications in science and engineering (optical
switching, optical limiting, saturable absorbers for Q-switched
and mode-locked lasers etc.). The goal of our work is the in-
vestigation of nonlinear processes that arise in the case of two-
photon resonant excitation of the lower main 1Sh

3/2 → 1Se

optical transition in colloidal CdSe/ZnS QDs.

1. Experimental details

A simple method of quantum dot’s nonlinear transmission mea-
surement using the train of variable intensity picosecond laser
pulses has been utilized. The mode-locked Nd3+:YAG-laser
(h̄ω = 1.165 eV, single pulse duration about 30 ps) was used
for resonant two-photon excitation of CdSe/ZnS quantum dots.
The axial period of 12–15 pulses in the train was 7 ns. The
energies of transmitted pulses through the sell with colloidal
solution of CdSe/ZnS QDs in toluene and the energies of corre-
sponding exciting pulses were measured simultaneously using
optical delay line (/t = 3 ns) and photodiode operated in the
linear regime. Photodiode was coupled with fast-acting oscil-
lograph. The time-resolution of the system was about 1 ns.
The measured pulse duration of single pulses didn’t vary at
least in the first part of the train of pulses (inset in Fig. 1). The
laser pulses were focused at the sample surface to a radius of
100µm. Special aperture was placed behind the cell with QDs.
This technique has allowed to define the sign and magnitude
of nonlinear refraction (closed-aperture) as well as nonlinear
absorption (open-aperture) measuring the transmission of cor-
responding laser pulses in the train.

2. Experimental results and discussion

Colloidal CdSe/ZnS QDs were fabricated by organometallic
synthesis. QDs of appropriate radius (2.6± 0.4 nm) in which
the energy of the main 1Sh

3/2 → 1Se lower optical transition is
equal to the total energy of two laser photons (2.33 eV) have

I0
2(GW/cm )

I 0
(a

rb
. u

ni
ts

)
/I

0.0 0.2 0.4 0.6 0.8 1.0 1.2

1.6

1.5

1.4

1,3

1.2

1.1

1.0

0.9

In
te

ns
ity

 (
a.

u.
)

Time (ps)

30 ps

Fig. 1. Dependence of I0/I upon I0, where I0 and I are the intensi-
ties of the exciting and transmitted pulses. Inset: the shape of single
exiting laser pulses from the train of pulses (the interval between the
pulses is 5 axial periods).

been choused for two-photon resonant excitation. To define the
energy of the main transition in QDs the spectra of absorption,
luminescence and excitation of luminescence have been ob-
tained and analyzed. The density of QDs in colloidal solution
was about 1015 cm−3.

In the case of two-photon nonlinear transmission the change
of the plane wave intensity

dI/dz = −αI − βI 2 ,

where α and β are the coefficients of linear and two-photon ab-
sorption. To determine the coefficient of two-photon absorp-
tion the transmission of CdSe/ZnS QDs in the case of open
aperture (the energy of the whole transmitted beam was regis-
tered by photodiode) was measured. It is convenient (Fig. 1)
to present the obtained results as a linear dependence of I0/I

upon I0, where I0 and I are the intensities of the exciting and
transmitted pulses:

I0

I
= eαL

(1− R2)
+ β(eαL − 1)

α(1− R)
I0 , (1)

L is the length of the sell with colloidal solution of CdSe/ZnS
QDs, R — the coefficient of the cell’s reflection. The data
in Fig. 1 are approximated using (1). The measured value of
eαL/(1−R2) is 1.09. The slope of the line has allowed to calcu-
late the coefficient of two-photon absorption (and [1] the imag-
inary part of third order nonlinear susceptibility): β = 1.6 ±
0.02 cm/GW; Imχ(3)≡βc2n2/(32π2ω) ∼= 6·10−13 cm3erg−1.
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Fig. 2. (a) oscillogram of the train of transmitted (pointed by arrows)
and delayed for 3 ns exiting pulses; (b) the dependence of −/n/I0

upon I0 allowing to separate self-defocusing effects arising from
bound and two-photon excited electrons.

The utilizing of aperture between the sample and photodi-
ode has allowed to measure the nonlinear reflection of QDs.
The oscillogram of the train of pump and transmitted picosec-
ond pulses is presented in Fig 2a. We suppose that considerable
decreasing of the energy of transmitted pulses in the case of
closed aperture arises due to the nonlinear change of the co-
efficient of reflection /n (due to self-defocusing of the laser
beam in the colloidal solution of CdSe/ZnS QDs). The sign
of the refractive nonlinearity is negative. Thermal effects were
considered negligible because of low linear absorption, short
pulse width and the restoration (Fig. 2a) of the transmission at
the second part of the train (with the decreasing of the exciting
pulse energy). The nonlinear refractive index change may be
attributed to the refraction that arise due to bound electrons
(electronic Kerr effect [2]) and due to refraction from carriers
generated by two-photon absorption [3,4]:

/n ≡ /nb +/nf .

The third-order refractive index /nb=γ I0, where

γ = 12π2

cn2 Reχ(3).

In the latter expression n0 is the index of linear refraction. The
nonlinear refractive index that arise due to refraction from two-
photon generated carriers/nf = ξI 2

0 and may be expressed by
the fifth-order effective (dynamic, inertial) susceptibility. The
contribution of nonlinear refractive index becomes substantial
at high intensity of the exciting pulse. So the summary change
of refractive index:

/n = γ I0 + ξI 2
0 .

We attribute the change of transmission at relatively low inten-
sity of the exciting laser pulses to the effects of two-photon non-

linear absorption and self-defocusing from bound electrons. As
it follows from (1) the intensity of the laser pulse transmitted
through two-photon absorbing media can mount to the limiting
level: Isat = 1/βz. So the abrupt decreasing of the transmitted
pulse amplitude in Fig. 2a may be explained by dominating
self-defocusing effect that arise due to both nonlinear refrac-
tion processes with comparable change of nonlinear refrac-
tive index. It is possible to separate these processes analyzing
the dependence of −/n/I0 upon I0 (Fig. 2b). The change of
transmission of corresponding pulses of the train (Fig. 2a) al-
lowed to calculate /n(I0). The linear dependence of /n/I0
upon I0 for colloidal CdSe/ZnS QDs of 1015 cm−3 density
allows to get the values of γ = 1.46 · 10−18 cm2sec erg−1

(Reχ(3) % 10−9 cm3erg−1) and ξ = 3.2·10−34 cm4erg−2sec2.
The value of the latter parameter follows from the slope of the
straight line.

3. Conclusions

The results of fulfilled experiments allow to conclude that non-
linear absorption of CdSe/ZnS QDs in the case of two-photon
resonant excitation of the lower optical transition arise because
of two-photon absorption and self-defocusing effect. The ori-
gin of the latter effect is the nonlinear change of reflection
index caused by bound electrons and by two-photon excited
electrons.
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Abstract. The differential cross section of resonant elastic light scattering on any excitons in any quantum dots (QD) is
calculated by means of the quantum perturbation theory. If the light wave lengths exceed QD sizes, the polarization and
angular distribution of a scattered light do not depend on forms, sizes and potential configurations of QDs. The value of the
total cross section in this case does not depend on QD sizes. If radiative broadening of an exciton surpasses non-radiative
broadening, the total cross section is of the order of a square of a light wave length in the exact resonance.

Introduction

Measurement of elastic light scattering by size-quantized low-
dimensional semiconductor objects (quantum wells, wires and
dots) is a simple and convenient method of research of excitons
in these objects.

It is possible to investigate light scattering theoretically in
two ways. First of them we name semi-classical (see, for ex-
ample, [1–5]). It is reduced to calculation of classical electric
fields, whereas the description of an electron system in the
semiconductor is quantum one. The second way is quantum
one. The electric field is quantized, the quantum perturbation
theory is used also. The semi-classical method has a lot of
advantages in comparison with the quantum method, but the
quantum method is much easier. Besides, the quantum method
is more convenient for transition to studying of the Raman light
scattering. Results of application of both methods coincide in
a case of a monochromatic irradiation.

The scattering cross section

Number of quantum transitions during a second is

Wi = 2π

h̄

∑
f

|Mfi|2δ(Ef − Ei) , (1)

where Ei (Ef) is the energy of the initial (final) state,

Mfi =
∑
m

〈f |V |m〉〈m|V |i〉
Ei − Em + ih̄ δ

is the compound matrix element, Em is the energy of the in-
termediate state, δ → +0. The interaction of charges with an
electric field is as follows

V = −
∫

drd(r)E(r) , (2)

where d(r) is a polarization density, which equals (see, for
instance, [5])

d(r) = − ie

m0ωg

∑
η

{pcvηF ∗η (r)a+η − p∗cvηFη(r)aη} (3)

in the effective mass approximation; m0 is the free electron
mass, h̄ωg is the energy gap, a+η (aη) is the creation (annihila-
tion) operator of an exciton with indexes η, Fη(r) is the exciton
envelope wave function at re = rh = r, re(rh) is the electron

(hole) radius-vector, pcvη is the interband matrix element of
the quasi-momentum operator.

An electric field is written in the second quantization rep-
resentation (see, for instance, [6, p. 579]). In the initial state
|i〉 we have 0 excitons and Nl photons with the wave vector kl
and polarization el , at that Nl � 1. In the final state |f 〉 we
have no any excitations, Nl − 1 photons of the exciting light
and 1 photon of scattered light with the wave vector ks and the
polarization es. In the resonant state at ωl % ωη in the inter-
mediate state |m〉 we have an exciton η and Nl − 1 photons of
the exciting light.

We obtain the transition probability

Wi =
(
e2

h̄c

)2 (
ωl

ωg

)4
Nl

V0cν

∑
µ

∫
dOs

∣∣∣∣∣∑
η

Aη

∣∣∣∣∣
2

, (4)

where V0 is the normalization volume, ν is the refraction coef-
ficient (the same inside and outside of the QD),

∑
µ is the sum

on polarizations of scattered light, dOs is the solid angle,

Aη = (pcvηeη)(pcvηeη)∗
P ∗η (kl )Pη(ks)

(ωl − ωη + iδ)
, (5)

Pη(k) =
∫

drFη(r)e−ikr .

The expression (4) is applicable to any semiconductor objects
(QWs, quantum wires, QDs) including the situation in a mag-
netic field.

Let us consider light scattering on a QD. The QD has any
form (a sphere, cube or disk) and limited by any potential bar-
riers (parabolic or rectangular and of any height). All these
peculiarities influence only the function Pη(k). The angular
distribution of the scattered light depends also on a structure of
vectors pcvη. For instance, for crystals of the cubic symmetry
(of the Td class) we have to distinguish excitons, containing
heavy and light holes or holes from the valence band, splitted
by the spin-orbital interaction. Any of these excitons are char-
acterized by a set of vectors pcvη, since excitonic states (without
of the electron-photon interaction) are degenerated [7, 8].

With the help of (4) we obtain the differential cross section
of light scattering

dσ =
(
e2

h̄c

)2 (
ωl

ωg

)4 1

m4
0 c

2

∑
µ

∣∣∣∣∣∑
η

Aη

∣∣∣∣∣
2

dOs . (6)
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With the help of the semi-classical method it is possible
to show that the exact account of the electron-electromagnetic
field interaction (as well as taking into account the non-radia-
tive broadening γη of excitons) results into a replacement of the
factor (ωl−ωη+ iδ)−1 in (5) by (ωl− ω̃η+ i(γrη+γη)/2)−1,
where γrη is the radiative broadening, h̄ω̃η is the renormalized
exciton energy.

If the excitonic state is degenerated (i.e. the same energy
ω̃η = ω̃0 and the function Fη(r) = F(r) correspond to the in-
dex sets η) and only vectors pcvη depend on η, the contribution
of this state into the cross section equals

dσ0

dos
=
∑
µ

dσµ

dos
,

dσµ

dσOs

=
(
e2

h̄c

)2(
ωl

ωg

)4 1

m4
0 c

2
|[µ(el , es)|2

× |P(kl )|2|P(ks)|2
(ωl − ω̃0)2 + (γr + γ )2/4

, (7)

where
[µ(el , es) =

∑
η

(pcvηel )(pcvηes)
∗ .

The total cross section equals

σ0 =
(
e2

h̄c

)2(
ωl

ωg

)4 1

m4
0c

2

|P(kl )|2
(ωl−ω̃0)2+(γr+γ )2/4

×
∫

dOs|P(ks)|2
∑
µ

|[µ(el , es)|2 . (8)

Calculating with the help of the perturbation theory the
radiative broadening for any exciton in an arbitrary QD we
obtain

γrη = e2

2πh̄c

ω3
ην

ω2
gm

2
0c

2

∑
µ

∫
dOk|(pcvηeµk|2|Pη(k)|2 , (9)

where k is the vector with the module k = (ωην/c), eµk is one
of the polarization vectors corresponding to the wave vector k.

Let us imagine that γ � γr and use (9) for an estimation
of γr. Then we have in the resonance

σo(ωl = ω̃0) = (c2/ω2ν2)a = k−2
l a , (10)

where a is some number. If the light wave length is much more
in comparison to the QD size, i.e. kR � 1, we have

P(kl ) % P(ks) % P(0) =
∫

F(r) dr , (11)

and in (7)–(8) for the the cross sections and in (9) for the broad-
ening we have to use the approximation (11).

We make following conclusions. At kR � 1 the polariza-
tion and the angular distribution of the scattered light are de-
termined only by the factor |[µ(el , es)|2 from the RHS of (7),
i.e. they do not depend on the QD form and on the envelope
function of the exciton wave function. The cross section value
does not depend on QD sizes. Naturally, the position of the
level ω̃0 depends on the QD form and sizes. At kR � 1 we
obtain that the radiative broadening does not depend on the

QD form and sizes. It follows from (10) that if the radiative
broadening exceeds the non-radiative broadening (it is possible
in perfect QDs), in the resonance the total cross section is of
order of the square of the light wave length. This result is true
at kR � 1, as well as at kR ≥ 1 for any QDs. If γ � γr, the
cross section decreases in (γ /γr)

2 times.
Let us consider an example of an exciton produced by an

electron from the twice degenerated conductivity band 06 and
by a hole from the twice degenerated valence band 07, segre-
gated by the spin-orbital interaction in crystals of the Td class.
Using appropriate wave functions from [8, p. 73] we obtain
the four times degenerated excitonic state with corresponding
vectors

pcv1 = (pcv/
√

3)(ex−iey), pcv2 = (pcv/
√

3)(ex+iey),
pcv3 = (pcv/

√
3)ez , pcv4 = −(pcv/

√
3)ez , (12)

where pcv = i〈S|p̂x |X〉 (in designations of [8]), ex , ey and
ez are unite vectors along the crystallographic axes.

Let us consider the right (left) polarization of the scattered
light designated as +(−). The value of the cross section does
not depend on the direction of the vector kl relatively crystal-
lographic axes. Substituting (12) in (7), we obtain

dσ++

dOs
= dσ−−

dOs
= \0(1+ cosI)2/9 , (13)

dσ+−

dOs
= dσ−+

dOs
= \0, (1− cosI)2/9 , (14)

i.e. (13) and (14) describe the light scattering without changing
and with changing of the polarization, respectively. I is the
angle between kl and ks,

\0 =
(
e2

h̄c

)2 (
ωl

ωg

)4
p4
cv

m4
0c

2

|P(kl )|2|P(ks)|2
(ωl − ω̃0)2 + (γr + γ )2/4

.

(15)
At kR � 1 we use in (15) the approximation (11) and

obtain the result, applicable to the light scattering on any QD
in the resonance with the exciton 06×07. It follows from (13)
and (14) that in the simplest case light scattering is anisotropic
and has some changed polarization.
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Abstract. We report on a nontrivial behavior of the optical anisotropy of quantum dots that is induced by a magnetic field in
the plane of the sample. We find that the optical axis either rotates in the opposite direction to that of the magnetic field or
remains fixed to a given crystalline direction. A theoretical analysis based on the exciton spin Hamiltonian unambiguously
demonstrates that these effects are induced by isotropic and anisotropic contributions to the heavy-hole Zeeman term,
respectively.

Self assembled semiconductor quantum dots (QDs) attract
much fundamental and practical research interest. An impor-
tant, and frequently somewhat neglected aspect of QDs is the
relationship between their symmetry and their optical proper-
ties. We recently showed that extreme anisotropy of QDs can
lead to efficient optical polarization conversion [1].

Because of the elongated shape and the presence of strain
od actual QDs their point-group symmetry is reduced toC2v or
below. In this case the in-plane heavy hole g-factor is no longer
isotropic [2]. Moreover, even in zero magnetic field the degen-
eracy of the radiative doublet is lifted due to the anisotropic
exchange splitting [3]. Any of these issues will give rise to op-
tical anisotropy, resulting in the linear polarization of emitted
light.

In this paper, we discuss the optical anisotropy of QDs in the
presence of a magnetic field. In the classical case, one would
have theVoigt effect, i.e. the axis of the emission polarization is
collinear with the direction of the magnetic field. This implies
that when rotating the sample at fixed direction of the field one
observes a constant polarization for the emission, which can be
mathematically expressed as obeying the behavior of a zeroth
order spherical harmonic. This situation changes drastically
for low dimensional heterostructures because of the compli-
cated valence band structure. Kusrayev et al [4] observed a
second spherical harmonic component (i.e., π -periodic oscil-
lations under sample rotation) in the polarization of emission
from narrow quantum wells (QWs). This result was explained
in terms of a very large in-plane anisotropy of the heavy-hole
g-factor gxxhh = −gyyhh .

Here, we report the observation of a fourth harmonic in
the magneto-optical anisotropy (i.e. π/2-periodic oscillations
in the polarization of the emitted light under sample rotation)
from CdSe/ZnSe self assembled QDs. We demonstrate that
this effect is quite general for the optical polarization of QDs.
An important consequence is that the polarization axis hardly
follows the magnetic field direction, thus the classical Voigt
effect is not observed for QD emission associated with the
heavy-hole exciton. Moreover, in contrast to earlier studies of
in-plane magneto-optical anisotropies, we consider the contri-
butions of the electron-hole exchange interaction, which have
been ignored for QWs [4, 5] and are exactly zero for charged
QDs [2]. An anisotropic exchange splitting may lead to the
existence of a compensating magnetic field BC. When the ex-
ternally applied field equals BC, the amplitude of the second

harmonic crosses zero, resulting in a highly symmetrical opti-
cal response of extremely anisotropic QDs.

In order to measure anisotropy we used the detection scheme
suggested in [4]. The direction of the in-plane magnetic field
is fixed, while the sample is rotated over an angle α. The de-
gree of linear polarization is now defined as ργ (α) = (Iγ −
Iγ+90◦)/(Iγ + Iγ+90◦). Here the angle γ corresponds to the
orientation of the detection frame with respect to the magnetic
field and Iγ is the intensity of the PL polarized along the di-
rection γ . Within an approximation of weak magnetic fields, a
sample that has C2v point symmetry in general may have only
three spherical harmonic components [4] linking the polariza-
tion of the the emission to the sample rotation angle α. Thus,
one has for γ = 0◦ and γ = 45◦

ρ0(α)=a0 + a2 cos 2α + a4 cos 4α ,

ρ45(α)=a2 sin 2α + a4 sin 4α , (1)

with a0, a2 and a4 the amplitude of the zeroth, second and
fourth harmonic, respectively. α = 0◦ is taken for a magnetic
field parallel to the [11̄0] axis.

In our experiments, we studied the magneto-optical aniso-
tropy of CdSe QDs in a ZnSe host. The samples were fabricated
on (001) GaAs substrates using molecular beam epitaxy and
self-assembly after depositing one monolayer of CdSe on a
50 nm thick ZnSe layer. The QDs were then capped by 25 nm
of ZnSe. For optical excitation we used a stilbene dye-laser
pumped by the UV-lines of an Ar-ion laser. For detection of
the linear polarization we applied a standard technique using a
photo-elastic modulator and a two-channel photon counter [1].
The angle scans were performed with the samples mounted
on a rotating holder controlled by a stepping motor with an
accuracy better than 1◦. Magnetic fields up to 4 T were applied
in the sample plane (Voigt geometry), optical excitation was
done using a depolarized laser beam. The degree of linear
polarization of the luminescence of the QDs was measured at
a temperature T = 1.6 K.

The example of angle scans of ρ45 for various magnetic
field strengths and obtained values for harmonic amplitudes
are shown in Fig. 1. In zero magnetic field the linear polariza-
tion is π -periodic. This demonstrates the low (C2v) symmetry
of the QD ensemble (the dots are elongated in the plane) re-
sulting in a preferred crystalline polarization axis and a finite
value of a2 in Eq. (1). One can regard this measurement as
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Fig. 1. Angle scans of the linear polarization. The symbols are
experimental data, solid lines represent calculations based on the
Hamiltonian of Eq. (2). (a) Built-in linear polarization (B = 0 T).
(b) A highly symmetrical optical response (i.e. π/2-periodic) ap-
pears at a compensating field BC ≈ 0.4 T. (c) Angle scan in a mag-
netic fieldB = 1 T exceedingBC. (d) Amplitudes of the zeroth (a0),
second (a2) and fourth (a4) spherical harmonics vs B. The symbols
are experimental data and the solid lines result from calculations.

reflecting the ’built-in’ linear polarization of the array of dots.
For large magnetic fields a2 changes sign and an additional
fourth harmonic signal appears. At an intermediate magnetic
field BC ≈ 0.4 T the second harmonic crosses zero, while the
fourth harmonic remains finite (see also Fig. 1b). The resulting
π/2-periodic optical response corresponds to the higher (D2d )
symmetry expected for circular QDs. In other words, this ob-
servation demonstrates that the in-plane optical anisotropy of
QDs can be compensated by in-plane Zeeman terms. In addi-
tion, we find that the zeroth harmonic signal is weak.

Essentials of the experimental data to be analyzed are sum-
marized in Fig. 1d. Harmonic amplitudes, i.e. coefficients a0,
a2 and a4, were extracted from the fits of the experimental data
using Eq. (1) and plotted vs magnetic fields (symbols).

The exciton spin Hamiltonian H in the basis of the exciton
functions]1,2 = |±1〉,]3,4 = |±2〉 is given by the following
matrix [3]

H = 1

2


δ0 −iδ1 δe δhh
iδ1 δ0 δ∗hh δ∗e
δ∗e δhh −δ0 δ2
δ∗hh δe δ2 −δ0

 . (2)

Here, δe = µBg
⊥
e B+ and δhh = µB

(
gi

hhB+ + iga
hhB−

)
are in-

plane Zeeman terms, g⊥e is the electron g-factor, gi
hh and ga

hh
are the isotropic and anisotropic contributions to the heavy-hole
g-factor. Effective magnetic fields areB± = Be±iϕ . The coef-
ficients δ0, δ1, δ2 describes an exchange splitting [3]. The quan-
tum mechanical problem with hamiltonian (2) can be solved
numerically. By using the known solution we may obtain the
intensity of the luminescence component (Ij,(ξ)) being linearly
polarized along the axis rotated by an angle ξ with respect to
the [100] crystalline axis.

The polarization of the PL originates from the different
population of exciton states. In the sample frame it can be

calculated as

ρ′(ξ) = K

∑
j Pj

(
Ij,(ξ) − Ij,(ξ+90◦)

)∑
j Pj

(
Ij,(ξ) + Ij,(ξ+90◦)

) , (3)

with the Boltzmann factor Pj ∝ e−Ej /kBT . Ej is an energy
for the state j . K is a scaling factor which has the meaning of
a level of saturated polarization.

We were able to reproduce even quantitatively all exper-
imental data using a unique set of parameters for given ex-
citation power and excitation energy. The calculations were
done taking a bath temperature T = 1.6 K and a coefficient
K = 0.04. From the best fits we found exchange energies
δ0 = 2.9 meV, δ2 = 0.1 meV, δ1 = 0.2 meV and g-factors
g⊥e = 1.1, gi

hh = −0.5, ga
hh = 0.6. The results of the cal-

culations are shown by solid lines in Fig. (3). They follow
very closely the experimental points. We evaluated the har-
monic amplitudes (a0, a2 and a4) from the Fourier transform
and plotted them as function of magnetic fields in Fig. 1d (solid
lines). A general tendency is that the isotropic heavy-hole g-
factor is responsible for the fourth harmonic and the anisotropic
g-factor is essential for the second harmonic. The latter was
reported previously for magnetic QWs [4] and our findings
are in general agreement with other approaches [5]. Addi-
tional consideration of the exciton exchange interaction leads
to a built-in linear polarization which can be compensated by
a certain magnetic field (with the proper sign of heavy-hole
g-factor).

In conclusion, we demonstrate experimentally and prove
theoretically anomalous behavior of in-plane magnetic aniso-
tropy in CdSe/ZnSe QDs, where the second and fourth har-
monics dominate over the natural zeroth one. We show the
existence of a compensating magnetic field, leading to a sym-
metry enhancement of QD optical response. Our findings are
not limited to QDs and can be applied to other heterostructures
of the same symmetry where the heavy-hole exciton is a ground
state.
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Abstract. By means of the implementation of the conformational space annealing (CSA) unbiased search in combination
with a phenomenological potential we have been able to create a bank of local minima configurations. These minima were
in turn examined by ab-initio methods to obtain global minima. Minimal energy clusters configurations not previously
reported were found through this technique.

Nanoclusters have properties that are strongly dependent on
size and the spatial distribution of the atoms in the system.
Consequently, a crucial issue is to determine their minimal en-
ergy configurations. Towards this end several techniques have
been implemented to single out the lowest energy configuration
among a huge number of local minima.

In this work a new strategy to find global energy minima
of the energy of metallic clusters is proposed. This strategy
is based on a novel and powerful global optimization method,
called conformational space annealing (CSA), which was put
forward by Lee et al [1]. This method has been succesful in
generating the global minima for Lennard–Jones clusters up to
a size N ≤ 183 [1] a feat no other unbiased search method has
been able to accomplish.

A brief description of the CSA method is as follows: as
the genetic algorithm CSA starts with a set of configurations,
denominated initial population in the GA and bank in CSA
context; in our implementation the bank contains 50 different
configurations. Of them 20 are chosen at random as seeds to
generate new configurations, which are incorporated into the
data bank if they satisfy one of the following criteria: i) if
the distance between the trial and closest configuration in the
bank, as evaluated with Eq. 1, is small the largest energy one is
dropped; or ii) if this distance is larger then the highest energy
configuration, including the trial, is removed from the bank.
The equation that specifies the distance is given by

D(j, k)=
∑
n

n
(
2
∣∣Hj(1, n)−Hk(1, n)

∣∣
+ ∣∣Hj(2, n)−Hk(2, n)

∣∣ ) , (1)

where Hj(1, n) [Hj(2, n)] is the histogram of the number of
atoms having n neighbors in the first [second] shell of the j -
th configuration. To specify the shell radii we adopt the first
and second neighbor distances of the respective bulk lattice,
which in this particular instance is fcc. This way the bank is
constantly being renewed until all members are used as seeds.
The key feature that makes CSA advantageous is the fact that
instead of providing just the global minimum, like GA does, it
yields a data bank of low lying minima.

We applied this technique to 13 atoms clusters of Rh, Pd
and Ag. The application of this strategy in combination with
the Gupta potential yields, after just one iteration, a bank of
local minima for the three elements mentioned above. This
bank consists of 50 configurations.

Each configuration of this bank was next relaxed by means
of the SIESTA code. The structures of minimum energy thus
obtained were classified as far as total energy, geometrical

Fig. 1. Energies of the 50 configurations of the bank for Rh, Pd
and Ag, obtained by a phenomenological potential and subsequently
relaxed by the SIESTA code for different values of the spin.

structure and magnetic configuration is concerned to obtain
the results displayed in Fig. 1. The configurations for the two
lowest minima for each element is shown in Fig. 2.

In the SIESTA code the exchange-correlation energy was
calculated within the local spin density approximation (LSDA)
as parameterized by Perdew and Zunger [2]. We have used a
double-ζ single-polarized (DZP) basis set [3]. Convergence
tests have demonstrated that this basis yields reliable results
in a variety of cases including covalent, ionic, and metallic
systems [4]. Norm-conserving pseudopotentials [5], in their
non-local form, were used to describe the electron-ion interac-
tion. Pseudopotentials of Rh, Pd and Ag have been generated
for the [Kr]4d85s1, [Kr]4d105s0 and [Kr]4d105s1 configura-
tions, respectively.

Several new structures, previously overlooked in the liter-
ature, were found in this way. Not all of the global minimum
configurations show high symmetry. Moreover, not all of the
global minima obtained with our scheme coincide with the re-
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Rh
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Ag

Fig. 2. The two lowest energy configurations for Rh, Pd and Ag.
The structures on the left correspond to the global minima.

sults obtained using just phenomenological potentials.
It is important to emphazise that the application of method

described in this work allows us to find a set of minimal en-
ergy configurations, rather than just the global minima. In this
way we avoid a CSA search entirely done with an ab-initio
calculation.
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Abstract. The optoelectronic properties of vertically stacked InAs/GaAs quantum dots (QD) are investigated. The QD
arrays are grown in the intrinsic region of GaAs pin-junctions by molecular beam epitaxy. Application of external bias along
the vertical (growth) direction allows to tune the energetic states of the QDs with respect to each other. By biasing the
pin-junction a carrier transfer between two different QD groups along growth direction becomes possible. In this way the
vertical electronic transport between QDs and eventually the optoelectronic properties of the structure become tunable and
controllable. Two types of resonance are observed in photoluminescence spectra under applied electric field. Transient
photoluminescence data clearly indicate the resonance associated with a maximum of carrier-pair lifetime in the QD array
(∼ 2 ns). This maximum is assigned to reduced wavefunction overlap between resonantly coupled electrons and localized
holes. Out of resonance the phonon/polaron assisted processes are responsible for the inter-QD carrier transfer with a time
constant of ∼ 100 ps. Tuning through resonances between the ground states of QDs is found to have substantially impact
the optoelectronic properties of such structures. This paves the way for novel photonic applications.

Introduction

Most of quantum logic options are based on the tunneling phe-
nomena in quantum media. In contrast to the quantum wells,
the self-organized quantum dots (QD) have a certain size dis-
persion, which can not be perfectly controlled for a single QD
layer. In the case of stacked layers the distribution of QD size
in the columns is more predictable and controllable. Therefore
stacked QDs with defined vertical alignment can be regarded as
QD superlattices (QDSL). In previous investigation [1] we have
found the influence of the built-in electric field of the Schottky
barrier on the photoluminescence (PL) spectra of InAs/GaAs
QDSLs.

The current work deals with the tuning of resonance be-
tween the states of non-identical vertically aligned InAs QDs
by means of an external static electric field applied in verti-
cal (growth) direction. We present the results of a transmis-
sion electron microscopy (TEM) and PL study of the 9 period
InAs/GaAs QDSLs grown by molecular beam epitaxy. The
QDSL is embedded into a pin-junction with a 140 nm intrinsic
region.

1. Results and Discussion

Figure 1(a) presents a TEM cross-section image of a typical
QD column. The QD cross section increases monotonically
with the layer number N for the first six layers 1 ≤ N ≤ 6; see
squares in Fig. 1(b), CQDs. Spacing between wetting layers
amounts 9 nm, between QDs — 4 nm. An anomalous behavior
of the QD and spacer begins at the seventh layer. A typical
QD in this particular layer has an approximately twice larger
cross section and height than the previous one. In turn, the
8-th one is very small. High resolution TEM data in Fig. 1(c)
demonstrates that 7-th and 8-th layers are coalescent and form
associated QDs (AQD).

Strain accumulation from the bottom to the top layers is

considered the driving force for both the accurate vertical QD
alignment and the AQD formation. In particular the accumu-
lation of elastic strain from layer to layer prevents a complete
covering of the 7-th QD by GaAs spacer. Then the deposi-
tion of 8-th InAs layer results in coalescence of the two QDs,
and finally the formation of AQD follows. Thus two groups of
QDs in the column are formed, namely the CQDs with slightly
different sizes and the large size AQD.

Using the TEM data we have defined the electronic struc-
ture of the QDSL within the framework of the effective mass
approximation. In Fig. 1(b) the triangles present the calculated
confinement energy of the electronic ground states of QDs with
disc-like shapes. On the base of QD number dependence of
this energy we can propose a tentative energetic structure of
the conduction band within the pin-junction of our structure.
This model is shown in Fig. 1(d).

Figure 2 shows PL data for the QDSL under various applied
bias and excitation. The steady-state PL spectrum exhibits two
bands, denoted A and C, and tentatively attributed to the two
QD groups, namely AQDs and CQDs, respectively. Obviously
the PL can be controlled by the external bias. Both bands ex-
hibit different sensitivities to the applied bias as demonstrated
in Figs. 2(a), (b). For an applied reverse (negative) bias, the A-
band disappears from the PL spectrum earlier than the C one.
The high-field limits of both the A- and C-bands depend on the
excitation power, most probably due to photo-voltage compen-
sation of the applied reverse bias. However, the nature of the
disappearance of the A- and C-band is different. Step-wise
effect for C-band is related to the field-induced spatial sepa-
ration of electrons and holes in the QDSL. A non-symmetric
bias dependence of the band intensity proves that heavy-holes
in QDSL are strongly localized. The peak-wise bias depen-
dence of A-band intensity shown in Figure 2(c) for excitation
into the C-band is evidence of the other effect — the resonance
between AQD and CQD states. This happens when the deeply
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Fig. 1. (a) Cross section dark-field TEM image of a QD column in an
InAs/GaAs QDSL with 9 QD layers. (b) QD cross section (squares)
and calculated energies of the electronic ground state (triangles)
versus number of the QD (N ) within in the same column. (c) High
resolved cross section TEM image of theAQD (N = 7, 8). (d) Level
scheme of a InAs/GaAs QD column under external bias. The last
QD (N = 9) is not included.

confined electron A-level is tuned through the resonance with
the CQD-states; see AC-resonance in Fig. 1(d). At the AC-
resonance a PL decay time of A-band reaches a maximum of
2 ns and a PL rise time reaches a minimum of 100 ps; see open
circles in Fig. 2(e) and Fig. 2(f), respectively.

Basically there are two processes, which determine car-
rier kinetics: (i) recombination and (ii) carrier transfer be-
tween QDs. Our model in Fig. 1(d) allows to separate of
these two depopulation mechanisms for the AQDs and to con-
sider the decay time of ∼ 2 ns the “intrinsic” lifetime of the
AQDs. Likewise the PL rise time of 100 ps can be considered
as carrier transfer time from CQDs into the AQD at their res-
onance. In other words, this time (τT) is resonance tunneling
time in the QDSL. Furthermore, the rise time τT corresponds to
first (bias-independent) PL decay component τT of the C-band
[Fig. 2(d)], which describes the relaxation of carriers out of the
CQDs into the AQDs. Close to the AC-resonance the rise time
constant starts to decrease periodically; see Fig. 2(f). Taking
into account the sample geometry, the observed oscillation pe-
riod of 0.7 V corresponds to a voltage drop between adjacent
QDs of 45 mV. This value is close to the GaAs-like LO-phonon
or QD-polaron state energy. The oscillation between 140 and
100 ps in Fig. 2(f) is interpreted as the switching between the
“regular” trapping and phonon/polaron assisted non-resonant
transfer to the AQDs.

The second time constant of C-band [Fig. 2(d)] is fiund
bias-dependent and refers to the intrinsic exciton lifetime in
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Fig. 2. (a) Steady-state PL spectra of an InAs/GaAs QDSL. The
parameter is applied bias U = +1, 0,−1,−2, and −3 V (from the
top to the bottom). (b) Steady-state peak PL intensity of the A-
(open circles) and C-bands (full circles) versus applied bias. The
parameter is the power density in Wcm−2. (c) Bias dependence of
AQD integrated PL intensity. (d) Transient PL profiles of C-band at
the various bias. (e) Decay time constants extracted from transient
PL data versus applied bias for the C-band (full circles) and A-band
(open circles). (f) Bias dependence of the PL rise time for the A-
band. (a) InAs wetting layer excitation. (b),(d)–(f) GaAs barrier
excitation. (c) C-band excitation.

the CQDs and its bias dependence is presented in Fig. 2(e) by
full circles. The well pronounced maximum corresponds to the
bias UCC, at which the ground states of the AQDs are lower
than the CQD-states, and only the internal processes within
the CQD-subsystem contribute to this time constant. Thus the
TRPL data allow us to manifest one more resonance in the
QDSL — the resonance between the states of the CQD-chain;
see CC-resonance in Fig. 1(d).

At the CC-resonance the electron wavefunctions of CQDs
are at most delocalized and “spread out” into the GaAs barrier.
Since the heavy-hole wavefunctions are still strongly local-
ized within the InAs QDs, the overlap integral of the electron-
hole wavefunctions decreases, i.e. the oscillator strength of
the transition becomes smaller and the lifetime increases; see
Figs. 2(d), (e). This is almost similar to the situation, which we
have previously observed for InAs QD molecules, consisting
of two identical tunnel-coupled QDs [2].

2. Conclusion

In summary, by applying a bias, we are able to tune the elec-
tronic ground states of a QDSL through distinct resonances.
A monitoring of electron-hole alignment in QDSL within our
model becomes possible.
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Abstract. We studied the carrier capture of holes into self-organized InGaAs/GaAs quantum dots (QDs). The carrier capture
is directly observed for the first time in charge-selective deep level transient spectroscopy (charge-selective DLTS)
measurements. From the capacitance transients we obtain thermal activation energies and capture cross sections for emission
and capture. The almost equal values leads us to conclude a phonon-assisted tunneling process for carrier capture into QDs.

Introduction

Self-organized semiconductor quantum dots (QDs) [1] can be
used for various opto-electronic devices such as semiconduc-
tor lasers and detectors. In addition, QDs are also very in-
teresting as an alternative approach for future single-electron
memories [2]. Understanding the carrier capture as well as the
carrier escape mechanisms is a crucial prerequisite for memory
applications. The carrier capture defines the read access time
in future QD-based memories. In addition, a detailed physical
understanding of the capture process is of basic physical inter-
est for almost every device application. This article reports the
first direct observation of hole capture into InGaAs QDs, pro-
viding new information in the physics of capture mechanisms.

Capacitance spectroscopy and deep-level transient spec-
troscopy (DLTS) have been established as powerful tools to
investigate the electronic properties and escape dynamics of
various QD systems [3–5]. However, the capture time constant
is in the picosecond range for QDs [6], not available for DLTS
measurements. In this paper we studied the capture of holes
in self-organized InGaAs/GaAs QDs by using charge-selective
DLTS [4]. The QDs are now inside the depletion region of a p-
n diode and the local band bending induced by an electric field
provides a thermal activation barrier for the capture process.
As a consequence, the capture time is increased and capture
can be directly observed in capacitance transients.

1. Sample structure

We studied a sample with self-organized InGaAs/GaAs QDs,
grown by metalorganic chemical vapor deposition (MOCVD).
On top of a GaAs(001) substrate, a 500 nm thick highly p-doped
GaAs (∼ 1×1018 cm−3) layer followed by 700 nm slightly
p-doped (∼ 3×1016 cm−3) GaAs were deposited. Subse-
quently, on top of a 10 nm thick undoped GaAs layer,∼ 3 ML
In0.8Ga0.2As were deposited forming the self-organized QDs.
The QDs were eventually overgrown with 7 nm undoped GaAs
and a 500 nm layer of slightly p-doped (∼ 3×1016 cm−3)
GaAs. Finally, a 400 nm highly n-doped (∼ 7×1018 cm−3)
GaAs cap layer formed the n+ contact. To form devices, pro-
cessing based on standard optical lithography was applied.
Mesa structures with a diameter of 800 µm with Ohmic top
and back contacts were created.

2. Hole capture and emission

We used the charge-selective DLTS [4] method to measure
the hole emission and capture. The QDs are always inside
the depletion region. As a consequence, even for hole cap-

T = 49.5 K

Capture

Emission
Vr = 8.8 V

Vpulse = 8.6 V

tpulse = 5 s

−6 −4 −2 0 2 4 6
Time (s)

100

0

−100

C
ap

ac
ita

nc
e 

(f
F)

Fig. 1. Capacitance transients at temperature T = 49.5 K for a re-
verse/pulse bias 8.8 V/8.6 V, respectively. The emission and capture
of holes in InGaAs QDs can be detected.
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Fig. 2. Charge-selective DLTS spectra of hole emission and capture.
The emission shows a positive signal while the capture has a negative
signal. The pulse length and reference time constant were set to
5.0 s/53 ms, respectively. The pulse bias was always set to Vpulse =
Vr − 0.2 V.

ture a thermal activation barrier is present [schematic inset in
Fig. 3(a)] and reduces the capture rate. Transients for emission
and capture can be observed (see Fig. 1).

We obtained charge-selective DLTS spectra by applying
the double-boxcar correlator. Figure 2 displays the capture
(negative DLTS signal) and emission (positive DLTS signal)
spectra for different reverse/pulse bias situations. The pulse
length and reference time constant were set to 5.0 s/53 ms,
respectively. The pulse bias was always set to Vpulse = Vr −
0.2 V. For these reverse/pulse bias conditions, on average less
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than one hole per QD is emitted from or captured into the QDs.
The maxima for the capture process appear at almost the same
temperature as the maxima for the emission process.

3. Discussion

The equation for the thermal emission rate [7] allows to derive
activation energies and capture cross sections from Arrhenius
plots (not shown here) for differently charged QDs (black lines
in Fig. 3). In an electric field the thermal activation energies
Eemission

A do not represent the binding energies of the QD states
with respect to the valence band edge, as the underlying phys-
ical mechanism is a phonon-assisted escape process [3]. That
means, thermal activation from a QD state into an intermediate
state and subsequent tunneling through the remaining triangu-
lar barrier [see schematic inset on the left-hand side in Fig. 3(a)]
occurs.

The capture rate is given by the common equation: cp =
σ
p
∞〈vp〉n, with n as the charge carrier density at the QD posi-

tion. This leads to an analogous equation for capture into QDs
with an activation barrier Ecapture

A :

cp(T ) = γpT
2σ

p
∞ exp

(
−E

capture
A

kT

)
, (1)

with γp as a temperature-independent constant. The capture
cross section σp

∞ is defined for T = ∞ (no temperature depen-
dence). From Arrhenius plots we obtained activation energies
E

capture
A and capture cross sections σp

∞ from the capture tran-
sients.

Comparing emission and capture the activation energies and
capture cross sections have almost the same values (Fig. 3). The
activation energy of 115 meV at a reverse bias of Vr = 9.4 V
is attributed to hole emission from the QD ground state (see
schematic inset). With decreasing reverse bias the decrease
in the activation energy is observed due to the increase in the
average occupation of the QDs. The capture cross section de-
creases from σ

p
∞ ≈ 1×10−14 cm2 at Vr = 9.4 V down to
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Fig. 3. Dependence of the thermal activation energy (a) and the
capture cross section (b) on the bias for emission (black line) and
capture (gray line). The inset in the upper left corner schematically
displays the band structure.

σ
p
∞ ≈ 1×10−15 cm2 at Vr = 8.4 V, see Fig. 3(b). This behav-

ior can be qualitatively explained by an increase of the repulsive
Coulomb potential inside the QDs for an increasing confined
charge. Below the reverse bias Vr = 8.4 V the capture cross
section increases again, while the activation energy remains
almost constant at 60 meV (gray shaded area in Fig. 3). This
energy represents the Coulomb charging energy of completely
charged QDs. That means, the repulsive Coulomb potential
remains also constant, whereas the electric field strength in
the QDs layer decreases with decreasing applied reverse bias.
Therefore, the capture cross section increases as the charge
carriers have to overcome a smaller electric barrier.

As we obtained the same values for the capture/emission
activation energy and capture cross section, we assume that the
capture process into the QDs has the same underlying physical
mechanism as the emission: phonon-assisted tunneling [see
schematic inset on the left-hand side in Fig. 3(a)].

4. Conclusion

We studied the carrier capture of holes into InGaAs QDs using
the charge-selective DLTS method. For the first time the carrier
capture is observed in capacitance spectroscopy. From the
capacitance transients we obtained thermal activation energies
and capture cross sections for hole capture into the QDs. The
almost identical values for charge carrier emission and capture
lead us to conclude phonon-assisted tunneling even for carrier
capture.
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of individual impurity atoms on clean InAs(110) surface
A. I. Oreshkin1, S. I. Oreshkin1,2, I. V. Radchenko1, S. V. Savinov1, N. S. Maslova1, D. A. Muzychenko1,
V. N. Mancevich1 and V. I. Panov1

1 Physical Department, Moscow State University, 119992 Moscow, Russia
2 Sternberg Astronomical Institute, Moscow State University, 119992 Moscow, Russia

Abstract. We report the results of UHV STM investigations of tunneling current noise spectra in vicinity of individual
impurity atoms on InAs(110) surface. It was found out that the power law exponent of 1/f α noise depends not only on the
presence of impurity atom in tunneling junction area, but mostly it is driven by tunneling bias voltage. This is consistent
with proposed theoretical model considering tunneling current through two state impurity complex model system. Sudden
switching of interaction with the leads ON and OFF when electron transition between two levels is the microscopic origin of
observed 1/f α noise behavior.

Introduction

Up to now the typical approach to 1/f noise problem con-
sists of “by hand” introducing of random relaxation time τ for
two-state system with probability distribution function A/τα0 .
Therefore the averaged over τ0 noise spectra of two-states sys-
tem has power law singularity. But the physical nature and
microscopic origin of such probability distribution function in
general is unknown. We have found out that strong correla-
tions and many-particle interaction on microscopic scale result
in sudden switching ON and OFF of additional potential in
tunneling junction area. This results in typical power law for
tunneling current noise spectra.

1. Experimental

Tunneling current spectra measurements have been conducted
with the use of specially designed experimental setup (includ-
ing both hardware and software parts), which was incorporated
into our existing UHV STM “Omicron” system. Test experi-
ments have shown that tunneling current noise spectra are “col-
ored” in undesirable way if STM feedback loop is turned on.
At the same time in our experiments we need to go to less then
1 Hz in frequency domain, and therefore our tunneling current
noise measurements are long [1,2]. Experimental run for one
curve lasts for at least 100 seconds. If STM feedback loop
is broken off, there is no way during all this time to maintain
mean value of tip-sample separation (which obviously should
stay constant) except for high mechanical stability, low level
of external vibrations and the whole UHV chamber being in
thermally stable state. Only if all mentioned demands are ful-
filled and, besides this, the quality of STM images for selected
surface is good enough, tunneling current noise measurements
can be started. Our main experimental goal was to find out
how different impurity atoms and defects are influencing tun-
neling current noise spectra. The results of tunneling current
noise measurements on (110) surface of S doped semiconduc-
tor compound InAs are presented on Fig. 1.

In our experiments the sample preparation method is dif-
ferent for A3B5 compounds compared to elemental semicon-
ductors. InAs clean surface was prepared using in situ sample
cleavage. The main advantage of this method is that impu-
rity atoms do not leave the surface layers during thermal an-
nealing and, even more, atoms in few subsurface layers can
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Fig. 1. (a) STM image of S doped InAs(110) surface. Scan area
85Å. Tunneling current is It = 55 pA. Surface spots where noise
measurements are performed are marked by rectangles. b), c) Tun-
neling current noise spectra on double logarithmic scale log(P ) vs.
log(f ) above individual S impurity atom and apart from it for differ-
ent parameters of tunneling junction. (b) Tunneling current setpoint
is It = 500 pA, bias voltage is Ut = −1 V, c) Tunneling current
setpoint is It = 55 pA, bias voltage is Ut = −1.8 V. Exponents for
all cases are shown on the graphs.

be imaged by STM. We have used specially prepared InAs
slabs (2×2×4 mm3), which were cleaved in situ in UHV con-
ditions. In the first set of experiments S doped InAs single
crystals were investigated. The chemical doping concentra-
tion was 5×1017 cm−3. Thus electron orbitals of S atoms,
which have localization radius about 30Å, almost overlap, re-
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sulting in metallic conductivity of this samples even at liquid
helium temperatures. Typical high resolution STM image of S
individual impurity on InAs (110) surface is shown on Fig. 1a.
At negative sample bias voltage individual S impurity atom is
imaged by STM as round depression superimposed on atomic
lattice of relaxed InAs surface. To clarify the role that plays in-
dividual impurity atom in formation of tunneling current noise
spectrum, we have carried out noise measurements at different
values of tunneling bias voltage right above the impurity atom
and aside from it. The spots where experimental data points
were acquired are marked by rectangles on STM images as on
Fig. 1a. We have started our measurements with high negative
sample bias voltage (electrons are tunneling from filled states
of semiconductor). As it follows from Fig. 1c in such condi-
tions tunneling current noise spectrum is almost independent
on the presence of impurity atom underneath STM tip. Ex-
ponent values is this case are: α = 0.76 above dopant atom,
and α = 0.77 aside from dopant atom. This observation can
be explained by the fact, that the presence of impurity atom
mostly affects sample’s electronic structure inside band gap,
while in this measurement electrons are tunneling from deep
valence band energy levels. The influence of the impurity in
this situation is small. But, if the energy of tunneling electron
is becoming comparable with band gap width, the influence
of the impurity presence on tunneling current noise spectrum
is not negligible any more (Fig. 1b). In such conditions the
difference in exponents is big, α = 0.64 above dopant atom,
and α = 0.90 aside from dopant atom. Curves Fig. 1b were
measured with higher value of tunneling current than curves
on Fig. 1c. This factor also plays in favor of increasing of the
difference between exponents, because the distance between
STM tip and the surface is decreasing with increasing of the
value of tunneling current setpoint.

The last set of experimental data we would like to present
here concerns tunneling current noise spectra measurements in
vicinity of Zn impurity atom on InAs (110) surface Fig. 2. The
chemical doping concentration is around 6×1017 cm−3 and
crystal has p-type bulk conductivity. Surface for STM investi-
gations was prepared by in situ cleaving. A surface of p-type
A3B5 is imaged by STM in much more complicated way than
the surface of n-type samples. In contrast to donor impurities,
STM images of acceptor impurities are less localized or even
almost non-localized. The latter is the case for Zn doped InAs
(110) surface. The STM image of Zn doped InAs(110) surface
is wavy everywhere and one need to take into account some ad-
ditional knowledge to identify Zn impurities. Apparently this
means that local electronic density of states is highly disturbed
by impurities and the tunneling current noise spectra should be
very sensitive to STM tip position relative to impurity atom.
Typical STM image of Zn doped InAs (110)surface can be seen
on Fig. 2a. Due to bias dependent STM imaging the dark spot
can be identified as Zn impurity atom. Its localization radius
is about 20Å, slightly less than that of S impurity atom 30Å
on InAs surface. The areas where experimental data was col-
lected are marked by rectangles on the STM image. Because
of complicated character of STM image we have performed
the measurements in three spots: right above the impurity, as
well as above “flat” area and above area with increased local
density of states. The result are shown on Fig. 2b. The con-
clusion is really non-trivial. Above “flat” area the intensity of
low frequency noise is much higher than above other spots.
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Fig. 2. (a) STM image of Zn doped InAs(110) surface. Scan
area 100Å. Tunneling current is It = 400 pA. Bias voltage is
Ut = −0.8 V. Surface spots where noise measurements are per-
formed are marked by rectangles. (b) Tunneling current noise spec-
tra on double logarithmic scale log(P ) vs. log(f ) above individual
S impurity atom and apart from it for the same set of tunneling
junction parameters. Tunneling current setpoint is It = 400 pA,
bias voltage is Ut = −0.8 V. Curve 1 — above “flat surface area”,
curve 2 — above Zn impurity atom, curve 3 — above surface area
with enhanced conductivity. Exponents for all cases are shown on
the graphs.

That is why exponent value above “flat” area is twice smaller
α = 0.64 above “flat” area, α = 1.24 above dopant atom,
α = 1.27 above area with increased conductivity.

Thus, tunneling current noise spectrum is very sensitive
to the presence of impurity atom in junction area in certain
range of bias voltage and this behavior can be explained by
sudden switching ON and OFF of many-particle interaction.
Such behavior of interaction occurs when electron is trapped
or leaves some localized state formed on individual dopant
atom, on impurity complexes or on surface defects. Namely
this is the microscopic origin of 1/f α current noise. The power
law exponent of tunneling current noise spectrum can be tuned
by changing of applied bias voltage and by the geometry of
impurity complexes as well as by their arrangement relative to
the leads.
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Abstract. ZnO nanorods were synthesized from NaCl-Li2CO3 salt mixture with a solution-processed Zn-containing
precursor using a freeze-drying method combined with a milling technique. The nanorods were transferred onto oxidized
silicon substrates. E-beam lithography was used to pattern aluminum electrodes contacting a single nanorod. I–V curves
were measured using four point structures. Optical properties of nanorods were investigated by cathodoluminescence
spectroscopy. Crystallographic structure was studied using transmission electron microscopy.

Introduction

Zinc oxide is one of the most important functional semiconduc-
tor oxides with a direct wide band gap (3.37 eV) and with a large
excitation binding energy (60 meV) heterostructures [1, 2].

One-dimensional semiconductor nanostructures have in re-
cent years attracted much attention due to their potential use
as building blocks for future electronics and photonics, as well
as for life-science applications. A large variety of ZnO one-
dimensional structures have been demonstrated [1–5]. The
large surface area of the nanorods and bio-safe characteristics
of ZnO makes them attractive for gas and chemical sensing and
biomedical applications, and the ability to control their nucle-
ation sites makes them candidates for microlasers or memory
arrays. The initial reports show a pronounced sensitivity of the
nanowire conductivity to UV illumination and the presence of
oxygen in the measurement ambient. Recently, a wide va-
riety of nanodevices including UV photodetectors [6–9], sen-
sors [10–12], field effect transistors (FET) [13–14], intramolec-
ular p−n junction diodes [15], Schottky diodes [16, 17] and
light emitting device arrays [18] have been fabricated utilizing
ZnO nanorods. The fact that ZnO can be grown at low temper-
atures on cheap substrates such as glass also makes it attractive
for transparent electronics.

In this work, we report on characterization of individual
ZnO nanorods using device fabricated on oxidized silicon sub-
strate.

1. Experimental

ZnO nanorods with diameters from 40 to 150 nm were grown
from NaCl-Li2CO3 salt mixture with a solution-processed Zn-
containing precursor using a freeze-drying method combined
with a milling technique, as described previously [19].

ZnO nanorods were grown from the as-prepared powder
mixture with 0.5 g Zn2(OH)2CO3 ·x H2O/9 g NaCl/1 g Li2CO3
weight ratio in an alumina crucible in a muffle furnace in air at
600−700 ◦C for 1–6 h.

Devices for transport measurements of ZnO nanorods were
fabricated using standard photo- and electron beam lithogra-
phy and a lift-off technique. At first, a gold film with chrome
underlayer was deposited by e-beam evaporation on oxidized
silicon wafer to form contact pads and lanes. Then the wafer

Fig. 1. SEM image of a ZnO nanorod with deposited Al contacts
patterned by e-beam lithography.

was cut up to obtain chips. Transfer of the nanorods from the
ethanol solution to the chips is achieved by dispersing the so-
lution onto the one, followed by evaporation of the ethanol.
E-beam lithography and a lift-off process were used to pattern
e-beam evaporation deposited aluminum electrodes contact-
ing a single nanorods. Four-terminal structures were used for
measurements of I–V curves (Fig. 1).

To examine the samples a XL 30S field emission gun
high-resolution scanning electron microscope (HRSEM) with a
Mono CL system for cathodoluminescence (CL) spectroscopy
was used. The light emitted from the sample can be directed
into the slits of the monochromator, which is mounted on
the SEM. The transmission electron microscope JEM-2000FX
was used for structure analysis of nanorods.

2. Results and discussions

Fig. 2 shows TEM image of ZnO nanorods grown from NaCl-
Li2CO3 salt mixture. The selected area diffraction patterns
showed the nanorods to be single crystal with wurtzite struc-
ture.

The current-voltage (I–V) curves are given in Fig. 3 for
the nanorod shown in Fig. 1. Resistivity of the nanorod ob-
tained from the I–V characteristics is about 3 �cm in the dark.
The I–V curves exhibit apparent rectify behavior indicating
the Schottky-like barrier formation. The nanorod showed a
strong, reversible response to above band gap (366 nm) ultra-
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Fig. 2. TEM image and selected area diffraction pattern of single
crystal ZnO nanorods.
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Fig. 3. Room temperature CL spectra of the ZnO nanorods.
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Fig. 4. I–V characteristics in the dark and under ultraviolet illumi-
nation for nanorod shown in Fig. 1.

violet light, with the UV-induced current being approximately
a factor of 6 larger than the dark current at a given voltage. The
same behavior of ZnO nanorods under the UV illumination was
obtained in references 5 and 20.

The CL spectra for the ZnO nanorods synthesized in this
work are shown in Figure 4. Four broad peaks at around
380 nm, 466 nm, 670 nm and 750 nm are observed. The lumi-
nescence at 380 nm corresponds to the near band gap transition
of nanorods. The luminescence peaks at 466, 670 and 750 nm
are related with point defects and residual impurities.

In conclusion, individual ZnO nanorods synthesized from
the salt mixture were investigated using the e-beam pattering.

The nanorods with single crystalline structure and the blue-
red luminescence show around 3 �cm resistivity and apparent
rectify behavior indicating the Schottky-like barrier formation.
The strong UV response of the nanorods is observed.
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Abstract. The dependence of the energy gap of strained GaAsN thin layers on the nitrogen content has been measured via
the study of photoluminescence (PL) spectra and polarized PL spectra. The same dependence of unstrained GaAsN has
been calculated.

GaAsN and InGaAsN alloys have recently been suggested as
promising materials for near-infrared optoelectronics [1] be-
cause of the strong bowing of the energy gap in the GaAs-GaN
alloy system, which extends the spectral range of emission to
1.3 µm and beyond [1,2]. In addition to the bowing effect, the
energy gaps of GaAsN and InGaAsN layers grown on GaAs
substrate can also be changed by the strain caused by a large
lattice mismatch between the layer and substrate even at low
nitrogen content [2].

In this paper, we analyze the influence exerted by strain on
the valence-band splitting and the energy gap in GaAsN layers
grown on GaAs substrates, using circularly polarized PL. The
analysis of the PL circular polarization allowed us to identify
the type of recombination transitions and determine the strain-
induced valence-band splitting in GaAsN alloy. Based on the
results obtained, we calculated the dependence of the energy
gap on the nitrogen content of unstrained GaAsN.

A series of the 0.1 µm thick GaAsN layers with the ni-
trogen content in the range 0.01–0.034 was grown by RF-
plasma-assisted solid-source molecular-beam epitaxy at 350–
450 ◦C on semi-insulating (001) GaAs substrates. The crystal
perfection, pseudomorphic character of growth, i.e., the de-
gree of crystal lattice relaxation, and the composition of the
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Fig. 1. PL and PL circular polarization spectra of thin GaAs1−xNx

layers.

ternary solid solution were determined by high resolution X-ray
diffraction (HRXD) technique. It evidences that the strain re-
laxation in the lattice of thin layer GaAs1−xNx up to x = 0.034
does not exceed 1%, which is within the limits of the experi-
mental accuracy. Small half-width of the peak recorded for the
symmetric reflection from a nitrogen-containing layer (close
to that calculated for the ideal case) confirms the good homo-
geneity of the layer and its high crystal perfection.

Ar+ and tunable Ti:sapphire lasers were used for the PL ex-
citation. The PL spectra were recorded along the growth axis
in the backscattering configuration, using either a Ge photodi-
ode or an InGaAsP photomultiplier. The spin polarization of
electrons was created by circularly polarized light [3]. It was
monitored by measuring the degree of circular polarization of
PL, which is defined as ρ = (I+ − I−)/(I+ + I−), where I+
and I− are the right and left circularly polarized PL compo-
nents, respectively. A highly sensitive polarization analyzer [4]
with an InGaAsP photomultiplier, a quartz polarization modu-
lator, and a two-channel photon counter synchronized with the
polarization modulator were used to measure the circular po-
larization of PL up to 1.4 µm with accuracy better than 0.1%.
The PL measurements were carried out at 300 K.

Figure 1 shows the spectra of PL (solid lines) and circular
polarization of PL (full circles) of three thin GaAsN samples
with nitrogen content of 0.021, 0.027, and 0.034. It can be
seen that, for all the three samples, the PL spectra consist of
two PL bands and that the low-energy PL bands are negatively
polarized (relative to the polarization of the exciting beam),
whereas the high-energy bands are positively polarized [5].

In the group III–V semiconductors, the interband absorp-
tion of circularly polarized light can be accompanied by elec-
tron-spin polarization [3]. At simultaneous excitation of elec-
trons from both upper valence subbands by circularly polarized
light the PL is also circularly polarized. The degeneracy at the
ç point of the upper valence band in the group III–V semicon-
ductors can be lifted by biaxial tensile strain. In this case, the
top of a light-hole band lies above the heavy-hole band [6]. The
signs of the circular polarization of PL were found [3,6,7] to
be opposite for recombination involving light and heavy holes
so that the polarization sign of light-hole recombination is op-
posite to that of the polarization of the exciting beam.

The PL polarization spectra in Fig. 1 were measured at
simultaneous excitation of electrons from both upper valence
subbands. Thus, the negative polarization of the low-energy
PL line and the positive polarization of the high-energy PL
line demonstrate unambiguously that the light- and heavy-hole
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subbands in samples under study are split at the point and that
the low- and high-energy PL bands are due to recombination
involving light and heavy holes, respectively.

Figure 2 shows the energy positions of the peak of low-
energy PL bands (squares) of the samples with different con-
tent of nitrogen. The experimental dependences in Fig. 2 is
well approximated by the curve (dashed line) calculated us-
ing the dispersion relation obtained in the frame of the band
anticrossing (BAC) model [8]:

E−(k) = 1

2

[
Ec(k)+ EN −

√
(Ec(k)− EN)2 + 4V 2x

]
,

where x is the nitrogen content, Ec(0) = 1.42 eV is the band
gap of GaAs at room temperature and EN is the energy of the
localized states caused by the substitutional N atoms. EN is
known to be 0.23 eV above the GaAs conduction-band edge
[9]. The adjustable hybridization parameter V describes the
coupling between the localized states and the conduction-band
states of the GaAs matrix. The fitting curve (dashed line) in
Fig. 2 has been calculated atV = 2.86 eV. These value ofV are
close to V = 2.7 eV reported recently for similar samples [9].
However, the BAC model was developed for an unstrained
material and therefore the strain-induced changes of the energy
bands in the films under study should be taken into account for
a correct application of the BAC model.

Using the elastic constants for GaAs [10], we have calcu-
lated how the energy gap between the tops of the heavy- and
light-hole bands depends on the nitrogen content. The effect
of incorporated nitrogen on the elastic constants and the spin-
orbit splitting was disregarded. The result of the calculation is
shown in Fig. 3 by solid line. The experimental energy gaps
between the PL bands are shown in Fig. 3 by squares. The
good agreement between the theoretical and experimental en-
ergy gaps suggests that the model of strain [10] and the elastic
constants of gallium arsenide can be used to evaluate the band
splitting in thin strained GaAsN layers.

The energy gap in thin strained GaAsN layers grown on
GaAs substrates corresponds to the energy of an electron-hole
transition involving a light hole (dashed fitting curve in Fig. 2).
Calculations of the energy gap for unstrained (free-standing)
GaAsN were performed for all the measured energy gap values.
The calculated data are presented in Fig. 2 by triangles. The
solid line in Fig. 2 is the fitting curve calculated according to
BAC model withV = 2.42 eV. The energy gap of free-standing
GaAsN steadily decreases from 1.42 to 1.08 eV as the nitrogen
content grows from 0 to 3.4%.
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Fig. 3. The energy gap between the tops of the heavy- and light-hole
bands.

In conclusion, we observed two bands in PL spectra of
elastically strained ternary GaAsN alloys grown on GaAs sub-
strates. As demonstrated by an analysis of their circular polar-
izations, these bands are associated with electron-hole transi-
tions involving light and heavy holes. The energy gap between
the peaks of these bands corresponds to the calculated splitting
of light- and heavy-hole subbands, induced by the elastic strain
of the GaAsN layer. The dependence of the fundamental en-
ergy gap on the nitrogen content for unstrained GaAsN alloys
has been calculated taking into account the effect of elastic
strain on the position of the energy bands.
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Abstract. An approach to study quantitatively the carriers leakage in laser diodes operating in continuos wave and pulse
modes is presented. It is based on the application of the scanning Kelvin probe microscopy and utilizes the measurements of
the surface voltage drop distributions across the cleaved mirrors of the tested devices. The results on the characterization of
the hole leakage current in high power InGaAs/AlGaAs/GaAs laser diodes and in infra red GaInSbAs/GaAlSbAs/GaSb
laser diodes are demonstrated.

Introduction

Illumination of semiconductor by interband light may lead to
a surface photovoltage (SPV) [1]. The SPV arises due to sub-
surface band bending related with the surface states. Nonequi-
librium carriers created by the light in semiconductor are sep-
arated by the electric field of the band-bending region. The
process changes the surface charge and results in an additional
potential difference between the surface and the bulk that may
be detected as the SPV. As a rule, the sign of the SPV coincides
with the sigh of minority carriers and its amplitude grows loga-
rithmically with increasing density of minority carriers related
with the photoexcitation power. In a semiconductor device
structure consisting of conductive n and p regions, forward
current through p-n junction may also inject nonequilibrium
carriers. Injected nonequilibrium carriers may be captured by
the electric field of the band-bending region, and in the fol-
lowing they behave similarly to the photocarriers. Owing to
this analogy, one may expect on the cross-section of the device
structure the variations of the potential related with the appear-
ance of minority carriers at the surface. Recently, it was indeed
observed in the scanning Kelvin probe microscopy (SKPM)
study of surface voltage drop (SVD) distributions developing
across the mirror of the operating semiconductor lasers [2].
The design of the modern semiconductor laser restricts inten-
tionally the escape of injected carriers from the active region by
means of potential barriers at the interfaces between quantum
well-waveguide and waveguide-emitters. In spite of this, it was
found that using the surface channel the holes may penetrate
in the region of the grounded n+-substrate, what resulted in
high positive potentials measured at the substrate surface. The
detailed analysis of obtained experimental results [2] permitted
to develop a quantitative method for studying the leakage cur-
rent distributions in operating semiconductor heterostructure
devices containing p-n junction.

In this paper we present new results on the application of the
developed method for studying high power laser diodes based
on InGaAs/AlGaAs/GaAs heterostrusture with a quantum well
as an active region. Also we inspect GaInSbAs/GaAlSbAs/
GaSb based lasers, that are perspective as effective sources of
the infrared (IR) light.

1. Experimental

We study cleaved mirrors of laser diodes operating in continuos
wave (CW) and pulse modes. Details of design, growth and

operation of lasers were reported earlier [3, 4]. We use com-
mercial atomic force microscope (AFM) setups (NT MDT)
operating in ambient. The AFM has an optical system to reg-
ister cantilever deflections and uses for that the semiconductor
light source with a wavelength about 650 nm. For cantilevers
NSG11/Pt, applied in our work, the power density of light il-
lumination at the contact of the sample with the cantilever’s
tip was directly measured. It could be as high as few tens of
mW/cm2, and depended on the position of the spot of the light
beam focused on the cantilever [2].

The composite image presented in Fig. 1(a) consists of two
layers: SVD data image superimposed over the topography
data image. SVD data were collected for forward biased high
power laser InGaAs/AlGaAs/GaAs diode admitting the current
above the threshold of lazing. The gray scale of SVD image is
adjusted to pick out the boundary where the signal is equal to
200±5 mV, and corresponds approximately to 150 A/cm2 for
the density of the hole leakage current. That equipotential line
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Fig. 1. Observation of the holes spreading on the cleavage of CW
operating laser diodes: high power InGaAs/AlGaAs/GaAs (a) and
IR GaInSbAs/GaAlSbAs/GaSb (b) lasers.
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of the maximum local density of the hole leakage current are given:
high power InGaAs/AlGaAs/GaAs laser (upper dotted line) and IR
GaInSbAs/GaAlSbAs/GaSb laser (bottom dashed line). Also, ver-
tical lines for high power (dotted line) and IR (dashed line) lasers
mark the corresponding values of threshold current density.

is curved and advanced most profoundly into the substrate right
opposite the mesa contact. Its shape emphasizes visually the
effective lateral restriction in the distribution of the injection
current density. For comparison, Fig. 1(b) shows the data ob-
tained for IR GaInSbAs/GaAlSbAs/GaSb laser. For this laser,
the equipotential line 200±5 mV is almost flat, what implies
a broader distribution of the injection current, than in case of
the high power laser. This seems to be related to insufficient
insulating property of the waveguide region in the IR laser.

Figure 2 shows the dependencies of the local amplitude of
the hole leakage current on the density of the injection current
in laser diodes operating in pulse mode. It is significant that,
for the high power laser, the leakage grows with increasing
injection current in the beginning, but than it stabilizes for
currents above the threshold of generation. That stabilization is
in accordance with the conception that in quantum well lasers
Fermi levels clamp at threshold and above. In contrast with
that, for IR laser, although being noticeably suppressed, the
leakage amplitude proceeds to grow above the threshold of
generation.

There is a difference in the distributions of the injection
current density under mesa contacts for two studied lasers that
was revealed in Fig. 1. This observation may be used to explain
in Fig. 2 the dependence for IR laser. Indeed, there exists a
stabilization of the carrier density in the active region directly
under the mesa of lazing IR laser. However, due to weak lateral
restriction of the injection current, there is also a significant
peripheral current. It is this peripheral current that contributes
into the hole leakage current above the threshold of generation.

Conclusion

In the paper we consider a new approach exploiting SKPM to
study the carriers leakage from the active region of operating
semiconductor laser diodes. The approach is demonstrated on
studies of the distribution of the surface current of the hole
leakage in high power InGaAs/AlGaAs/GaAs laser diodes and
in IR GaInSbAs/GaAlSbAs/GaSb laser diodes. It is shown,
that in high power lasers the hole leakage current grows for

small injection currents, and stabilizes for currents above the
threshold of generation. At the surface of IR lasers, the hole
leakage current stabilization is not observed, what is supposed
to be related with the weak lateral restriction of the injection
current density under the mesa contact revealed for those lasers.
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Nanoclusters and domains on GaAs(100) surface
in the transition from As-rich to Ga-rich
G. E. Frank-Kamenetskaya, G. V. Benemanskaya and A. K. Kryzanivskii
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Cs nanocluster formation and local interaction have been studied in situ for the gradually reconstructed
GaAs(100) from As-rich to Ga-rich as a function of Cs dosage. The difference has been established in electronic properties
of the As-rich and Ga-rich surfaces. The Cs sticking coefficient on Ga-rich surface is found to be three times more than that
on As-rich surface. The intermediate reconstructed GaAs(100) surface is found to be multi-domain phases with both the
As-rich and Ga-rich domains. Small nanoclusters formed by two Cs adatoms on As dimmers and on Ga dimmers are found
for As-rich and Ga-rich surface, consequently.

Introduction

The GaAs(100) surface is of great interest from viewpoints of
both fundamental science and its application to nanotechnolo-
gies. Atomic structure and stoichiometric composition of the
surface and their dependence on several temperature treatments
have attracted particular attention. It was shown that anneal-
ing at ∼ 400 ◦C leads to the (2×4) or ñ(2×8) reconstructions
with As dimers in the topmost layer. At ∼ 570 ◦C, the tran-
sition to the Ga-rich (4×2) − c(8×2) reconstruction with Ga
dimers in the upper layer occurs. The atomic structure and
electronic properties of the GaAs(100) surface at intermediate
temperatures are discussed. Cs adsorption has been intensively
studied on the GaAs(100) Ga-rich surface and much less in-
vestigated on the As-rich surface. No data have been obtained
even yet on the basic problems such as the electronic structure
of the Cs/GaAs(100) As-rich interface, the Cs sticking coeffi-
cient, reduction of the ionization energy depending on Cs cov-
erage. To clarify these problems we have studied the variation
of electronic properties of the Cs-adsorbed GaAs(100) surface
that changes from As-rich to Ga-rich by the means of sample
annealing in situ in the temperature range 450−580 ◦C.

1. Experiment

Photoemission studies were performed in situ in a vacuum of
∼ 5×10−11 Torr at room temperature. Atomically clean sur-
face of a GaAs(100) sample was obtained after removal of As
cap layer. Atomically pure cesium was deposited on the sam-
ple from a standard source. The GaAs(100) surface was mod-
ified by annealing in the temperature range 450−580 ◦C cor-
responding to transition from As-rich to Ga-rich. The method
employed was threshold photoemission spectroscopy (TPS).
TPS is based on the separation of surface and bulk photoemis-
sion [1]. TPS consists in measuring integrated photoemission
spectra IS(hν) and IP(hν) excited by the s- and p-polarized
light, respectively. The measurements by means of technique
of dosage-dependent-photoelectron yield under condition of
the s-polarized light with constant excitation have been carried
out.

2. Results and discussion

Fig. 1 shows changes in the photoemission thresholds hνS and
hνP as a function of Cs dosage for GaAs (100) surface annealed
in the range 450−580 ◦C. The ionization energy which defines
the energy position of VBM relative to the Evac obtained as

0 4 8 12 16 20

1.5

2.0

(b)

(a)

2

1

As-richGa-rich

1.5

2.0

4

3

2

1

Cs dosage (D×1014 2atom/cm )

Ph
ot

oe
m

is
si

on
 th

re
sh

ol
ds

 (
eV

)

Fig. 1. Changes in photoemission thresholds hνS and hνP as a func-
tion of Cs dosage. (a) on the GaAs surface annealed at 490 ◦C.
(b) on the GaAs surface annealed at 450 ◦C (curves 1, 2) on the
GaAs surface annealed at 580 ◦C (curves 3, 4).

extrapolated threshold hνS. The ionization-energy curves pos-
sess one minimum for both the As-rich and Ga-rich surfaces
(Fig. 1b). However, the ionization-energy minimum for As-
rich surface occurs at dosage ∼ 1.5×1015 atom/cm2 (Fig. 1b,
curve 1) while for Ga-rich surface at ∼ 6.0×1014 atom/cm2

(Fig. 1b, curve 3). This demonstrates that the Cs sticking co-
efficient on the Ga-rich surface is approximately three times
more that on the As-rich surface. Decrease of the ionization
energy on the Ga-rich surface (∼ 1.47 eV) is stronger than that
on the As-rich one (∼ 1.53 eV). We conclude that the value of
dipole moment of Cs-Ga bond is greater on the Ga-rich surface
than that of Cs-As bond onthe As-rich one. Curves 2 and 4 on
the Fig. 1b which define the energy position of surface bands
relative to the Evac obtained as extrapolated threshold hνP.
The difference between hνS and hνP indicates the existence of
surface bands in fundamental gap under Cs adsorption. Two
minima on the curve of ionization energy are revealed after
annealing at 490 ◦C of the GaAs(100) surface (Fig. 1a). This
finding indicates the simultaneous existence of the domains en-
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Fig. 2. Photoyield as a function of Cs dosage for the GaAs(100)
surface annealed at gradually increasing temperature in the range
450−580 ◦C.

riched in As and in Ga on the surface. The anomalous curve is
actually a superposition of one curve corresponding to interac-
tion of Cs atoms with Ga-rich domains and the other one with
As-rich domains. Curve 2 on Fig. 1a displays the existence of
surface bands in fundamental gap in this case too.

Fig. 2 shows results of the independent experiments of
measuring the photoelectron yield as a function of Cs dosage.
For As-rich and Ga-rich surfaces, the photoyield curves have
one maximum corresponding to minimum in Fig. 1. With in-
creasing annealing temperature, modification of the photoyield
curves reflects the surface reconstruction leading to an increase
of the fraction of the Ga-rich domains until the entire surface
becomes Ga-rich.

Fig. 3 represents the surface photoemission spectra IP(hν)/

IS(hν) at various Cs dosage for Ga-rich surface. The initial
stages of Cs adsorption lead to an emergence the band A1 at
1.86 eV and band A2 at 1.75 eV. With the increase of dosage
both peaks rapidly rise and at the ionization-energy minimum
the development of the bands is completed. They merge into
the single peak at 1.81 eV. These results indicate that bands A1
and A2 can be attributed to the process of local interaction of
Cs adatoms with two specific surface sites at which the bond-
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Fig. 3. Surface photoemission spectra IP(hν)/IS(hν) as a function
of Cs dosage for the GaAs (100) Ga-rich surface.

ing is slightly different. If the Cs coverage increases, there
begins a competition between the adatom-substate interaction
and adatom-adatom interaction that results in decreasing the
difference in energy position of peaks. The lateral interac-
tion leads to the formation of Cs-Cs couple namely the initial
cluster when Cs dosage corresponds to the ionization-energy
minimum.
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Fano resonances in photocurrent spectra of semiconductors and
quantum well heterostructures doped with shallow donors
L. V. Gavrilenko, V.Ya. Aleshkin, A. V. Antonov and V. I. Gavrilenko
Institute for Physics of Microstructures RAS, Nizhny Novgorod, Russia

Abstract. A theory describing the photocurrent peaks in the spectral region corresponding to the longitudinal optical phonon
energy in semiconductors doped with shallow donors is developed. The calculated photocurrent spectra are in a good
agreement with the experimental results obtained for n-GaAs.

Introduction

There are the asymmetrical peaks in impurity photocurrent
spectra of semiconductors doped with shallow donors at photon
energy corresponding to the longitudinal optical (LO) phonon
peculiar to the material [1]. Usually these peaks are called
Fano resonances [2], which appear due to electron interaction
with longitudinal optical phonon.

Let us consider the absorption of light by electrons in a
semiconductor doped with shallow donors in the spectral range
near the LO-phonon energy. At low temperature all electrons
occupy the donor ground states. There are two ways to absorb a
photon. Firstly, the phonon absorption can be accompanied by
the dipole electron transition from the donor ground state (1s)
to the continuum (see Fig. 1). The second way is due to the
second order electron transition when electron absorbs photon
and emits the optical phonon. Below we discuss only the case
when the final electron state for the second order transition
coincides with the initial one, because only these transition are
experimentally observed in n-GaAs. The complete energy of
the electron-phonon system in this final state |φq〉 is equivalent
to the energy of continuum state electron has reached by first
way, therefore this state is the resonant state. Note that the
second order electron transition is realized through the set of
the intermediate states.

In this paper we present general expression for photocur-
rent spectrum calculations describing the Fano resonance and
demonstrate good agreement between calculated and measured
photocurrent spectra for bulk n-GaAs doped with Si.

E
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1

2

Excited state

Ground state

Fig. 1. Schematic diagram of the optical transitions for an electron
occupying in the donor ground state and absorbing a photon with the
energy h̄ω0: 1 a transition to the continuum; 2, 3 transitions to the
resonant state via intermediate states in the discrete spectrum and in
the continuum, respectively.

1. Light absorption probability calculation

To calculate a photocurrent spectrum we need to know the light
absorption probability, the lattice absorption and reflectance
spectra.

Let us consider the light induced electron transitions from
initial donor ground state |i〉 = |φ1s , 0〉 (without phonons) to
the state |φq〉 = |φ1s , 1〉 (there is one LO phonon with wave
vector q) (see Fig. 1). The Hamiltonian of our system is

H = H0 + Vph exp
(−iωpht

)+ V +LO exp (iω0t) , (1)

here H0 is the non-perturbed system Hamiltonian, Vph, V +LO
are the light absorption and LO-phonon emission operators,
respectively. The matrix element of the second order transition
is:

Sφi=
∑
m

〈φq |V +LO|m〉〈m|Vph|i〉
h̄ωph + Ef − Em + iλ

+ 〈φq |Vph|m〉〈m|V +LO|i〉
−h̄ωph + Ef − Em + iλ

, λ→ 0 , (2)

where Ef is the final electron state energy, index m numbers
intermediate states. In our previous work [3] we considered
in (2) the fist resonant term only, because it gives the main
contribution to Sφi . In this paper we consider both the resonant
and the nonresonant terms in (2).

The total light absorbtion probability is proportional to the
squared modulus of the following matrix element:

〈R(E)|Vph|i〉=
0(E)〈ψ(E)|Vph|i〉

2
√
(E − Ef)2 + 0(E)2

4

×
(
α(E)+ i + E − Ef

0(E)/2

)
, (3)

here |R(E)〉 is the exact wave function corresponding to the
energy E which is the mixture of both discrete spectrum states
|φq〉 and the unperturbed continuum states |ψ(E)〉 and

α(E)=
∑
q,f

〈ψ(E)|V +LO|φq〉
0(E)/2〈ψ(E)|Vph|i〉

×2

(
P

∫ ∞

Ef

dE′
〈φq |V +LO|ψ(E′)〉〈ψ(E′)|Vph|i〉

E − E′

+
∫ ∞

Ef

dE′
〈φq |Vph|ψ(E′)〉〈ψ(E′)|V +LO|i〉

−h̄ω0 + Ei − E′

)
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Fig. 2. Calculated absorption spectra for n-GaAs bulk material (solid
line) and pure 2D case (dashed line).

and 0(E)/h̄ is the frequency of electron transition between the
state in continuum |ψ(E)〉 and localized state |φq〉 due to the
spontaneous LO-phonon emission,

0(E) = 2π
∑
q,f

∣∣〈φq,f ∣∣V +LO |ψ(E)〉|
2
.

The full light absorbtion probability is

W(ω) = 2π

h̄

∣∣〈R (h̄ω + Ef)
∣∣Vph

∣∣ i〉∣∣2 . (4)

Note that we did not use explicit view of Hamiltonian H0
to derive expression (3). Therefore Eq. (3) can be applied for
describing semiconductors doped with both the donors and the
acceptors.

Using Eqs. (3)–(4) and the explicit form of wave function
for localized and delocalized shallow donor states we calcu-
lated Fano resonance in absorption spectrum of bulk n-GaAs,
the results being present in Fig. 2.

Besides we investigated the resonant peak form in the ex-
treme two-dimensional (2D) case that corresponds to the in-
finitely deep quantum well of zero width. In this case the 2D
hydrogen atom-like wave functions were used to calculate the
absorption spectrum. In Fig. 2 absorption probabilities for bulk
material and 2D case are shown. The peak width is determined
by value of 0, i.e. by electron-phonon scattering frequency.
In 2D limit 0 is approximately four times larger than in bulk
n-GaAs. Though the extreme 2D case is never realized in prac-
tice, our example demonstrates the resonant peak feature in a
quantum well if compared with bulk semiconductor. Note that
in a real quantum well the peak width would be intermediate
between bulk and extreme 2D ones.

2. The photocurrent spectrum. Comparison with
experiment

Around LO phonon energy the reflectance and absorption
quickly change with frequency rise due to light interaction with
transversal optical phonons. Therefore, to correctly calculate
photocurrent spectrum is necessary to take into consideration
these dependencies. Taking into account the absorption fac-
tor η(ω) and reflectance R(ω) the photocurrent spectrum J (ω)

spectra can be written in the form

J (ω) = BI (ω)
W(ω)

|A|2 [1− R(ω)]
∫ d

0
exp[−η(ω)x]dx , (5)
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Fig. 3. Calculated (curves) and measured (squares) photocurrent
spectra in n-GaAs at T = 4.2 K. Solid curve and dashed curve
correspond to considering both terms in (2) and the first resonance
term only, respectively.

where B is some constant, I (ω) is the incident light intensity,
d is the thickness of the absorbing layer.

Figure 3 presents the comparison of the photocurrent spec-
trum calculated using the formula (5) and the measured one
in bulk n-GaAs. It is seen that the calculation provides good
accuracy for this material. For calculations we used follow
parameters for GaAs: electron effective mass µ = 0.0665m0,
m0 is a free electron mass, low frequency permittivity κ0 =
12.46, high frequency permittivity κ∞ = 10.58, LO-phonon
energy h̄ω0 = 36.588 meV [4], TO-phonon energy h̄ωTO =
h̄ω0

√
κ∞/κ0.

The measurements was carried out with Fourier-transform
spectrometer BOMEM at T = 4.2 K. n-GaAs under study
was grown by liquid phase epitaxy on semiinsulator GaAs
substrate. Epitaxial layer 70 micron wide was doped with Si
with concentration 8.3×1014 cm−3. The electron mobility was
5.9×104 cm2/Vs at T = 77 K.
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Magnetoabsorption study of InGaAs QW heterostructures
in megagauss magnetic fields
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Abstract. Bandgap absorption in InGaAs/GaAs QW heterostructures was studied in high magnetic fields up to 9 MG at
room temperature. The results obtained are in a satisfactory agreement with the calculation data based on effective mass
approximation in the magnetic fields up to 2–3 MGs (that corresponds to bandgap enhancement up to 200 meV). In the
absorption spectrum measured at λ = 10.6 µm in p-type sample a sharp peak was discovered at B ≈ 80 T, the absorption
line being attributed to the intersubband cyclotron resonance (transition from the 1st hole subband into the 3rd one.)

Introduction

Magnetooptical investigations of semiconductors in mega-
gauss magnetic fields allow studying the conduction and the va-
lence band structures at the scale of tens and hundred meV [1].
In the present paper bandgap magnetoabsorption as well as
the hole cyclotron resonance (CR) in InGaAs/GaAs quantum
well (QW) heterostructures have been studied in ultrahigh mag-
netic fields for the first time.

1. Experimental

InGaAs/GaAs heterostructures under study were grown by
MOCVD method on semiinsulating GaAs(100) substrates.
The undoped InGaAs/GaAs structure #3899 for bandgap mea-
surements contained 50 In0.23Ga0.77As QWs with nominal
width 60Å separated by thick GaAs barriers. CR study was
carried out in selectively doped heterostructure #4722 con-
taining 50 In0.15Ga0.85As QWs nominally 70Å wide. Two
carbon δ-layers were introduced from both sides of each QW
15 nm apart. The hole sheet concentration was 4.5×1011 cm−2

per QW.
Fig. 1 represents the transmission spectrum of the sam-

ple #3899 at zero magnetic field. The minimum at 1.25 eV
corresponds to the excitonic absorption in the QW. At higher
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Fig. 1. Transmission spectrum in near IR range of undoped
In0.23Ga0.77As/GaAs heterostructure #3899 at T = 300 K.

energies there are two typical flat “shelves” resulted from the
constant density-of-states of 2D carriers.

Experimental investigations were carried out at room tem-
perature with three different techniques: in pulsed magnetic
fields up to 35 T, in quasi-nondestructive magnetic fields up
to 2 MG using single-turn coil technique [2] and in explosive
magnetic fields up to 9 MG using magnetocumulative generator
MC-1 [3]. At λ = 0.63 µm, in contrast to earlier observation
of the GaAs transparency at this wavelength atB ≥ 4.3 MG [4]
we did not observed a transmission signal up to 9 MG. In the fol-
lowing measurements were carried out at longer wavelengths
0.82 µm, 0.87 µm and 0.94 µm. CR study was carried out at
wavelength 10.6 µm.

2. Results and discussion

At λ = 0.94 µm distinct oscillations of the transmission are
observed (Fig. 2). In this case the photon energy is less than
the bandgap in GaAs but exceeds that of In0.23Ga0.77As QW.
The dashed curve in Fig. 2 gives the results of transmission
calculations carried out within simple isotropic band model
taking into account the spin splitting. The electron and hole
masses were assumed to be 0.06m0 and 0.12m0 respectively
and the LL width was put 25 meV. The observed transmission
minima atB = 11 T andB = 17 T correspond to the transitions
from the 2nd hole into 2nd electron LLs and from the 1st hole
into 1st electron ones.

At λ = 0.87 µm the photon energy 1.425 eV just corre-
sponds to GaAs bandgap. However the sample becomes partly
transparent at B = 50 T only (Fig. 3) due to the significant
thickness (300µm) of GaAs substrate and the density-of-states
tails in the GaAs forbidden band owing to the lattice thermal
oscillations [5]. By the same reason atλ = 0.82µm the sample
becomes transparent at B = 150 T (Fig. 4) though the calcula-
tion results taking into account the excitonic effects gives the
value of 100 T.

14-band Kane model [6] was used to calculate the energy
spectra in high magnetic fields for bulk GaAs. For the In-
GaAs/GaAs QWs we use 8-band Kane model for the conduc-
tion band [7] and 4×4 Luttinger Hamiltonian for the valence
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ple #3899 at both the ascending and the descending magnetic fields
and the calculation result.

50

40

30

20

10

0

R
el

at
iv

e 
tr

an
sm

is
si

on

0 25 50 75 100 125 150 175 200 225 250
Magnetic field (T)

Fig. 3. Transmission of the sample #3899 at λ = 0.87 µm.
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Fig. 4. #3899 sample transmission at λ = 0.82 µm.

band (in the axial approximation). At λ = 0.82µm the absorp-
tion band in between 2.3 MG and 3.5 MG (Fig. 4) is shown to
result from optical transitions from two upper hole LLs in the
1st subband into two lowest electron ones and from the same
ones (shifted by ∼ 50 T to lower magnetic fields) between
2nd subbands, the excitonic effects being taken into account.
The same transitions between the 1st hole and electron sub-
bands at λ = 0.87 µm are responsible for a transmission pecu-
liarity at 210 T and the minimum at B = 150 T (Fig. 3). The
transitions between the 2nd hole and electron subbands again
shifted by 50 T to lower fields seem to fall in between 100 and
150 T.

Calculations of the cyclotron mass in the 1st hole subband
in low magnetic fields give 0.12m0 that should increase with
the fields due to the valence band nonparabolicity. However
we observed the absorption line at B ≈ 80 T (Fig. 5) that
corresponds to the cyclotron mass as low as 0.08m0. This peak
seems to result from the intersubband CR (earlier observed
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Fig. 5. Magnetic field dependence of the sample #4722 transmission
at λ = 10.6 µm; T = 300 K.

in Ge/GeSi QWs [8]), namely, from the transition between
the lowest hole LL pertained to the 1st hole subband 3a1 (as
labeled in [8]) and 4a3 one pertained to the 3rd subband. Due
to the anticrossing effects the wave function of 4a3 state has a
great contribution of the 1st hole subband that makes the matrix
element of 3a1 → 4a3 transition comparable with 3a1 → 4a1
one.
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Abstract. Realization of nondestructive characterization technique based on RT PL spectra fitting procedure using
line-shape model for AlGaAs/InGaAs pHEMT structures are considered. For investigated non-delta-doped pHEMTs
structures is obtained good agreement between results of RT PL spectra fitting and Hall measurements in sheet
concentration range of (1.5−2.2)×1012 cm−2.

Introduction

Pseudomorphic high electron mobility transistors (pHEMT)
based on an AlGaAs/InGaAs quantum well system have de-
monstrated their high potential for low-noise, microwave po-
wer, and high-speed digital applications [1, 2]. pHEMT manu-
facturing requires a high quality multi layer epitaxial structure.
The performance of a pHEMT depends on the two-dimensional
electron gas (2DEG) which is formed by a large number of
electrons confined in the InGaAs channel layer. Usually sheet
carrier density ns is determined by Hall or Shubriko–de Haas
measurements. However, separately fabricated samples with
ohmic contacts are necessary for these measurements. Addi-
tionally above mentioned techniques is not suitable for evalua-
tion of wafers inhomogeneity. An attractive alternative would
be to determine the sheet concentration nondestructively using
optical techniques which would allow deliverable wafers to be
evaluated as a whole. In previous works [3–5] empirical cor-
relation between photoluminescence (PL) linewidth at 77 K
and sheet carrier density was established. But PL spectrum
of pHEMT structure involves transitions from several electron
subbands in the InyGa1−yAs quantum well and their peaks
overlap. Therefore accurate determination of the PL spectra
linewidth is difficult. Also it is very complicated to measure
large samples (for example 3-inch wafers) at 77 K. To avoid
these limitations fitting room-temperatures (RT) PL spectra us-
ing phenomenological line-shape model were suggested [6].
Later nondestructive characterization technique based on this
model was demonstrated for determination of the sheet car-
rier density in delta-doped pHEMT structures with indium
mole fraction y of 0.15–0.20 and channel thickness of 12–
15 nm [7, 8]. Reasonable agreement between values of sheet
carrier density nsPL obtained from RT PL spectra fitting and
sheet carrier density nsHall obtained from Hall measurements
were achieved. At the same time there are several points which
should be taken into account at practical application of above
mentioned technique. Among them are optimal realization of
the nonlinear fitting procedure and proper choice of the initial
parameters. It will critically affects on nsPL value and qual-
ity of PL spectra fitting. Another problem is possible physical

limitation of using line-shape model for optical transitions in
different types of pHEMT structures.

In this work we realize nondestructive characterization tech-
nique based on RT PL spectra fitting procedure using line-
shape model for non-delta-doped AlGaAs/InGaAs pHEMT
structures. Mathematical features of non-linear fitting proce-
dure and experimental results are discussed.

1. PL spectra fitting procedure

The line-shape model for total PL intensity of the AlGaAs/
InGaAs pHEMT structures has been accurately described by
Brierley [6]. The key problems at the realization of non-linear
fitting procedure are convergence, stability and selection of
true solution. The several methods (reflective Newton, pre-
conditioned conjugate gradients, trust region and Levenberg-
Marquardt [9–11]) realized in MATLAB and MATCAD soft-
ware were tested as applied to PL spectra fitting. Unfortunately,
sometimes all above mentioned methods result in false solu-
tions. Therefore original software based on preconditioned
conjugate gradients (PCG) method was developed. Each of it-
eration involves the approximate solution of a large linear sys-
tem using the method of PCG. The two-dimensional subspace
is determined with the aid of a preconditioned conjugate gradi-
ent process described in [11]. The program assigns where is in
the direction of the gradient and is either an approximate New-
ton direction. The philosophy behind this choice of is to force
global convergence (via the steepest descent direction or neg-
ative curvature direction) and achieve fast local convergence
(via the Newton step, when it exists). To avoid convergence
to a false local solution the fit quality is inspected graphically.
In case of false solution the fitting should be repeated with
corrected initial parameter values.

2. Experiment

Investigated pHEMT structures were grown by solid-state mo-
lecular beam epitaxy on semi-insulated GaAs (100) substrates.
The layers thickness/composition and doping profile were de-
termined from preliminary calibrations. A typical structure of
the samples is consists of the following layers grown sequen-
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Fig. 1. PL spectra and their deconvolutions for two pHEMT struc-
tures with different sheet concentrations. Fitting results are shown
by dashed lines.

tially, from bottom to top, on a semi-insulating GaAs substrate:
200 nm GaAs first buffer layer, next ten superlattices of Al-
GaAs/GaAs and 400 nm GaAs second buffer layer; undoped In-
GaAs strained layer (channel); GaAs/AlGaAs spacer;Si-doped
13 nm n-AlGaAs source layer; Si-doped 25 nm n-AlGaAs bar-
rier layer; Si-doped 15 nm n-GaAs barrier layer; and a Si-doped
10 nm n-GaAs high-doped cap layer. Before PL investigation
sheet concentration nsHall was measured by Hall method for
all samples under study. Hall measurements were performed
at RT by Van der Pauw method using Bio-Rad HL5200 Hall
Measurement System.

The PL spectra were excited with second harmonic of CW Nd:
YAG laser (532 nm). The laser power density was 10 W/cm2.
The PL signal was recorded using a 1-m single monochroma-
tor, a cooled Ge detector and standard lock-in amplifier. After
recording PL spectra were fitted using above described fitting
procedure. Obtained values of nsPL were compared with nsHall
for set of pHEMT epi-structures. Only fitting results having
less than 5% divergence with the Hall data were taken for fur-
ther analysis.

3. Results

Fig. 1 shows room temperature PL spectra of two pHEMT
structures with different sheet concentrations and results of PL
spectra fitting (dashed lines). There is evidence in the spectrum
for two peaks (e1−hh1 and e2−hh1) and two shoulders (e1−
hh2 and e2 − hh2) corresponding to four possible transitions
between two electron and two hole states. The appearance
of transverse transitions is explained by asymmetry placement
of the doping leading to a high degree of asymmetry of the
InGaAs quantum well. So usually forbidden by symmetry rules
transitions become possible. PL spectra deconvolutions are
also presented in Fig. 1. It is worth noting that peak e2−hh1 is
more intensive in more doped structure what point to sensitivity
of PL measurements to channel sheet concentration.

The results of comparison between PL fitting results and
Hall data are shown in Fig. 2. The unity slope line (solid)
corresponding to full coincidence of fitting and experimen-
tal data and two lines (dashed) corresponding to 10% devi-
ation are presented in the Fig. 2 for reference. It is clearly
seen that sheet densities obtained from the PL spectra correlate
with Hall data for whole set of samples in sheet concentration
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Fig. 2. Comparison between PL fitting results and Hall measure-
ments data.

range from 1.5 to 2.2×1012 cm−2 with approximately 10% er-
ror. In conrast with published results for delta-doped pHEMT
strucutres [10, 11] divergence between fit and Hall data increase
for sheet concentrations exceeding 2.3×1012 cm−2.

In conclusions, RT PL spectra fitting procedure based on
line-shape model were realized and applied for non-delta-do-
ped AlGaAs/InGaAs pHEMT structures. For investigated
pHEMTs structures the developed nondestructive charac-
terization technique provides good agreement between nsPL
and nsHall values in sheet concentration range of 1.5–
2.2×1012 cm−2. At high sheet densities (> 2.2×1012 cm−2)
the PL spectra fitting systematically result in lower ns value as
compare with Hall measurements. The physical explanation
of this phenomenon will be subject of following investigation.
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Abstract. The complex of methods including scanning ellipsometry, high resolution transmission electron microscopy,
Raman spectroscopy was applied to study heterostructures Ge clusters in GeO2 matrix. Essential improving of accuracy of
ellipsometry data interpretation allows to observe the influence of the quantum-size effect on optical properties of the
heterostructure.

To study quantum-size effects for semiconductor quantum dots
(QDs) in dielectric matrix one need precise methods for con-
trol of structural, electro-physical and optical properties of the
heterostructures. One need to know QD concentration, it’s av-
erage size, dispersion of sizes, and, for the case of multiphase
structure-ratio of amorphous and crystalline parts. It is also
needed to know how these structural properties impact on elec-
trical and optical properties of the heterostructures. It is also
desirable that such methods were express and non-destructive,
what is possible mainly for non-direct methods. In present
work we have tried to developed such methods, mainly based
on ellipsometry and, for control, also Raman scattering spec-
troscopy and high resolution transmission electron microscopy
(HRTEM) were used.

To find the optimal regimes of growth of a heterostructure
with QDs it is often needed to carry out the growth in gradi-
ent of temperature and concentration of reagent gases. In this
case, thickness and optical parameters of the grown film have
smooth gradient. Let’s choose some trajectory (l) on our struc-
ture. Scanning ellipsometry gives a set of ellipsometry angles
Ψ(li), ∆(li). These functions are smooth and it’s derivative
are also smooth. The using of theory of ellipsometry allow us
to calculate from these angles the dependences of refractive
index, absorption index and thickness: n(l), k(l), h(l).

The deposition from supersaturated GeO vapor with subse-
quent dissociation of metastable Ge monoxide on hetero-phase
system Ge:GeO2 was applied to obtain the GeO2 films with Ge
QDs on Si substrates. In this case, the dependences of n(l) and
k(l) are results of changes of QDs density (ρ(l)), sizes (D(l)),
and phase composition (γ(l)) due to temperature and GeO
concentration gradient along l. The thickness of film h(l) also
depends on growth condition gradient. Knowing the depen-
dence of optical parameters from ρ(l), D(l), and γ(l), one can
try to solve inverse problem and to find these functions. The
main interest is how the optical constant of heterofilm depends
on the QDs sizes — the quantum size effect. Therefore, then(l)
and k(l) should be defined with maximal possible accuracy.

Usually, there is a problem to define volume ratio between
QDs and matrix in heterostructures. Our heterostructure have
remarkable property — due to (2GeO (solid) → Ge+GeO2)
growth procedure it has molar ratio between Ge and GeO2
as 1:1, independently on growth condition [1]. So, the vol-
ume part of c-Ge or a-Ge clusters is ∼ 30, 7%. Therefore, the
concentration of Ge QDs and average distance between QDs
depends only on the QDs average size. Some deviation in vol-
ume ratio can be due to difference in mass density of c-Ge
and a-Ge. The ratio c-Ge/a-Ge can be measured from Raman
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Fig. 1. Raman spectra of a Ge:GeO2 film.

spectra (see Fig. 1). The Raman spectra were registered from
different part of the Ge:GeO2 film grown in condition of tem-
perature and GeO concentration gradient.

The heterofims were studied using scanning ellipsometry
with step δl = 0.5 mm and the results were interpreted using
above described method and specially developed algorithm.
As one can see from Fig. 3, the ellipsometry angles Ψ(li) and
∆(li) are depended on n(l), k(l) and h(l) in the film. It should
be mentioned, that ellipsometric data were registered at wave-
length 632.8 nm (He-Ne laser).

The thickness of film smoothly reduced in direction of flow
of gas because of depletion of GeO vapor. Consequently, the
QDs size and ratio of c-Ge/a-Ge also reduce in that direction.
As one can see from Fig. 3, the functions n(l), k(l) and h(l) are
smooth, and there is some plato in the middle of the film. The
data obtained from ellipsometry are in good correspondence
with Raman and HREM data. The points 1 and 2 in Fig. 3
correspond to spectra 1 and 2 in Fig. 1.

The calculations reveal the next:
— Reducing of h(l)with reducing of substrate temperature

and temperature of gas. It is because depletion of GeO gas in
growth zone.

— The absorption of light (632.8 nm) by our heterostruc-
tures is result of presence of Ge clusters. Reducing of ab-
sorption index k(l) simultaneously with reducing of h(l) in
direction of gas flow is the influence of quantum size effect.
The smaller Ge particles is more transparent. This is in good
correlation with HREM data (Fig. 2). With reducing of aver-
age Ge cluster size, the part of amorphous Ge particle grow
(comparing with c-Ge clusters). It is also confirmed by Raman
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data (Fig. 1) and HREM data. Comparing deposit in absorption
index of quantum size effect and phase composition effect one
can conclude, that for this case the first effect is more important.

— Because of for wavelength 632.8 nm amorphous Ge have
bigger refractive index n than crystalline Ge, some growth of n
in direction of gas flow was observed.

(b)Copper grid

Si-substrate
SiO2

GeO2:(Ge-QDs)
Pore

Etching pit

SiO2 2/GeO :(Ge-QDs)
membrane

(a)

Epoxy

Fig. 4. (a) Scheme of process of a cop set glue on SiO2/GeO2:(Ge-
QDs) sample with a special membrane. On a cross-section one can
see etching hole and a free film — membrane. (b) The membranes
from 40 nm SiO2 on Si(100), obtained by selective etching of Si
substrate through pores in oxide.

— The smooth plato in functions n(l), k(l) and h(l) in
middle of the film (despite of temperature gradient) show the
importance of technological factors in controllable variation of
structural properties of the films.

The dependence of QDs size from growth condition, very
likely, is the most important. This parameter is very important
for electrical and optical properties of the heterostructures. To
obtain express HREM data the technology of special membrane
was developed. In this case, the Si/SiO2 substrate was used.
The SiO2 film contain nanopores, and selective etching was
used to obtain membranes.

Therefore, development of scanning ellipsometry methods
(with analytical interpretation and calculations) consequently
with using of HREM and Raman data allows us to obtain exper-
imental evidence of the quantum-size effect on optical proper-
ties of heterostructure Ge:GeO2. The developed methods can
be applied for study of others heterostructures like semicon-
ductor QDs in dielectric matrix.
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Abstract. Cyclotron resonance spectra in doped InAs/AlSb quantum well heterostructures in quantizing magnetic fields
were studied for the first time. Large cyclotron resonance line splitting (/ω/ω ≈ 10%) was found, the effect being
attributed to the different Landau level spacing in the 1st and the 2nd electron subbands.

Introduction

Recently there has been considerable interest in InAs/AlSb
quantum well (QW) heterostructures which are promising for
novel electronic, optoelectronic and spintronic devices. These
structures exhibit a number of remarkable properties such as
large conduction band offset of 1.3 eV, low electron effective
masses in InAs QWs down to 0.03m0, large electron effec-
tive g∗-factor up to −60, and high electron mobility up to
3×104 cm2/V s at room temperature and up to 9×105 cm2/V s
at T = 4.2 K. Cyclotron resonance (CR) is an effective method
for studying both the conduction band nonparabolicity and the
spin-related phenomena [1–3]. However these studies were
restricted to nominally undoped samples with sheet electron
concentration up to 1.4×1012 that corresponds to the filling of
the 1st electron subband only. In Ref. [4] we report on the CR
study of selectively doped InAs/AlSb structures in moderate
magnetic fields. The present paper is devoted to the CR study
of the doped structures in quantizing magnetic fields.

1. Experimental

The InAs/AlSb heterostructures under study were grown by
MBE on semi-insulating GaAs(100) substrates with a thick
metamorphicAlSb buffer layer followed by a ten-period smoo-
thing GaSb/AlSb superlattice [5]. The active part of the struc-
ture consists of a lower AlSb barrier 12 nm wide in the un-
doped sample A856 and 40 nm wide in the selectively doped
ones B1445 and B1446, an InAs QW with a nominal thickness
of 15 nm, an upper AlSb (Al0.8Ga0.2Sb in the sample A856)
barrier 30 to 40 nm wide and a GaSb cap layer 6 nm wide. In
the samples B1445 and B1446 the upper and the lower AlSb
barriers were δ-doped with Te 15 nm apart from the InAs QW.
CR spectra were measured with Brucker 113V FT spectrome-
ter. We used square samples with an area 5×5 mm2 with two
strip ohmic contacts for the Hall effect measurements. The
samples were mounted in the light-pipe insert in the liquid he-
lium cryostat in the center of a superconducting solenoid, and
all measurements were carried out at T = 4.2 K. To suppress
the interference effect the substrate was wedged with an an-
gle of 2◦. The radiation transmitted through the structure was
detected with a Si bolometer. Transmission spectra were nor-
malized to the spectrum measured in the zero magnetic field.

2. Results and discussion

The measured CR spectra in nominally undoped sample A856
with 2D electron concentration determined from the Hall ef-
fect measurements of 7.1×1011 cm−2 are given in Fig. 1. The
magnetic fields corresponding to integer values of the Lan-
dau level (LL) filling factor ν are designated with arrows. It
is clearly seen that a marked CR line splitting is observed at
the odd values ν = 5, 7. This is typical for the CR in quan-
tizing magnetic fields in nonparabolic conduction band (see
insert in Fig. 2, cf. [1, 2]). The calculated LLs in rectangular
InAs/AlSb QW in two lowest electron subbands are presented
in Fig. 2. 8-band Kane model [6] accounting the deformation
terms and electron magnetic moment interaction with the mag-
netic field [7] was used. The calculations were performed using
the transfer matrix technique neglecting the terms proportional
to the square of the hole wave vector in the Hamiltonian. The
InAs lattice constant in the plane of the structure was assumed
to be equal to that of AlSb. In low magnetic fields the calcula-
tions results corresponds fairly well to semi-classical ones [6].
In the calculations we set the InAs QW width of 20.5 nm that
provides the best fitting to the measured CR masses in mod-
erate magnetic fields. Since the CR transitions occur between
LLs with the same spin, the maximum CR splitting in the non-
parabolic band will take place at odd filling factor value (see
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insert in Fig. 2). The Fermi level position is shown schemati-
cally by solid line in Fig. 2 for all 3 samples under investiga-
tions. Indeed, as easy to see, the magnetic fields 5.9 and 4.3 T
(where the maximum CR line splitting is observed) practically
correspond to the Fermi level “jump” from 5th to 6th and from
7th to 8th LLs.

Fig. 3, 4 show the CR in doped InAs/AlSb heterostructures
with higher electron concentrations where both the 1st and the
2nd electron subbands are filled. In the sample B1445 the max-
imal CR line splitting of 20 cm−1 is observed at B = 8.75 T
(Fig. 3). In contrast to the sample A856 (Fig. 1) where the
two split components are of comparable amplitudes, in the
sample B1445 the amplitude of the low-frequency peak is less
than that of high-frequency one in all magnetic fields. That
allows to attribute the low-frequency peak to the CR resonance
in the 2nd electron subband where the concentration is esti-
mated as 1/3 of that in the 1st subband [4]. As one can see
from Fig. 2 the maximum CR splitting corresponds to the odd
number (3) of the filled LLs in the 2nd subband. At the mag-
netic field decrease down to B ≈ 7 T there is a significant CR
line splitting again(see Fig. 3). However the observed splitting
/ω/ω ≈ 10% (at B = 8.75 T) is considerably greater than
both the classical CR mass difference of 4% [4] and the calcu-
lated spacing between the LLs at the Fermi energy at the 1st and
the 2nd subbands that probably results from the nonrectangular
shape of the InAs QW.

CR spectra in more heavily doped sample B1446 are given
in Fig. 4. In this sample the population of the 2nd subband is
estimated as 60% of that of the 1st one that probably explains
why the two split components of the CR line atB = 11.25 T are
of comparable intensity. Again, as easy to see from Fig. 2, this
magnetic field corresponds to the odd number (5) of the filled
LLs in the 2nd subband. At the magnetic field decrease the
splitting at first becomes not resolved and gets the next maxi-
mum at B = 9.5 T that again according to Fig. 2 corresponds
to the odd number (7) of the filled LL in the 2nd subband.
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Inversion asymmetry and spin-orbit coupling
in III–V semiconductors
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Abstract. Multi-band k · p Hamiltonians including the spin-orbit interaction are currently used to model the spin properties
of nanostructures. These k · p models depend on both momentum and spin-orbit coupling parameters between conduction
and valence multiplets. We reexamine the k · p parameters of the effective 14-band bulk Hamiltonian for III–V
semiconductors by comparison with a 40-band tight-binding model. New insights into the spin-orbit coupling of p-bonding
and p-antibonding states are gained. These results imply significant revision of accepted values of inversion asymmetry
parameters, even in the case of GaAs.

Currently, spin-related effects in semiconductor nanoscale het-
erostructures are investigated with a view towards developing
a new generation of spintronic devices [1,2]. The spin splitting
near the zone center in the conduction band of III–V semicon-
ductor compounds, due to bulk inversion asymmetry (BIA),
is equal to δ = γck

3 [3]. The value of this γc parameter for
the different III–V compounds is essential for spintronic appli-
cations, for instance when using the interference between the
Rashba and Dresselhaus terms [2, 4, 5]. The δ spin splitting
has been investigated both experimentally [6,7] in some semi-
conductors and theoretically [7, 8, 9], but its value is not yet
determined precisely for every compound. This applies in par-
ticular to InAs, often considered as a most promising material
for spintronics. Clearly, there is presently a need for a system-
atic and reliable determination of asymmetry-related parame-
ters in bulk III–V semiconductors and their heterostructures.
Most theoretical treatments of quantum devices are based on
the k ·p method and its generalization in terms of the envelope-
function approximation [13,14]. Hermann and Weisbuch [15]
first demonstrated that a 14×14 k · p Hamiltonian is required
for modelling BIA in the conduction bands. A re-examination
of the 14-band model based on all the k ·p interactions between
the 0v

8 and 0v
7 valence bands and the 0c

6, 0c
7, and 0c

8 conduc-
tion bands was discussed more recently [7,8,9,16], including
the contributions of remote bands up to quadratic order in k

for the states surrounding the direct gap (see Fig. 1 for their
definition). The asymmetry-induced dipole matrix element P ′
between the 0c

6 and 0c
7,8 states and the off-diagonal SO param-

eter /− coupling 0c
8 and 0v

8 (resp. 0c
7 and 0v

7 ) have a crucial
importance for the calculation of γc. So far, they have been
estimated from perturbative calculations [8] and fitting of a set
of data [16] whose values, however, are still controversial [2].

Here, we reexamine the parameterization issue and derive
k · p parameters from comparison with the sp3d5s∗ nearest
neighbour tight-binding (TB) model including spin-orbit cou-
pling [17]. This 40-band TB model adequately reproduces
band parameters [18], chemical trends, and the optical response
of III–V semiconductors [19], an important prerequisite for the
present study. Dipole moments are calculated within the in-
dependent particle approximation using a Peierls-coupling TB
scheme [20]. The 14 bands of the k ·p hamiltonian mentioned
above are treated explicitely as in Ref. [16], whereas the influ-
ence of the remote bands on the states surrounding the gap are
included perturbatively up to second order in k, in accordance

E
ne

rg
y 

(e
V

)

0,0
−4

−2

0

2

4

6

InAs

L Γ X

Q

∆−

P′

0

∆0

TB

k.p

∆

P′

Fig. 1. Band strucure of InAs as calculated with the 40-band TB
model (solid lines) and the 14×14 k · p model using parameters
deduced from the TB hamiltonian.

with the definition of the Hermann–Weisbuch parameter C for
the reduced massm∗ of the electrons in the0c

6 conduction min-
imum [15]. Due to the off-diagonal spin-orbit coupling /−,
the diagonal elements of the 14-band k · p hamiltonian do not
correspond to the eigenenergies at 0. To solve this difficulty,
we expand both hamiltonians in the basis of eigenfunctions
at 0 without spin-orbit interactions, and obtain k · p parame-
ters from the fit. This fitting strategy relies only on the 0 point
and its surroundings. As a result, this region of the Brillouin
zone is described in the k ·p approach with the same precision
as in the underlying TB model. The resulting tight binding and
k · p band structures for InAs are compared in Fig. 1. Agree-
ment is essentialy perfect up to k ≈ 0.1Å−1 except for the
upper conduction bands. For these, a better agreement could
easily be obtained by including the interactions of 0c

7 and 0c
8

with the next higher bands in the k · p Hamiltonian, but this
would go beyond the standard 14-band k · p model [21].

The parameters obtained for some semiconductors are listed
in Table 1. For all the semiconductors considered, we find that
the momentum matrix elements P and Q are in accordance
with typical values used in previous k · p models. Conversely,
large differences for /− and P ′ are observed, as compared to
former calculations [2, 7, 9, 8, 16]. The present values show,
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Table 1. k ·p parameters, with dipole matrix elements and spin-orbit
splittings in the notation of Fig. 1.

AlAs GaAs InAs AlSb GaSb InSb

E0 (eV) 3.130 1.519 0.418 2.38 0.81 0.235

E′0 (eV) 4.55 4.54 4.48 3.53 3.11 3.18

/0 (eV) 0.300 0.341 0.380 0.67 0.76 0.81

/′0 (eV) 0.15 0.20 0.31 0.24 0.33 0.46

/− (eV) −0.19 −0.17 −0.05 −0.41 −0.40 −0.26

P (eVÅ) 8.88 9.88 9.01 8.57 9.69 9.63

P ′ (eVÅ) 0.34 0.41 0.66 0.51 1.34 1.2

Q (eVÅ) 8.07 8.68 7.72 7.8 8.25 7.83

C (1) −1.07 −1.76 −0.85 −0.72 −1.7 −1.19

as should be expected, a clear correlation with ionicities and
asymmetric charge distribution along the bonds. In particular,
we find that/− is nearly proportional to the difference of anion
and cation spin-orbit constants and vanishes as it should in the
case of diamond-type crystals. For bulk GaAs, for example, the
previously accepted values of /− ranging from −0.05 eV [9]
to −0.11 eV [8], are much smaller than the present result of
−0.166 eV. We note in passing that our values of the Luttinger
parameters (although not relevant for the present study) are
in excellent agreement with experimental values [18]. The
parameter C describing the influence of remote bands on the
reduced massm∗ in the conduction band has been discussed in-
tensively [8,15,16,23]. The TB value results from the coupling
between the 0c

6 conduction minimum and the empty d bands
at higher energy, and for GaAs, our calculation agrees very
well with the parameter extracted from magneto-Raman exper-
iments (C ≈ −1.7) [24]. In addition, within an sp3d5s∗ TB
model, the influence C′ of these bands on the effective Landé
factor g∗ is approximately proportional to C /d

Ec−Ed
, where /d

is the spin-orbit splitting of the d-symmetric conduction bands,
resulting in values of the order of −0.03.

As expected from their overall agreement, the 40-band TB
model and the 14×14 k · p Hamiltonian including the influ-
ence C of the remote conduction bands give similar results
for the conduction band effective mass and Landé factor. Our
theoretical results are in agreement with known experimental
values of γc. For instance, in the case of GaAs, we obtain
γc = 23.3 eVÅ3 [2,7]. On the opposite, for InAs no reliable
experimental value exists. Our result, γc = 42 eVÅ3, is in
sharp contrast with previous theoretical estimates [10,11,12].
In addition to the above discussion of the bulk properties,
Städele [25] have demonstrated that the sp3d5s∗ TB model
compares well with the measured non-parabolicity and warping
of the conduction band in thin GaAs quantum wells, whereas
previous k ·p parametrizations showed some deviations. From
the nice agreement between our new k · p parametrization and
the underlying TB model, we expect an excellent transferability
of the bulk k · p parameters to calculations of heterostructures
in the envelope function approximation.

We have shown that a new parametrization of the 14-band
k ·p Hamiltonian based on comparison with the sp3d5s∗ tight-
binding parametrization captures atomistic details and chemi-
cal trends in III–V semiconductors and give a better agreement

with known experimental values than previous parametriza-
tions. These inversion asymmetry parameters are of crucial
importance for modelling spin plittings in both conduction and
valence bands. This revised k ·p model provides a valid frame-
work for the calculation of spin-related phenomena in III–V
semiconductor-based nanostructures.
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Electrical and optical properties of InAs/InSb/GaSb superlattices
for mid-infrared applications
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Abstract. Electrical and optical investigations performed on type-II broken gap InAs/InSb/GaSb superlattices grown on
GaSb substrate are reported. Inter-miniband transitions are identified by low temperature (80 K) spectra and photoresponse
measurements on mesa pin diodes exhibited cut-off wavelength at around 6 µm whatever the temperature between 90 and
290 K. Hall measurements have been carried out on 300 periods SL grown on semi-insulating GaAs substrates. The
variations versus temperature of carrier concentration and Hall mobility display a change in the type of conductivity of the
SL at around 190 K.

Introduction

Binary InAs/GaSb superlattices (SLs) grown on GaSb sub-
strates form an ideal material system for the fabrication of
short-period SLs with broken-gap type-II band alignment.
They can achieve effective energy gaps that are narrower than
that of InAs itself, down to zero. Such narrow gaps are of great
interest for the mid- (3–5 µm) and long-wavelength infrared
region (8–12 µm) applications, as detectors [1–3], as well as
emitters [4–5]. In this communication we report on some
electrical and optical characterizations of InAs(N MLs)/InSb
(1 ML)/GaSb(N MLs) superlattices suitable for mid-infrared
applications.

1. MBE growth of InAs/InSb/GaSb superlattices

A set of SLs withN = 8, 10, 15 monolayers (MLs) were grown
on (100) GaSb by solid source molecular beam epitaxy, using
As2 an Sb2 valve cracker cells. The growth temperature of the
SL was 390◦C [6]. The quality of the SLs was strongly im-
proved by inserting into each InAs on GaSb interface one ML
of InSb, as it shown in the Fig. 1 where high resolution X-
ray diffraction spectrum of a 300 periods SL structure with
total thickness of 1.92 µm is presented. This strain compen-
sation procedure slightly changes the band alignment at the
InAs/GaSb interface, inducing a decrease of the fundamen-
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tal absorption transition C1-HH1 between the heavy hole and
electron minibands.

2. Optical and electrical properties

For optical transmission measurements, SLs were epitaxied on
n-type GaSb substrates, which are much more transparent than
p-type ones. Absorption coefficients, deduced from transmis-
sion data performed at 80 K, are shown in Fig. 2 for three
SLs having a number of N = 8, 10 and 15 MLs. The ab-
sorption coefficient is high (e.g. for a SL with N = 10 MLs,
α = 3800 cm−1 at a wavelength of 5 µm, 5 500 cm−1 at
3 µm) [7]. That means that, in this indirect type II structure,
the electron-hole wavefunction overlap is high near the hetero-
interfaces. In addition to the C1-VH1 transition between fun-
damental electron and heavy-hole minibands, the other ob-
served excitonic absorption peaks in the spectrum are due to
excited inter-miniband transitions C1-VL1 and C1-VH2 which
associate the lowest electron subband (C1) to the light-hole
subband (VL1) and to the second heavy-hole miniband (VH2),
respectively.

The photo-response (in current) was studied from mesa pin
diodes grown on p-type GaSb substrates. In the case of GaSb
(10 MLs)/InAs(10 MLs)/InSb(1 ML) SL structure, an impor-
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176



NC.14p 177

Ph
ot

o-
re

sp
on

se
 (

a.
u.

)

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Energy (eV)

SL

GaSb

90 K

140 K

190 K

240 K

290 K

Fig. 3. Spectral responsivity at zero bias of a 250 periods
GaSb(10 MLs)/InAs(10 MLs)/InSb(1 ML) SL at different tempera-
tures.

100 100150 150200 200250 250300 300
Temperature (K)

103

1017

102

M
ob

ili
ty

 (
cm

/V
 s

)

1016

C
on

ce
nt

ra
tio

n 
(c

m
)

−3(a) (b)

p type n type

Fig. 4. Carrier mobility (a) and concentration (b) measured under a
magnetic filed of 0.3 Tesla.

tant signal was obtained up to room temperature (Fig. 3). We
can note that the cut-off wavelength, close to 6 µm, is slightly
dependent of the temperature, in contrary to the GaSb gap evo-
lution. This peculiarity is a signature of a broken gap type-II
band alignment. Electroluminescence was observed on the
same pin devices, biased in forward as well as in reverse po-
larisations.

Resistivity and Hall measurements were carried out on
300 periods SLs grown on (100) semi-insulating GaAs sub-
strates. The Hall voltage linearly varies with the magnetic field
up to 1 Tesla, similarly to a bulk material. Typical variations
versus temperature of carrier concentration and Hall mobility
are presented Fig. 4.

A change in the type of conductivity of the SL is observed
at around 190 K. The superlattice is n-type at high temperature,
with at 300 K a carrier concentration n = 7×1016 cm−3 and a
mobility of 1800 cm2/V s, while is p-type at low temperature,
with at 100 K a carrier concentration p = 2.5×1016 cm−3 and
a mobility of 100 cm2/V s. This change in conductivity was
already reported by other groups, but at lower temperatures
(140 K [1] and 23 K [8]) and can be attributed to the presence
of carriers arising from the surface states [9].
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Abstract. Metastable orthorhombic phase of MnF2 grown epitaxially on a CaF2(110)/Si(001) template was studied by High
Resolution X-ray Diffractometry (HRXRD). We found strong influence of buffer uniaxial anisotropy on growth mode and
crystalline characteristics of MnF2 orthorhombic phase. Lattice parameter temperature dependence measurements enabled
estimation of the Neel temperature of this metastable phase.

Introduction

It has been recently demonstrated that using CaF2 buffer layer quite
thick (up to 1.5 µm) MnF2 epitaxial films having metastable or-
thorhombic phase can be grown on Si substrates [1]. These films
are attractive for studies of very important in numerous applica-
tions exchange bias effect in ferromagnetic (FM) — antiferromag-
netic (AFM) heterostructures [2]. It has been shown that this effect
strongly depends on atomic and magnetic structure of the FM-AFM
heterojunction. Though MnF2 bulk crystals having rutile type of
crystal structure are well known antiferromagnetics, magnetic order-
ing in its metastable orthorhombic phase still remains unexplored.
Till recently there was only indirect evidence for its AFM ordering
at low temperatures. No high resolution X-ray diffraction studies
were reported. In this work, we present detailed structural studies of
the films, including HRXRD measurements of the lattice parameter
temperature dependence, which enabled evaluation of Neel temper-
ature (TN). This estimate agrees with very recent direct neutron
diffraction measurements [3].

1. Experimental

The structures were grown on Si(001) substrates by molecular beam
epitaxy (MBE). Before the growth of MnF2 film, as thick as 1.5 µm,
a CaF2 buffer layer with 300 nm thickness was deposited at 800 ◦C on
atomically clean silicon substrate. Morphology of the layer demon-
strated strong uniaxial anisotropy with extended on several microns
grooves and ridges with typical cross-section dimension 20–50 nm.
The MnF2 film was grown at 300 ◦C and covered by thin (2–3 nm)
CaF2 cap layer at room temperature.

The structural study of MnF2 films was performed at Nagoya
University usingATX-G (Rigaku, Co) diffractometer in double crys-
tal setting and CuKα-radiation. The θ−2θ curves were measured
in symmetrical Bragg geometry in the (10–60◦)θ range. Measure-
ments have been carried out for two orthogonal azimuths of the
samples: parallel (p) and normal (n) to the direction of the CaF2

ridges. Diffraction peak identification provides the structural state
and phase content in the films. The θ -scan curves were measured
for individual reflections also.

The structural perfection of the layer studied was estimated on
the basis of the peak width analysis. Comparing the FWHM-values
for reflections of 2 orders from the crystallites of the same structure
and orientation, we obtain the average strain inside the crystallites
and their size normal to the surface from the θ−2θ -scan peaks, mis-
orientation (tilt) of the crystallites and their lateral size from θ -scan
peaks [4].

The XRD measurements of lattice expansion coefficients were
carried out at the BL-4C beam-line of KEK Photon Factory (Tsu-

kuba, Japan) using radiation with wavelength 1.54Å. Angular posi-
tions of the reflections 400 and 040 in skew geometry were measured
to obtain thermal expansion in a- and b-directions respectively.

2. Structural state of MnF2 epitaxial layer

Two representative structures with thick metastable MnF2 layers
have been studied. In Fig. 1 θ−2θ -scan for one of these structures
(# 5411) is shown.

It was shown earlier that at above growth condition CaF2 grows
on Si(001) with 〈110〉 orientation along the surface normal. There-
fore one can expect that MnF2 grown on this buffer layer has the
same growth direction. Indeed we see on diffraction pattern in ad-
dition to the Si(004) and Si(006) peaks, the strong CaF2(220) and
CaF2(440) peaks from the fluorite buffer layer. Relatively weak
peak at θ = 14.01 is likely due to small inclusions of CaF2 (111)
orientations. The other reflections belong to the MnF2 orthorhombic
(α-PbO2-type) and tetragonal (rutile type) structural modifications.
The strongest among them 110, 220, 330 and 440 reflections are
due to the orthorhombic phase with the (110) planes parallel to the
same planes of the buffer layer and (001) plane of Si substrate. Less
intense peak θ = 24.86 belongs to (202) reflection of the same or-
thorhombic metastable phase. Considerably less intense 110, 011,
220 and 330 reflections belonging to the crystallites of stable rutile
type phase can be also identified.

For the phase with orthorhombic unit cell, crystallites of three
possible orientations may be grown on (110) fluorite plane: [110],
[101] and [011]. It follows from the diffraction pattern that the
dominating among them are the [110]-crystallites and only small
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Fig. 1. Diffraction pattern (θ−2θ -scan) for epitaxial structure
CaF2/MnF2/CaF2/(001)Si measured in symmetrical Bragg geom-
etry.

178



NC.15p 179

portion of [101] oriented fragments presents in the MnF2 film stud-
ied. No [011]-crystallites are detected. This fact can be explained
by the misfit values between the CaF2-buffer and MnF2-layers of
different orientation. The (a+ b, c) plane unit cell of MnF2 has the
lowest misfit with (a

√
2, a) unit cell of CaF2 in both directions in

plane of interface. On other hand the [001] oriented MnF2 has the
highest misfit in one direction.

Because MnF2 layers have been grown on strongly anisotropic
ridged and grooved CaF2 buffer layer, it was attractive to check
whether this anisotropy was inherited by MnF2 epitaxial layer. It
was found that for these two azimuths, θ−2θ scans are very similar
but ω-scans showed remarkable difference (Table 1).

Table 1. Groove orientation and main reflection characteristics.

Beam & n p
groove orientation azimuth azimuth

Reflection Position (ω)/Width(/ω), (deg)

(110) α-PbO2 11.54/1.34 11.56/0.61
(220) α-PbO2 23.92/0.97 23.90/0.61
(202)-PbO2 & (211)-rutile 24.86/1.60 25.25/∼1.2
(220) CaF2 23.33/0.47 23.32/0.57

Let us consider the dominant orthorhombic MnF2 phase of (110)
orientation. One can see that unlike CaF2 buffer layer, the widths
of ω-curves for 110 and 220-reflections depend on the azimuth: for
the case when the diffraction plane is orthogonal to the direction of
the CaF2 ridges (n-azimuth) it is considerably broader than that for
the parallel (p-azimuth). The larger FWHM value for the first order
reflection indicates contribution of size effect to peak broadening.
The values of the strain, tilt and dimensions in two directions ob-
tained from the analysis of the peak broadening for this phase are
presented in Tab. 2

Table 2. Crystallite parameters for orthorhombic MnF2 layer ob-
tained from HRXRD data.

Beam position Strain 10−3 Tilt 10−3 τz nm τx nm

Normal ridges-n 1.8 7.1 200 20
Parallel ridges-p 1.8 5.3 200 > 1000

It is seen from the Table 2 that the crystallite lateral dimension
τx in direction normal to stripes is much smaller than in parallel
direction and coincides with the average distance between the CaF2

ridges. Moreover mean misorientation (tilt) in n-orientation is larger
than that of in p-orientation. Hence we can see an influence of
grooved and ridged surface morphology of CaF2(110) buffer layer
on growth mode of MnF2-layer. Most probably the ridges promote
generation of the dislocation walls (small angle boundaries) sepa-
rating the growing MnF2 layer regions.

The θ -scan peaks for other phases ([101] oriented orthorhom-
bic and rutile) are considerably wider than those for dominate [110]
orthorhombic modification indicating their much lower structural
perfection. This can also be explained by larger misfit between
these phases and CaF2 buffer layer.

3. Low temperature thermal expansion of MnF2

It is known that change of the solid-state structure causes the changes
in α (coefficient of expansion). Therefore α(T ) dependence gives
us the method of determination of a phase transition temperature.
In particular, at T = TN one can see the sharp maximum on α(T )

curve and estimate TN [5]. To estimate TN of MnF2 orthorhombic
phase a thermal dependence of a and b lattice parameters were mea-
sured. The dependence in [00l] direction is defined by the expression
/L/L = −/θ/tgθ , where θ — Bragg angle for the corresponding
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Fig. 2. The /L/L(T ) and α(T ) dependences for 400 reflection.
The solid line at right corresponds to the spline of α(T ). The typical
400 reflection is shown in the inset.

diffraction maximum in θ−2θ diffraction curve, L — interplanar
spacing between the equivalent crystallographic planes (00l). Ther-
mal expansion coefficient α(T ) = L−1dL/dT in the same direction
one can calculate from the θ(T ) experimental dependence.

The behavior of /L/L(T ) and α(T ) dependences in Fig. 2 are
fairly similar to the behavior known for antiferromagnetic CoF2

and FeF2 [5], and rutile-type MnF2 [6]. The shoulder observed
in /L/L(T ) and maximum in α(T ) indicate paramagnetic-antifer-
romagnetic phase transition at TN. These peculiarities are clearly
seen in 65–70 K temperature range for α-PbO2 structure of MnF2.
This fact allows us to suppose closeness of TN to the value known
for the rutile-type structure of MnF2. From data shown at left part
of Fig. 2, we have estimated /L/L ∼ 6 · 10−4 along the a axis
of α-PbO2 structure in 20–100 K temperature range. The value
/L/L ∼ 2 · 10−4 along the b axis, obtained from measuring of
040-reflection, is remarkably less than that of along the a axis.

4. Conclusions

It was shown that the crystal structure of MBE grown MnF2 epitax-
ial layers is influenced by the grooved and ridged surface of CaF2

buffer layer. HRXRD studies demonstrated that crystallite dimen-
sions along the ridges are much larger than that for the orthogonal
direction. Estimated from the temperature dependence of the lat-
tice parameter, the Neel temperature of the metastable orthorhombic
phase appeared to be close to that of bulk MnF2 crystals with the
tetragonal structure.
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Interface roughness scattering in type II broken-gap GaInAsSb/InAs
single heterostructures
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Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We present experimental study of the influence of interface roughness (IFR) scattering on mobility in the type II
broken-gap p-GaInAsSb/p-InAs heterostructures with self-consistent quantum wells and 2D-electron channel at the
interface. It was shown that IFR scattering dominates carrier mobility. Low-temperature mobility decreases as µ ∼ d2 by
increasing acceptor (Zn) doping level of quaternary layer. Quantum well width at the interface changes from 50 to 400Å.
Parameters of IFR scattering, the height / = 12Å and correlation length � = 100Å were evaluated from technological and
photoluminescence data.

Introduction

The interface roughness (IFR) scattering is usually considered
as dominating for narrow quantum wells because the mobilityµ
limited by this mechanism was assumed to decrease with quan-
tum well thickness dw according to the law µ ∼ d6 [1–5]. The
dependenceµ ∼ d6 for thin quantum wells was predicted theo-
retically in [1] and then considered for quantum well structures
in [2–4]. It was shown in [3] that the roughness limited mobil-
ity µr can be expressed as: µr = constd6

w//
2�2g(�,Ns, T ),

where dw is well width, / is the height roughness, g is a func-
tion of correlation length �, Ns is sheet electron concentration
and T is temperature. Key parameters to characterize IFR are
/ and �. The µ ∼ d6

w law was experimentally observed in
Si [2], GaAs/GaAlAs [3], InAs/AlSb [5] and HgTe-CdTe [6]
quantum well structures grown by MBE.

MBE grown quantum wells have a roughness about mon-
atomic fluctuations. This results in broadening of photolumi-
nescence spectra and substantial decrease in mobility, particu-
larly in the case of thin quantum wells [5]. For wide-gap ma-
terials a good approximation was used [3] to evaluate δE/δdw
using the simple model for a box with infinite barriers which
implies δE/δdw−(πh)2/d3

wmn and a mobilityµn ∼ d6. How-
ever, this approach is inadequate for narrow-gap heterostruc-
tures and wider quantum well, where weaker dependence on
quantum well thickness can be observed [7].

In this paper we consider for the first time interface
roughness scattering mechanism for the narrow gap type II
broken GaInAsSb/InAs heterostructures grown by liquid phase
epitaxy (LPE) with high quality abrupt heterointerface. Elec-
tron channel with high electron mobility up to 60 000–
70 000 cm2/V s was found in isotype p-GaInAsSb/p-InAs bro-
ken-gap heterostructures [8]. It was shown that electron chan-
nel is placed on the InAs-side, so the effective mass m∗ =
0.026m0 was found from Shubnikov–De Haas oscillation ex-
periment at T = 1.5−4.2 K at high magnetic field. Weak
temperature dependence of µH was obtained in the range 4.2–
200 K and it was shown that mobility decreases with quan-
tum well width as µH ∼ d2. Parameters of interface rough-
ness for GaAsSb/InAs heterostructure under study / = 12Å
(3 monolayer) was evaluated using our technological data and
the broadening of photoluminescence spectrum at low tem-
perature [9] and correlation length � ≈ π/2kF ≈ 100Å,
where kF is Fermi wave vector. Strong reducing of mobility
at the interface with heavy acceptor (Zn) doping of quaternary

GaInAsSb layer was observed. It can be ascribed to depletion
of the electron channel due to its narrowing and to transition
from semimetal to semiconductor conductivity.

1. Experimental results and discussion

The single Ga1−xInxAsySb1−y /InAs heterostructures were
obtained by LPE growth of quaternary GaInAsSb solid so-
lutions on p-InAs (100) substrates with concentration p =
8×1016 cm−3 and with quaternary layer composition lying in
the range 0.06 < x < 0.22.

The heteroboundary quality and possible mechanism of in-
terface formation were examined in type II heterostructure us-
ing a combine investigation including X-ray diffraction and
transmission electron microscopy studies. From the TEM data
we established that the InAs-GaInAsSb bottom interface is pla-
nar and has a thin transition layer 3–4 monolayers (10–12Å,
here monolayer is a0/2 = 3Å) at bottom interface. The rough-
ness of top interface was about 500Å. The density of the surface
states at the heteroboundary Nss was low due to the complete
lattice matching of the epilayer to the substrate. An estimation
sheet concentration from the relation Nss = 8/a/a3 eV−1

yields Nss ∼ 4.3×1011 cm−2 at /a/a = 2×10−4. The photo-
luminescence of quaternary GaIn0.16AsSb/p-InAs solid solu-
tion with undoped quaternary layer and quantum well width at
the interface dw ≈ 100Å was studied in the range 7–77 K [9].
The full width at half maxima (FWHM) did not exceed 11 meV
and 26 meV at 7 and 77 K respectively, which confirms high
quality of the epilayers. The broadening of PL spectra is due to
well size fluctuation in an atomic layer scale [10] and in our case
corresponds to /λ ≈ 22Å, which agrees with data of double
X-ray diffraction. It was established that energy band diagram
of GaInAsSb/p-InAs heterostructure is of type II with a broken
gap alignment (like the InAs-GaSb system), with energy gap
value between the conduction band of InAs and higher lying va-
lence band of GaInAsSb quaternary layer /E = 60−80 meV
depending on solid solution composition and doping level of
contacting materials. In the GaIn0.16As0.22Sb/p-InAs hetero-
junction a 2D-electron gas is formed in the quantum well at
the InAs side and holes left behind near the heterointerface
of the GaInAsSb epilayer side in the resulting triangular well.
The intrinsic electric field formed at the interface determines
the carrier population density in the semimetal channel main-
tained by the bulk Fermi level EF of the GaInAsSb/InAs het-
erojunction at thermodynamic equilibrium. The self-consistent
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Fig. 1. Dependence of Hall mobility on temperature in the single
type II broken-gap GaIn0.16As0.22Sb/p-InAs heterostructure at slight
doping level of GaInAsSb: 1 — undoped, 2 — doped with Te, 3 —
doped with Zn.

quantum wells for electrons and holes are near the heteroint-
erface. A striking fact was the observation of electron-type
conductivity in the p-GaInAsSb/p-InAs heterojunction under
study with undoped and slightly doped quaternary layer. An
electron channel with high mobility (50 000–70 000 cm2/V s
at T = 4.2−200 K was found in isotype p-GaInAsSb/p-InAs
heterostructures. Hall coefficient and Hall mobility were stud-
ied experimentally at weak magnetic fields. Fig. 1 repre-
sents Hall mobility versus temperature for the three samples of
p-GaIn0.16As0.22Sb/p-InAs heterostructure with undoped and
Zn-doped level. High Hall mobility value and its weak tem-
perature dependence in the wide temperature range of the 1.5–
200 K were obtained. The high Hall mobility value and its
weak temperature dependence were similar to those reported
in [11] for GaSb/InAs/GaSb single quantum well heterostruc-
ture with 2D-electron channel at the interface grown by MBE
and with thick quantum wells (dw ≈ 200 Å for InAs). Weak
temperature dependence of mobility was observed only in the
temperature range 4.2–60 K.

Figure 2 demonstrates the dependence of Hall mobility
on the doping level of quaternary layer by Zn in the range
5×10−4−10−2 at%. For comparison in Fig. 2 the mobility of p-
GaInAsSb solid solution grown by LPE on p-GaSb substrate is
shown. It reachedµH = 3000 cm2/V s only. The parameters of
the wells on the interface and concentration of 2D-carriers were
established from the equation: dw = [(3/4)2aB/πNs]1/3 [10].
The decreasing of mobility at T > 200 K is due to polar opti-
cal phonon scattering in bulk InAs. The drastic mobility drop
under heavy doping levels (Zn > 10−2 at%) can be caused by
swallowing and depletion of the electron channel upon mobile-
carrier localization by random potential fluctuation at the het-
erointerface and increasing role of interface roughness scat-
tering. Fig. 3 demonstrates Hall mobility µH in the electron
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Fig. 3. Hall mobility vs width of the electron channel and 2D-
electron concentration at single type II broken-gap GaInAsSb/InAs
interface at acceptor doping of solid solution.

channel as a function of sheet electron concentration Ns (solid
line). The dashed line plots the dependence of the mobility µH
on the electron channel width at the interface. It corresponds
to µH ∼ d2.

2. Conclusion

We found Hall mobility changed as µH ∼ d2 with electron
channel width decreases by increasing acceptor doping content.
It is similar with results for semimetal narrow-gap GaInSb/InAs
superlattices, where µ ∼ d2.5 was found [12]. It was shown
theoretically in [7] that strong dependence µ ∼ d6 predicted
in [1, 2] is correct only for thin quantum wells. But for wider
wells more weak dependence of mobility on quantum well
width should be observed due to IFR scattering.

In conclusion, we demonstrated experimentally that in type
II broken-gap p-GaInAsSb/p-InAs heterostructures grown by
LPE with electron channel at the interface high mobility is de-
termined by interface roughness scattering in the wide temper-
ature range 4.2–200 K. Parameters of the interface roughness
such as the height / = 12Å and correlation length � = 100Å
were established using technological and photoluminescence
data.
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Plasmon spectrum of C60F18 and its transformation under
electron irradiation
V. V. Shnitov1, V. M. Mikoushkin1, Yu. S. Gordeev1, S.Yu. Nikonov1, O. V. Boltalina2 and I. V. Goldt2
1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 Chemistry Department, Moscow State University, Moscow, 119899, Russia

Abstract. Single and collective electron excitation spectrum of solid fluorinated fullerene C60F18 has been investigated by
electron-energy-loss spectroscopy for the first time. The spectrum proved to be very similar to that of fullerite C60. The
similarity was shown to be connected with spatial molecular structure being characterized by concentration of fluorine
atoms in one segment of fullerene sphere. Transformation of π -plasmon spectrum under electron irradiation was studied,
and extremely high rate of C60F18 modification was revealed. The modification is caused by molecular fragmentation. The
conclusion has been made that C60F18 films may be perspective as an electron-beam resist for nanolithography.

Introduction

Stability of molecules to fragmentation induced by radiation
and particle impact is their important physical characteris-
tic. A lot of studies have been devoted recently to fragmen-
tation of fullerenes, which proved to be exceptionally stable
molecules [1]. Information about stability of fullerene deriva-
tives, such as fluorinated fullerenes C60Fx (x=18, 24, 36, 48),
is much scanty. Though fluorinated fullerenes are considered
to be thermodynamically rather stable molecules both in the
gas and solid states [2], there is no direct information about
fragmentation and destruction of this object by particles or ra-
diation. At the same time this information can be important
for applied problem of electron lithography with lateral nano-
resolution [3]. It is a known fact now that fragmentation of
fullerenes and modification of fullerite (solid C60) is initiated
by excitation of valence electrons [1]. Therefore information
about single and collective electron excitations is important
not only in respect to fundamental knowledge about electronic
structure of material, but also for understanding mechanisms of
its modification, which are needed for enhancing the lateral res-
olution of electron lithography. The conducted research covers
the lack of this information. Spectrum of single and collective
electron excitations of C60F18 was measured both for pristine
material and for the material modified by electron irradiation.
Extremely high rate of destruction of these molecules was re-
vealed which seems perspective for using this material in dry
nano-lithography as an electron beam resist.

Experimental details

Fluorinated fullerite C60F18 films were grown in situ by thermal
deposition of C60F18 powder [2] produced in Chemistry De-
partment of Moscow State University onto silicon sub-strates
in high vacuum (P ∼ 5×10−9 Torr). Pristine material and
influence of electron irradiation on atomic and electron struc-
ture of the film was studied by electron energy loss spec-
troscopy (EELS) and Auger electron spectroscopy (AES). The
film was irradiated by the beam of electrons with the energy
E0 = 500 eV under the experimental conditions similar to
those used in our previous studies of C60 films [3,4].

Single electron and π-plasmon excitations of the C60F18

EEL-spectrum of C60F18 was found to strongly depend on the
irradiation doze of diagnostic electron beam. Therefore in or-

−2 0 2 4 6 8 10

C60

C60 18F

4

3.6

6.4

5.1

Ig

Eg 3

2

In
te

ns
ity

 (
a.

u.
)

Energy loss (eV)

1

Fig. 1. EEL spectra
of pristine
C60 and C60F18

(curves 1) and of
C60F18 irradiated
with different doses
of electrons:
Q = 0.05 C/cm2

(curve 2),
Q = 40 C/cm2

(curve 3). Curve 4
corresponds to
the EEL spectrum
of amorphous carbon.

der to get a correct spectrum, the current of the bombarding
electrons was gradually decreased until identical spectra were
obtained. Figure 1 (curve 1) shows EEL-spectra of pristine
C60F18 and C60 in the energy loss region, which contains nar-
row molecular peaks of single-electron excitations superim-
posed on broad π -plasmon peak. Zero energy losses corre-
spond to the center of the peak of elastically scatted electrons.
The distance from “0” energy loss to the first raise of the EEL-
spectra gives the band gap of C60F18 and C60: 2.4 and 1.8 eV
correspondingly. Spectra of these materials demonstrate un-
expected similarity. Peak positions of the molecular single-
electron excitations for C60F18 (3.6; 5.05 eV) and C60 (3.75;
4.85 eV) are very close to each other.

Theπ -plasmon energy of C60F18 (6.4 eV) is also very close
to that of C60 (6.15 eV), though the number (N ) of π -electrons
in C60F18 is one-third smaller than in C60. One would expect
the plasmon energy in C60F18 being less to 1.2 eV (hω ∼ N1/2)
as compared to that in C60. This contradiction can be un-
derstood if one takes into account spatial atomic structure of
C60F18 molecule (Fig. 2 [2]) and the fact that plasmon spec-
trum of fullerite film is rather close to that of local plasmon of
separate molecule [4]. According to Figure 2, fluorine atoms
are concentrated in one segment of fullerene sphere. Thus, the
density of π -electrons, which defines the plasmon energy, does
not change significantly on the unoccupied hemisphere of the
cage. On the other hand, the expected depletion of σ -electron
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Fig. 2. Atomic structure of C60F18.

density on the “nonfluorinated” part of C60F18 molecular cage
should weaken an interaction between σ - and π -electron sub-
systems and, thereby, provide some increase (6.15 → 6.4 eV)
of π -plasmon energy in the individual C60F18 molecules.

Electron induced destruction of C60F18 and π-plasmon
spectrum transformation

Figure 1 (curves 2 and 3) illustrates EEL spectra of the fluorite
C60F18 film in the course of electron irradiation with increasing
dose Q. The figure shows radical diminishing the molecular
peak intensities evidencing for destruction of the molecular
structure. The shape of the spectrum (curve 3) becomes being
similar to that of amorphous carbon (curve 4) after irradiation
with large enough doze. To describe quantitatively modifica-
tion process, parameter (P ) for specifying the extent of fullerite
amorphization was used [4]. This parameter is connected with
the intensity (Ig) of the EEL spectrum range related to the den-
sity of states in the vicinity of the band gap. Figure 3 demon-
strates the dependence of the modification parameter (P ∼ Ig)
on the irradiation dose (Q) for fullerite C60 (curve 1) and flu-
orinated fullerite C60F18 (curve 2). Both dependencies are
monotonously increasing functions, but they are completely
different. The dose dependence of C60 has a shape of expo-
nential saturation Ig(Q) ∼ const + (1− exp(−Q/De)). This
dependence is described by one exponent. The dependence
of C60F18 is more complicated. At list two different stages in
the modification process described by two exponents can be
distinguished in the dependence. The first stage (Q < Q1 ∼
0.05 C/cm2) is the stage of rapid modification. It is charac-
terized by disappearance of the molecular peaks and by partial
destruction of the molecular structure (Fig. 2). AES spectra
show that the destruction of C60F18 is accompanied by the
radical loss of fluorine atoms. Fragmentation of C60F18 and
destruction of C60 cage due to ejection of chemically stable
molecules F2 and CF4 were suggested to be the reason of the
fluorinated fullerite destruction on the first stage of the modifi-
cation. The second stage (Q < Q1 ∼ 0.05 C/cm2) is the stage
of slow modification.
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It is similar to the modification of ordinary fullerite C60.
Mechanism of destruction of the residual fullerene molecule
through creation of intermolecular bonds was assumed here
analogously to the case of C60. The crucial question for elec-
tron lithograpy has been whether the fluorinated fullerite loses
solubility or evaporability after the first stage of modification or
not. Fortunately positive answer has been received. Thermal
treatment experiments showed that not only heavily irradiated
C60F18 but also the material after the first stage of irradiation
lost evaporability while non-irradiated film retains this prop-
erty. The main result of the research is that the dose required for
transforming the film into hardly evaporated substance proved
to be three orders of magnitude less than that to the ordinary
fullerite. This fact makes the films of fluorinated fullerites per-
spective as an electron-beam resist for dry nanolithography.

Conclusions

Single and collective electron excitation spectrum of C60F18
film has been obtained for the first time. The revealed simi-
larity of the spectrum to that of fullerite C60 was shown to be
connected with spatial molecular structure being characterized
by concentration of fluorine atoms on one third of fullerene
sphere. Extremely high rate of C60F18 modification was re-
vealed. It was shown that the modification is caused by molec-
ular fragmentation with release of fluorine rich molecules. The
conclusion has been made that C60F18 films are perspective as
an electron-beam resist for nanolithography.
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Optical transitions probability controlled by external electric field
in InGaAs/GaAs quantum wells
O. S. Komkov, A. N. Pikhtin and K. V. Bazarov
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Abstract. Using Schottky-barrier electroreflectance (ER) technique, single InGaAs/GaAs quantum wells (QWs) of different
widths and depths have been investigated. To determine the probability of optical transitions from ER spectra two models
have been proposed. Strong dependences of optical transitions probability induced by external electric field have been
observed.

Introduction

Preliminary experimental data on the effect of electric field on
the InGaAs/GaAs QWs [1] confirmed the nontrivial behavior
of the intensity of spectral features in the electroreflectance
spectra under changes of the internal electric field in the QW.
On the assumption that the amplitude of the oscillations in
the modulation spectrum varies with the field proportionally to
the variations in the probability of optical transitions, we ob-
tained good qualitative agreement between the experimental
and theoretical results for the 11h and 13h transitions [2]. For
quantitative comparison, however, it is necessary to separate
the contributions of particular optical transitions to the modu-
lation spectrum from each other. This problem is solved in this
study by simulating the ER spectra. This enables us for the
first time to determine the field dependences of optical transi-
tions involving excited states of the QW from the experiment
and to compare the dependences with the proper theoretical
calculations.

1. Experimental

For the samples to be studied, we selected a series of semi-
conductor heterostructures with single QWs based on the
InxGa1−xAs/GaAs system. The series involved structures
with different widths of the QW and composition x of the
InxGa1−xAs alloy. All of the samples were produced by met-
alorganic vapour-phase epitaxy. The QW width and compo-
sition were monitored by high-resolution two-crystal X-ray
diffractometry. The parameters of different samples of the se-
ries were as follows: the QW width from 8 up to 23 nm, the
alloy composition x = 0.19 or x = 0.225, and the thickness
of the upper wide-gap layer 100 or 110 nm.

For measuring the ER signal, a thin semitransparent silver
electrode was deposited on the upper GaAs layer of the sample
to form the Schottky barrier. On the substrate side, an ohmic
contact was formed by laser. A modulating sinusoidal voltage
was applied to these contacts. Simultaneously with the modu-
lating voltage, a dc bias voltage was applied to the structures.

The ER spectra were recorded by a setup assembled on the
base of IKS-31 spectrometer. For the source of radiation, a
100 W halogen filament lamp was used. A light beam formed
by a monochromator was incident on the sample and reflected
from the area covered by the semitransparent electrode. The
reflected beam was detected using a silicon photodiode with
a preamplifier. Then, the signals were processed according to
the principle of lock-in amplification. The resultant differential
spectrum was, at every spectral point, divided by the reflectance
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Fig. 1. Long-wavelength part of typical ER spectra, related to 11h
excitonic transition in an 8 nm InGaAs/GaAs QW at different reverse
bias voltages measured at T = 85 K.

spectraR obtained for the same sample area. The experimental
setup allowed us to record the ER spectra with a resolution no
worse that 0.6 meV.

2. Results and discussion

The long-wavelength part of the typical ER spectra, related to
11h excitonic transition in an 8 nm QW at different reverse bias
voltages measured at T = 85 K, has been shown in Fig. 1.

The Kramers–Kronig transformation given in [3] has been
applied to all measured ER spectra to obtain information about
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Fig. 2. Transformed ER spectra, shown in Fig. 1, for three bias
voltages−7,−5.5,−4 V. The inset shows field effect on the position
and broadening processes of the spectra.

transition energies and broadening processes. In Fig. 2 the
transformed spectra for three bias voltages have been shown.
The inset shows field effect on the position and broadening of
the spectra (quantum-confined Stark effect).

Furthermore, to determine the optical transition probability
in the whole voltage range a second method has been proposed.
It is based on the modelling of each ER spectral feature by the
difference of Lorentz functions. In the model the effect of
the field on the shift, broadening and oscillator strength has
been taken into consideration. It was shown that in low fields
the main mechanism of modulated spectrum formation is the
modulation of the optical transition probability. This has been
experimentally demonstrated for the first time.

Moreover, we observed the field induced changes in the
probability of optical transitions due to excited states of QW.
These effects cannot be observed by the traditional photolu-
minescence technique. To illustrate the obtained results for
excited states an 18.5 nm QW, measured at 300 K, has been
used. In Fig. 3, a comparison of the experimental results to
the theoretical ones, calculated as in [4], is shown. The elec-
tric field strength in the area of the QW has been determined
from the period of Franz–Keldysh oscillations, observed in
each ER spectrum. As shown in Fig. 3 the forbidden transition
probability line shapes (12h, 13h, 21h) have nontrivial form
while increasing the field in contrary to allowed transitions
(for e.g. 11h). The probability of forbidden transitions arises
to the maximum value and then falls.

The experimental results shown above demonstrate a pos-
sibility to control the optical transition probability in QWs by
external electric field. This effect can be used to improve char-
acteristics of existing devices with QWs: cascade lasers, de-
vices using resonance tunnelling etc. It also creates a novel
way to design new QW-based devices of nanoelectronics and

0

10

11h

13h21h

12h

11h
12h
13h
21h

theory

+

+

+

+

+
+

+

+
+

+

O
pt

ic
al

 tr
an

si
tio

n 
pr

ob
ab

ili
ty

 (
ar

b.
 u

ni
ts

)

Electric field strength (kV/cm)
0 10 20 30 40 50 60 50
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optoelectronics.

References

[1] A. N. Pikhtin, O. S. Komkov and F. Bugge, Proc. 12th Int. Symp.
“Nanostructures: physics and technology”, St Petersburg, Rus-
sia, 285, 2004.

[2] A. N. Pikhtin, O. S. Komkov and F. Bugge, Phys. Stat. Sol. (a).
202, 1270 (2005).

[3] T. J. C. Hosea, Phys. Stat. Sol. (b). 189, 531 (1995).
[4] O. L. Lazarenkova and A. N. Pikhtin, Proc. 7th Int. Symp.

“Nanostructures: physics and technology”, St Petersburg, Rus-
sia, 416, 1999; Phys. Stat. Sol. (a). 175, 51 (1999).



14th Int. Symp. “Nanostructures: Physics and Technology” NC.19p
St Petersburg, Russia, June 26–30, 2006
© 2006 Ioffe Institute

Discovering of Wannier–Stark ladder effect in 4H-SiC natural
superlattice p–n junctions
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Abstract. The work deals with the highly important problem of qualitative character of temperature dependence of
avalanche breakdown voltage in p–n junction based on 4H-SiC. Temperature coefficient of avalanche breakdown voltage
(TCABV) is negative in seven SiC polytypes, including 4-SiC. It is of note that the plane of the investigated p–n junctions
has coincided with the base plane 0001. This effect has been explained by the Wannier–Stark localization (WSL), which
emerges in the strong electric fields in natural superlattices of SiC polytypes. However present technology prefers 4H-SiC
p–n junction formation with the plane that has inclination to 0001 in 8◦. This may change situation, securing weakening of
the WSL and correspondingly positive TCABV. Discovering of Wannier–Stark ladder effect in 4H-SiC natural superlattice
p–n junctions in this paper testifies to the WSL process and negative TCABV.

4H-SiC is a polytype with the most successful device perspec-
tive. Establishment of the basic features of impact ionization
in this polytype is necessary for assessing marginal parameters
for a large variety of devices. A problem of Wannier–Stark
localization (WSL) [1] in natural superlattice of SiC polytypes
is described in papers assembled in review [2]. Among the
most significant consequences of the WSL conditions there is
a breakdown voltage drop with temperature rise. It depreciates
many important properties of certain SiC devices produced on
axis plane. As it has been showed before, temperature coeffi-
cient of avalanche breakdown voltage (TCABV) is negative in
seven SiC polytypes, including 4-SiC [2]. This effect has been
explained by the WSL. It is important that WSL phenomena
are realized at the field F parallel to the axis in correspon-
dence with Wannier theory [1]. But the moderate technology
of 4H-SiC epilayers fabrication prefers the plane with 8◦ off
axis. TCABV has been investigated in some of the works, for
instance [3–5]. The results have shown to be controversial:
TCABV was negative in [3, 4] and positive in [5]. We think
it happens because of the insufficient defining of breakdown
nature. This work proposes method that permits to disregard
the nature of breakdown; moreover the investigation itself is
being carried out in the fields essentially lower than that of the
avalanche breakdown. The principle problem, whether the 8◦
angle is enough to depress WSL in 4H-SiC is to be solved in
the present work exactly following this way.

The p–n junction was fabricated by the following proce-
dures: first a 5 µm thick, n-type 4H epilayer with Nd −Na ∼
(5−7)×1016 cm−3 was grown on the Si-face of a commercial
4H-SiC substrate (Nd −Na ∼ 5×1018 cm−3) with 8◦ off axis
angle and then a p-type epilayer with Na − Nd ∼ 1018 cm−3

and 2–3 µm thick was deposited. The n+–n−–p+ junction is
abrupt and non-symmetric. This concentration Na−Nd is less
of 2.5 order of magnitude than Na − Nd in p+-layers of pre-
vious p–n junctions [2]. This allowed to enhance the electron
diffusion lengths to Le ≈ 1 µm and to create conditions for
increasing the electron component of the photocurrent trough
the p–n junction. In order to verify the correctness of our
method, such p–n junctions were also fabricated on Lely 6H-
SiC on (0001) Si plane. A light with wavelength in 0.35 µm
generated electrons and holes in approximately equal densities,
while the 0.25µm light generated initial electron-hole densities
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Fig. 2. Dependence of the WSL regime photocurrent on applied
voltage in 6H-SiC p+–n−–n+ junction.

in a ratio of 100:1. Under these conditions, in 6H-SiC strong
depression of the electron component was revealed by direct
measurements of the impact ionization (Fig. 1, curve 2). This
effect is the evidence of the WSL process and thus of negative
TCABV in 6H-SiC.

In 6H-SiC n–p junction with n-layer, doped to Nd −Na ∼
1.5×1017 cm−3, fabricated on p-layer, doped to Na − Nd ∼
1.5×1018 cm−3, it was observed negative photo conductance
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(Fig. 2) caused by hopping mechanism of stark-phonon inter-
action in Wannier–Stark ladder regime. That also is evidence
of the WSL process and thus of negative TCABV in 6H-SiC but
in the latter case the electric field value is more than two times
less and therefore it is more readily for realization. Although a
measurement system allows investigating of impact ionization
in, it should be noted that 4H-SiC p–n junctions fabricated on
commercial substrates have larger level of dark reverse current
than those fabricated on Lely substrates with the same tech-
nology (Fig. 3). Therefore quality of the p–n junction has not
allowed achieving fields, which induce the impact ionization.
However the WSL evolves from relatively low fields (Bloch
oscillations) to Wannier–Stark (W–S) ladder and this process
ends as impact ionization with electrical breakdown at maxi-
mum fields. Therefore we can restrict our task to discovering
any of theWSL phenomena at a minimal field. At relatively low
quality of p–n structures one has to try to achieve the fields with
the W–S ladder conditions. Electron spectrum transformation
in 1d superlattice under the electric field influence is showed
in Fig. 4. The emergence of these conditions must result in
substantial change of the electron transport character [6–8].

Measurements of the photocurrent in a strong electric field
4H-SiC of the p–n junctions have provided a convincing attes-
tation for it (Fig. 5). Monotonous increase of the photocurrent
has given place to the more abrupt one with field being more
than 700 kV/cm, which is characteristic property of these p–n
junctions; with the field being more than 800 kV/cm an region
with the negative differential conductivity emerges, which may
testify to the appearance of the W–S ladders conditions.

τ > 2πh̄/eFd , (1)

where τ is the time of unperturbed electronic motion, T is the
time, an electron (charge e) needs to traverse the Brilouin zone
between−π/d and+π/d at electric field F coinciding with a
crystallographic axis, d — a superlattice space parameter. In
this conditions there will obviously be a virtual loss of mobil-
ity, i.e. quasi free motion capability. According to the theory,
the drop mobility u depends on field F as u ∼ 1/F [6, 7].
It means arising of negative differential conductance. Estima-
tions reveal that at the field more than 800 kV/cm the emer-
gence of W–S ladders is quite possible. In accordance with [2]
τ = 1.6×10−13 s, while in accordance with (1) T = 10−13 s.
It should be noted that there is a possible hopping mechanism
of stark-phonon interaction with resonance behavior [8]. How-
ever the wavelength of acoustic phonon is 3–4 times less than
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Fig. 4. The formation of W–S ladder spectrum under electrical field
in one dimensional superlattice. F — electrical field; E — the
minizone width; d — period of superlattice.
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Fig. 5. Dependence of photocurrent on field in 4H-SiC p–n junction.

the radius of the W–S ladder states, that contradicts the basic
criteria of this phenomenon.

In this work the first testimony of the presence of WSL in
4H-SiC p–n junctions, formed on the substrates with the incli-
nation of 8◦ to the 0001 plane have been presented. It allows
supposing that there is the negative temperature coefficient of
the avalanche breakdown voltage in such p–n junctions. The
proposed method has enabled to obtain important results re-
sorting to destructive avalanche breakdown regime. At the
same time for a more comprehensive study of WSL process in
4H-SiC p–n junctions similar investigations have to be done
by using samples with better I–V characteristics.
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Bias dependent shift of (2×1) reconstruction surface atomic
structures on Ge(111) surface measured by LT STM
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1 P. I. Lebedev Physical Institution, 119991 Moscow, Russia
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Abstract. In this work we present the results of low temperature STM investigations of clean Ge(111) surface. We report
the detailed LT STM investigations of bias dependent shifts of atomic structures caused by (2×1) surface reconstruction.
The comparison of experimental data with theoretical predictions for π -bonded chains model leads to the conclusion that
tip-sample interaction plays significant role in STM imaging of Ge(111)-(2×1) surface.

Generally accepted point of view on cleaved Ge(111) surface
is that it can be described by π -bonded chain model with buck-
ling [1]. The localization of filled/empty surface states on
up/down atoms is intrinsic feature of this theory. This means
that when tunneling bias voltage is changing from filled to
empty states range, there should be a shift of dimer rows on
STM image in [211] direction. If the buckling is large and sur-
face states are really confined around up/down atoms this shift
should be about 1Å [2]. The value of 0.78Å was derived from
STM topographical images for Ge(111)-(2×1) surface at low
temperature [3] and this value corresponds to the above stated
predictions. At the same time, the analysis of the experimental
data from [4] for Si(111) surface gives the shift between dimer
rows in filled and empty states as big as 2.5Å (the shift value
was obtained by combining together Fig. 5–7 of [4]). The shift
changes smoothly with changes of bias voltage. It should be
noted that this shift was found in LDOS images, not in STM
topographical images. In general there can exist the experi-
mental situations when contrast of STM topographical images
differs form the contrast of STM tunneling current images [5].
Some experimental data is also available for the bias depen-
dent shift of individual dimers inside π -bonded chain row on
Si(111)-(2×1) surface [6, 7, 8]. Importantly the phase differ-
ence between filled and empty states equals to π , i.e. maxima
in filled states image are positioned at place of minima in empty
states image.

The goal of our STM experiment was to determine the de-
tails of dependence on applied bias voltage of the shifts in both
relevant directions of (2×1) reconstruction. The details of ex-
perimental procedure are described elsewhere [9].

Typical LT STM images of Ge(111)-(2×1) surface prepared
by in situ sample cleavage are presented on Fig. 1 for oppo-
site polarities of sample bias voltage. Images reveal ordered
chain-like surface structure, which in case of Ge(111) sur-
face is attributed to 2×1 reconstruction with π -bonded chains.
Boundary between surface domains, formed by slightly dif-
ferent chain rows arrangement, are visible and has clearly re-
solved elementary (atomic size) structure. Domain boundaries
segments are running only in three possible directions rela-
tive to the dimer stripped rows determined by surface threefold
symmetry. One may also notice the changes of domain bound-
aries elements position from one scan to another. We suppose
that this movement can be explained in terms of tip-induced
(or scanning-induced) surface charge transfer. The areas of
surface, used for image profiles averaging, are schematically

[011]

[211]

+1.0 V −1.0 V

Fig. 1. STM image of Ge(111)-(2×1) surface at opposite sample
bias. Tunneling current set point is 20 pA. Image size is 21 nm.
Areas of surface at which image profiles have been collected are
schematically depicted by black rectangles. Note the movement of
domain boundary shown by arrows.

shown on Fig. 1 by rectangles.
The results of analyzes of profiles behavior along chain

rows as well as in transverse direction are summarized on Fig. 2.
Panes (a) and (c) illustrate the shift of π -bonded rows in [211]
direction with the changes of applied tunneling bias voltage.
On pane a) small cuts of STM topographical images are com-
bined together. These cuts are done at identical positions from
STM images, acquired at different values of bias voltage. On
pane c) cross-sections, vertically offset to give clear visual im-
pression, are depicted. The cross-section were also collected at
identical positions on STM images, acquired at different values
of bias voltage.

STM images were acquired at following bias voltage val-
ues: 2, 1.5, 1.0, 0.7, 0.5, 0.3,−0.3,−0.5,−0.7,−1.0,−1.5 V.
Images on panes (a) and (c) are ordered from top to bottom
according to this sequence. This means that upper stripe on
pane (a) of Fig. 2 is cut from STM image, obtained with 2 V
bias, while the lower one is cut from STM image, obtained
with −1.5 V bias. The same refer to pane (c). Panes (b) and
(d) are designed in the same manner as panes (a) and (c) re-
spectively, but they are illustrating the bias dependent shift of
dimers along π -bonded row [011̄] direction.

On pane (e) two graphs of bias dependent shift are shown.
The set of bias voltage values is the same as for other images
and is mentioned above. Dotted line corresponds to the shift of
π -bonded rows in [211] direction, while solid line shows the
shift of dimers along π -bonded row [011̄] direction, error bars
are shown. The graphs were obtained by averaging of shift
values obtained from different surface areas sufficiently large
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Fig. 2. Schematic representation of STM data for bias dependent
shifts of surface atomic structures. (a), (c) Shift of π -bonded rows
in [211] direction. (b), (d) Shift of dimers along π -bonded row
[011̄] direction. (e) Dependence of relative shift in [211] (dotted
line) and [011̄] (solid line) directions vs. bias voltage. Surface and
bulk bands are shown as a guide for eye. On (a) and (c) images
the stipes cut at the same position from different STM images are
combined. On (b) and (d) cross-sections of STM images at the same
position are presented. The sequence of bias voltage values used
during STM image acquisition is 2, 1.5, 1.0, 0.7, 0.5, 0.3, −0.3,
−0.5,−0.7,−1.0,−1.5 V. The stripes on (a), (c) and cross-sections
on (b), (d) are ordered from top to bottom according to this sequence.
The tunneling current was stabilized at 20 pA level.

to ensure small error. Surface band structure is depicted next
to the graph, clarifying the relative position of experimental
points on energy diagram.

The determination of shift in [211] direction is straight-
forward, because the contrast of STM topographical images
is high for π -bonded rows of (2×1) reconstruction. Much
more difficulties were experienced with the shift in [011̄] di-
rection. The contrast of non-processed STM image for indi-
vidual dimers along π -bonded row was not sufficient to allow
accurate shift determination. Therefore we have had to apply
Fourier filtering to emphasis the structure of the STM image
along [011̄] direction. Filtering procedure was used with great
care and, apparently subjectively, no artefact could be seen on
filtered image. The great simplification is caused by the relative
character of the measurement. Atomic structures period serve
as very precise intrinsic reference point for shift determination.

Based on Fig. 2 we can make few conclusions. When
changing bias voltage in the range of empty states from +2
to +0.7 V the relative shift in [211] direction is zero to within
the accuracy. When bias passes the range of surface band gap
from +0.7 to +0.3 V the shift changes its value to ∼ −1.9Å,
which equals also to mean value of shift in [211] direction
(Fig. 2e). Farther decrease of tunneling bias down to −1.5 V
does not lead to noticeable alteration of relative shift value. So,
all the changes in relative shift ofπ -bonded rows are happening
in bias range where surface states are the only states available
for tunneling.

This is not a case for the shift of dimers inside π -bonded
rows [011̄] direction. In contrary to previous observations on

Si(111)-(2×1) surface [6,7,8], which should be similar to our
case, we have determined the value which almost equals to 4Å.
This means that 2π phase shift exists between filled and empty
states STM images. The dependence of relative [011̄] shift on
bias voltage is smooth, above conduction band minimum the
shift is zero, it reaches its maximum value at approximately
–1 V below valence band maximum (Fig. 2e).

Minus sign of the shift direction stress the fact that relative
dimer rows shift occur in the direction opposite to [211]. We
should note that exact orientation of our sample in unknown,
so the direction of π -bonded rows was arbitrary chosen as ref-
erence [011̄] direction. Therefore we are in principal not able
to distinguish left and right isomers of (2×1) reconstruction.

We suppose that high values of relative shift of surface
atomic structures in [211] direction are due to probe tip interac-
tion with the sample. Recently it was proved [10] that relative
phase of dimer rows on STM image of Si(001) is sensitive to
the value of tunneling current. Next, the energy difference be-
tween left and right reconstruction isomers on Ge(111)-(2×1)
surface is low [11]. Thus, STM tip-surface interaction can
cause some kind of scanning induced surface dimers flip-flop
motion, as on Si(001) surface [12]. This motion obviously will
lead to the modification of measured distribution of density of
states and very probably to the alteration of measured shift
values.
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Abstract. The atomic structure of CaF2/Si(001) interface formed by deposition of 0.8 monolayer of CaF2 on Si(001) at
750 ◦C was studied by surface X-ray diffraction at SPring-8 synchrotron, Japan. Using grazing incidence 11 keV photons,
40 in-plane reflections and 2 fractional-order rods were recorded. On the basis of the collected data a preliminary model of
the CaF2/Si(001) interface is suggested.

Introduction

MBE growth of CaF2 on Si(111) has been the object of research
for already many years. This system is frequently considered
as a prototype for study of the interface between a polar ionic
insulator and a covalent semiconductor. Recently an intensive
study of CaF2 growth on the technologically important Si(001)
surface has been undertaken [1, 2]. Combining various charac-
terization techniques (RHEED, AFM, XPS, XAS) it has been
shown that on depositing a monolayer of CaF2 onto Si(001)
surface at 650–800 ◦C, a reacted silicide-like layer of remark-
able properties is formed. This layer grows by nucleation and
coalescence of fluoride nanostripes each confined within one
Si terrace and lined up parallel to Si [110] direction (Fig. 1).
The nanostripes are 0.3 nm in height and their width is be-
low the lateral resolution of the microscope (∼ 10−15 nm).
The surface of the reacted layer exhibits a 3×1 reconstruction
(see LEED pattern in Fig. 1) where the triple periodicity is ob-
served in the direction perpendicular to the nanostripes. It is
noteworthy that thicker layers of CaF2 grow on top of the re-
acted layer with non-trivial epitaxial relations: CaF2 (110) and
Si (001) planes become parallel, and within these planes the
CaF2 [11̄0] axis, (along the nanostripes), becomes parallel to
the Si [110] axis. Lattice constants of CaF2 and Si almost co-
incide in this direction, while perpendicular to the nanostripes
the lattice constant of CaF2 is 1.41 times larger than that of Si.
The triple periodicity in this direction, is usually associated in
the previous works with the assumption that CaF2 lattice gets
stretched∼ 6% so that 2 CaF2 (110) cells become the same size
as 3 Si (001) cells. These cells together can in principle consti-
tute a 3×1 unit cell that is observed in the experiment, however
for a complete comprehension of the interface structure, data
on particular positions of Si, Ca and F atoms in the unit cell

[110]

[1 0]1

LEEDLEED
Fig. 1.
AFM and LEED
images of CaF2

1 ML deposited
on Si(001) at 750 ◦C.
AFM image size
800 nm×800 nm×1.5 nm.

is needed. An approach to solving this problem is given in
the present work where the atomic structure of the CaF2 re-
acted layer, was studied by surface X-ray diffraction (SXRD)
at BL13XU beamline of Spring-8 synchrotron [3]. After the
samples were grown in a UHV chamber mounted on a 2+2
diffractometer, 40 in-plane reflections and 2 fractional-order
rods have been measured in situ.

1. Results and discussion

Silicon substrates with small miscut angles (∼ 2 arc min.) have
been selected and chemically cleaned by Shiraki treatment.
Silicon surface was prepared by 30 s in-vacuum thermal flash
to 1100 ◦C, the two-domain 2×1+1×2 structure confirmed by
RHEED patterns. Immediately after cooling down Si substrate
from 1100 ◦C to 750 ◦C, ∼ 0.8 monolayer of CaF2 has been
deposited on Si from an effusion cell at the growth rate of 40–
50 s per monolayer. The resulting surface showed the 3×1
RHEED pattern characteristic of the CaF2 reacted layer.

The grazing angle SXRD measurements were carried out
for photon energy of 11 keV at incidence angle of 0.6 ◦. In-
tensity of the outgoing diffracted beam was collected at the
angle β of 0.5 ◦ for the in-plane (L = 0.1) measurements. Out-
of-plane measurements were done in the range L = 0.1−2.7.
Hereafter the coordinates are referenced to the bulk unit cell of
Si defined by vectors a = [0.5, 0.5, 0], b = [0.5,−0.5, 0] and
c = [0, 0, 1].

Angular distribution of the in-plane diffraction intensity
measured along K = 0 and K = 1 is shown in Fig. 2. Pro-
files almost identical to those shown, were obtained also in the
perpendicular direction along H = 0, H = 1. This together
with RHEED data indicates that the surface under study has
two similar domains orthogonal to each other, induced by the
two different types of terraces (2×1 and 1×2) present at the
Si(001) surface.

A number of strong (up to 300 counts per sec) fractional and
integer order reflections coming from the reacted CaF2 layer
and silicon substrate are clearly seen in Fig. 2. The strongest
peak at (H,K) = (2, 0) corresponds to the Si(220) bulk re-
flection, which is confirmed by its narrowness in both H and
K directions. Relatively weak (0, 1/2) and (0, 3/2) reflections
originate from the uncovered 2×1 reconstructed Si(001) sur-
face.

Distinct fractional order reflections withH close toN/3 ap-
parently come from the reacted CaF2 layer in agreement with
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RHEED observations. Close examination however shows that
these reflections are shifted from N ±1/3 to N ±6/17 H -
positions. In addition, there are other minor reflections also
appearing at multiples of 1/17. These results certainly indicate
that a 17×1 unit cell (measured in the lattice constants of Si) is
present at the interface. This can be naturally explained by tak-
ing into account that 12 lattice constants of CaF2 along [100]
perfectly match to 17 lattice constants of Si along [110] (these
directions lie in the plane of the interface and are perpendic-
ular to the nanostripes). To account for the periodicity of 17,
CaF2 interface layer must be compressed by just 0.2% which
is much easier to achieve than the 6% compression needed for
the earlier proposed model with periodicity of 3. It is signif-
icant that the 3×1 observations do not contradict the present
results. Moreover, since most of the SXRD reflections appear
very close to N ± 1/3 (with accuracy below 2% that could
not be well resolved by RHEED), it can be assumed that the
true atomic structure consisting of 17×1 unit cells can be at first
stage approximated by simpler 3×1 unit cells. Therefore in the
following analysis, theN±6/17 reflections will be considered
as N ±1/3.

All the fractional order reflections are narrow along K and
broadened along H . For the N/17 reflections it is explained
by confinement of the nanostripes in the direction of the 3 (17)
periodicity. For the Si half order reflections the broadening
corresponds to confinement of the uncovered Si regions by the
nanostripes. Altogether it is a clear indication of that within
one terrace CaF2 nanostripes run parallel to Si dimer rows.

For further analysis, background was subtracted from the
experimental profiles and the integrated intensity of each re-
flection was calculated taking into account the area correction
factor. Although the reflections are measured only at positiveH
and K , the dataset can be expanded using 2 mm symmetry
(known from LEED pattern analysis). The z-projected elec-
tron density is derived from the in-plane diffraction data using
Patterson function and the difference Fourier map methods, as-
suming 2mm symmetry of the 3×1 unit cell. Only reflections
broad along H are considered for the reason that they come
from the nanostripes of the same domain.

The simulation shows that z-projected electron density can
be constructed as the sum of 11 stand alone atom-like features
with Gaussian spatial electron distribution (Fig. 3a). The cor-
responding diffraction intensity (Fig. 3b) shows good fit to the
experimental data.

To obtain information on the positions of the atoms along the
surface normal, integral intensities at (6/17, 1) and (11/17, 1)
fractional rods have been measured and fitted (Fig. 3c). The
fit was done by minimizing the χ2 function using simple and
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Fig. 3. Electron density map in the 3×1 unit cell (a). Calculated
(solid) and experimental (circles) diffraction intensities: H -profiles
at K = 0, K = 1 (b) and L-profiles at H = 0.33, H = 0.67 (c).

Table 1. Atomic configuration of the 3×1 unit cell.

atom x y z f

Si 0.000 0.0 0.000 14.8
0.000 0.5 0.503 7.3

Si 1.500 0.0 0.209 14.5
F ±0.430 0.0 0.223 9.8
F ±1.061 0.0 0.450 9.7
Ca ±0.715 0.5 0.493 20.0
F ±1.215 0.5 0.485 10.6

gradient search methods with 7 independent parameters (for
2 mm cell symmetry). The best fit (Fig. 4) is achieved for the
unit cell described in Table 1, where each atom is modeled by
3D Gaussian electron density distribution with characteristic
width of /XY = 0.8 Å and /Z = 0.3 Å. Total charges of
the atom-like features can be roughly ascribed to Si (f ≈ 14),
Ca (f ≈ 20) and F (f ≈ 10) atoms. Interestingly part of
the electron density map (shown by cross in Fig. 3a), closely
resembles the CaF2 (110) unit cell.

2. Conlusions

Atomic structure of the CaF2 reacted layer on Si(001) has been
studied by surface X-ray diffraction. By analysing the mea-
sured in-plane and out-of-plane intensity profiles, a preliminary
model of the CaF2/Si interface is derived indicating possible
positions of Ca, Si and F atoms in the unit cell. To carry out a
more detailed and unambiguous analysis of the unit cell config-
uration, more in-plane reflections, fractional rods and crystal
truncation rods need to be measured. Such an experiment is
already planned by the authors.
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Abstract. Charge carrier depth profile in the light emitting structures based on InGaN/GaN multi-quantum well layers is
studied by C–V profiling method. In addition, the EBIC measurements is used to obtain the p–n junction depth, to estimate
the transparency of multi-quantum wells for the minority carrier flow and the diffusion length in the underlaying GaN layer.
The results obtained demonstrate the possibilities of these methods for the characterization of InGaN/GaN multi-quantum
well structures.

Introduction

Light emitting structures (LES) based on multi-quantum well
(MQW) InGaN/GaN layers have received considerable atten-
tion due to their possible application as light emitting devices
with spectral range from green to UV. LES efficiency is deter-
mined by the extended defect system, material nanostructural
arrangement and the carrier distribution profiles, which to a
great extend depend on the growth conditions. But a study
of these parameters and their effect on the LES efficiency can
only be accomplished by an improvement of the characteriza-
tion methods. Fortunately, the dopant concentration in these
structures is rather high and the diffusion length is low that
provides the high spatial resolution of electrical characteriza-
tion methods, such as Electron Beam Induced Current (EBIC)
mode of scanning electron microscopy and capacitance-voltage
(C–V) profiling. The analysis of C–V characteristics is a pow-
erful, nondestructive method for determining the parameters of
multilayer semiconductor heterostructures including the width
of layers, doping profile, band discontinuities, and electron
density distribution [1–3] and its application for the charac-
terization of quantum well structures based on GaAs is well
documented [1, 3]. The EBIC allows to reveal the lateral inho-
mogeneities of recombination rate, the diffusion length in the
underlaying layers and the p–n junction depth [4]. As shown re-
cently [5], the minority carrier recombination inside the MQW
layer could be estimated from the EBIC measurements and this
point needs additional investigations. However, an application
of both methods for the characterization of GaN based LES up
to now was very limited.

In the present paper two types of LES with different external
quantum efficiency were studied by the combined application
of the EBIC and C–V profiling. The electron concentration
depth profile in MQW layer is studied. It is shown that in-
dividual QW are well resolved by the C–V profiling. Fitting
the EBIC data allows to estimate the p–n junction depth with
a precision of about 10 nm.

1. Experimental

The investigated LES were grown by the metal-organic chem-
ical vapor deposition on (0001) sapphire substrates. The LES
consist of 3 µm thick n-GaN lower layer, MQW InGaN/GaN
with 5 periods of 3 nm InGaN and 10 nm GaN layers and thin
p-GaN cap layer. Two LES (A and B) with the same geom-
etry but with the p-layer grown in different conditions have
been studied. The structures have different structure ordering
that could be a reason [6] for the higher (5–10 times at low

excitation level) quantum efficiency for the structure A than
that for the structure B. For the EBIC and C–V investigations
mesa structures with an area of about 0.5 mm2 were prepared
by Ar ion sputtering and p–n junctions were used for the in-
duced current collection. The C–V measurements were done
at room temperature and at 78 K using a PAR 410 capacitance
meter at 1 MHz. The EBIC measurements were carried out
in the scanning electron microscope JSM-840A (Jeol) using
the Keithley 428 current amplifier. All EBIC measurements
were done in the normal geometry with e-beam perpendicular
to the p–n junction plane. To extract the quantitative informa-
tion about the structures under study the dependence of current
collected in the EBIC mode Ic on electron beam energyEb was
compared with simulated ones.

2. Results and discussion

The typical Ic(Eb) dependences normalized on the product
of Ic and Eb measured on the A structure at different bias are
presented in Fig. 1 together with simulated ones. The depen-
dences measured on the structure B are very similar. As it was
shown in [5], to fit the experimental dependences measured on
the LES the simulated ones should be multiplied by a correction
factor of about 0.3–0.5 that is associated with the minority car-
rier capture and/or recombination inside the MQW layer. As
seen in Fig. 1, the collection efficiency increases, when bias U
is varied from 1 V (forward) to−1.2 V (reverse). Fitting these
dependences shows that the observed increase of collection ef-
ficiency with the reverse bias is determined by an increase of
correction factor from 0.4 to 0.55, i.e. an increase in applied
reverse bias leads to an increase of MQW layer transparency
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Fig. 1. Normalized Ic(Eb) dependences measured on the LES A at
different applied bias.
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to the minority carrier flow. The comparison of experimental
and simulated dependences allows also to obtain the depth of
p–n junction and the diffusion length in the underlaying GaN
layer. The p–n junction depth obtained by fitting the depen-
dences shown gives a value of 100 nm that well correlates
with the SIMS data. Using the dopant concentration obtained
from C–V measurements allows to estimate the p–n junction
depth with a precision of about 10 nm. The diffusion length
in the GaN layer located under MQW layer was found to ex-
ceed 100 nm in spite of rather high dopant concentration in this
layer.

To study the carrier concentration profiles and the location
of MQW layer relatively the depletion region of p–n junction
the C–V measurements were carried out. The C–V curves
measured on the LES B at 300 and 78 K are presented in Fig. 2.
Under the measurements the applied bias is varied from −20
to 1 V at 300 K and to 3–3.5 V at 78 K. The steps associated
with well emptying are easily seen on the curves especially
at 78 K. The apparent carrier distributions calculated from the
C–V curves measured at 300 K using the expression

N = − 4πC3

εS2e dC
dU

,

where C is the measured capacitance and S is the mesa-struc-
ture area, for LES A and B are presented in Fig. 3 as a function
of depletion region width W . First of all it should be noted that
the distance between peaks for the LES A is close to 13 nm
that means that the acceptor concentration in p-layer is essen-
tially higher than the donor concentration in the MQW layer.
In this case W is practically equal to the depletion region in the
n-layer. At a forward bias of about 1 V three wells are outside
the depletion region. For the structure B it is not the case. The

acceptor concentration in it seems to be comparable with the
donor one. For this reason the part of depletion region in n-
layer is smaller than that in the A structure at the same bias and
four wells could be revealed on the apparent carrier concentra-
tion profile. Taking into account that the Mg concentration in
the p-layer, as follows from the SIMS data, is about 1020 cm−3

it could be concluded that the degree of Mg activation in the
B structure is rather low. At lower temperatures larger forward
voltage can be applied to the structures without an essential
leakage current that allows to reveal all five wells in the struc-
ture B that means that in this structure p–n junction is located
above the MQW structure. It should be noted that W at 0 V in
both structures has close values that could be explained under
the assumption that Mg diffuses in n-region of structure A that
leads to a compensation of part of this region and as a result to
an increase of W .

Thus, the results presented show that in spite of similar
conditions of MQW growth their filling could depend on the p-
layer growth conditions. The carrier concentration in quantum
wells should be studied more carefully to search for its pos-
sible correlation with the quantum efficiency and the methods
discussed are well suited for such investigations. Such studies
could clarify the mechanisms of effective radiative recombina-
tion in InGaN/GaN MQW structures.
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Abstract. The photoluminescence spectrum of an asymmetric pair of coupled InAs quantum dots in applied electric field
shows an abundant pattern of levels anticrossings and crossings that can be understood as a superposition of charge and spin
configurations of different excitonic molecules. We present a theoretical model that provides the basis for a description of
energy positions and intensities of various optical transitions in exciton, biexciton and charged exciton states of coupled
quantum dots molecules. We also introduce a new nomenclature that allows us to classify different transitions in coupled
quantum dots nanostructures.

Introduction

Optically addressed self-assembled InAs coupled quantum
dots (CQD) are very promising candidates for gates in quan-
tum information applications. Coherent coupling between two
dots controlled by applied electric field is a critical need for
manipulation of the qubits. Recent photoluminescence (PL)
spectroscopy of excitonic molecules in CQDs tuned by elec-
tric field reveals a richer diversity in spectral line patterns than
in their single quantum dot counterparts (Fig. 1). In this paper
we present a theoretical model that classifies and explains the
complexity of PL lines.

1. Experimental

We have performed PL spectroscopy on individual CQDs
through aluminum shadow masks with 1 micron diameter aper-
tures at 10 K. The QDs in this study consist of InAs grown
by molecular beam epitaxy using an indium flush technique.
CQDs were formed by growing two closely spaced layers (dis-
tance d = 6 nm) of QDs, where the second layer nucleates
preferentially above the first layer of dots. In order to apply an
electric field and to control the charging the QDs were embed-
ded in a n+-intrinsic-Schottky diode. Although both QD layers
in the samples under investigation were grown with nominally
the same vertical height the top QDs exhibited an energetically
higher exciton ground state level. The asymmetric nature of
these CQDs simplifies our interpretation of their spectra, be-
cause electron and hole resonances occur at different fields and
can therefore be considered independently. For these CQDs,
the bottom dot has a smaller direct transition energy than the
top dot. With this ordering, a larger electric field, brings the
hole levels into resonance, whereas the electron levels become
detuned and the electron remains localized [1].

2. Nomenclature

A richness of CQD spectra requires an introduction of a new
nomenclature that would allow us to make assignments for
all new appeared lines. It can be done in the following way.
n
mX

q denotes QD molecule with n electrons and m holes with
total charge q = m − n. Obviously, 1

1X
0 corresponds to

neutral exciton X in old abbreviation, 2
2X

0 to biexciton XX,
2
1X

−1 to the negative trion X−, and 1
2X

+1 to the positive trion
X+. For CQDs a more detailed classification of configurations
is given by defining how many electrons and holes occupy each
QD and what are their spins configurations (if required):
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Fig. 1. Photoluminescence-Bias map of single QD (left panel) and
coupled QD system (right panel). Labels indicate the excitonic
charge state prior to e-h recombination. A typical sequence of dif-
ferently charged excitons transforms into very reach set of PL lines
in CQD. Our theoretical model identifies and explains this complex
pattern.

(n1,n2)
(m1,m2)

X
q

[{Sei },{Shi }] . Again, q = (m1 + m2) − (n1 + n2). In
order to label excitonic transitions between charge states and
to indicate which charges are involved, the corresponding elec-
tron(hole) index is underlined. For example, the abbreviation
(n,0)
(1,m)X

q means e-h recombination (n,0)
(1,m)X

q →(n−1,0)
(1,m−1) X

q . Near
resonance the transitions assisted by hole tunneling are also
possible if number of particles in QD is appropriate. We denote
such transitions by “tilde” sign, (n,0)

(m1,m2)
X̃q = (n,0)

(m1,m2)
Xq →

(n−1,0)
(m1−2,m2+1)X

q . Our nomenclature can be generalized on cases
when more than one confined levels in each dots occupied or

for multiple coupled QDs:
(n1sn1p...,n2sn2p,...)

(m1sm1p...,m2sm2p,...)
Xq .

3. Theory

We consider QDs with unequal electron and hole single-particle
energies (asymmetric QDs) for which the two hole levels are
close to resonance but the electron energies are different. The
distance between centers of two dots is d̃. We take the applied
electric field, F = |e|E , to change the difference between two
hole energies by F d̃.

In the envelope-function approximation the truncated coor-
dinate single particle basis consists of one conduction electron
state ϕe

L(re) with electron energy εe in the bottom QD, and
two orthonormal hole s-states ϕh

L,R(rh), which are localized
primarily in the bottom or in the top QD. The single-particle
hole Hamiltonian has matrix elements: 〈Lh|ĥh|Lh〉 = εh,
〈Rh|ĥh|Rh〉 = εh − F d̃, 〈Lh|ĥh|Rh〉 = −th, where th is the
hole tunneling rate. The electron spin up and down states |βe〉,
|αe〉 correspond to Se = 1/2, Se,z = ±1/2. Heavy-hole spin
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states Jh = 3/2, Jh,z = ±3/2 can be mapped on to effective
fermions with isospin Sh = 1/2 with the following correspon-
dence |3/2,±3/2〉 → |1/2,∓1/2〉.

The many-body basis configurations for each molecule are
constructed from antisymmetrized products of single-particle
states where the electron occupies only one ground state level
in single QD and the hole can occupy two lowest levels of
CQD system. The many-particle Hamiltonian consists of three
parts. The first part is single-particle electrons and holes QD
Hamiltonians, the second part describes Coulomb interactions
between particles, and the third part is a short-range electron-
hole exchange:

A

n,m∑
i,j=1

δ(rei − rhj )σ̂
e
zi σ̂

h
zj ,

where A is the exchange amplitude. The Coulomb interaction
between particles is treated with perturbation theory:

V
α,β
ijkl = ±

∫
drdr′|r − r′|−1ϕα∗i (r)ϕβ∗k (r′)ϕαj (r)ϕ

β
l (r

′) .

The e-h exchange constants are given by

J eh
ij = A

∫
dr|ϕe

L|2ϕh∗
i ϕh

j .

The hole tunneling th as well as J eh
ij and V

α,β
ijkl have strong

dependence on distance between QDs. The smallest matrix el-
ements are J eh

RR and V hh
LRLR . They responsible for exchange

between particles resided in different QDs. In subsequent
analysis we neglect these elements, since a fine structure in-
duced by them is not resolved for given experimental samples
(< 1 µeV). We will also neglect off-diagonal Coulomb ma-
trix elements V αβ

LLLR , J eh
LR < 10 µV which are responsible for

small Coulomb corrections to tunneling.
The rest of Coulomb integrals will always appear in diag-

onal matrix elements of many-particle Hamiltonian in some
combinations, which can be expressed through five indepen-
dent parameters: γeh = V eh

LLLL − V eh
LLRR , 0X+ = V hh

LLLL −
V eh
LLLL, 0X− = V eh

LLLL − V ee
LLLL, 0LR = V hh

LLRR − V ee
LLRR ,

and J eh ≡ J eh
LL. These parameters have clear physical mean-

ing and can be calculated or extracted from the experimental
data: 0X± are intra-dot energies between a positive (nega-
tive) trions and an exciton, γeh is the energy difference be-
tween direct and indirect exciton, 0BT describe the excess of
energy of the positive trion compared with the direct exciton
when one extra hole is added to the top QD. Finally, J eh is
the intra-dot electron-hole exchange interaction. Our quanti-
tative estimates give the following hierarchy in energy scales
γeh � 0X− > 0X+ > th ∼ 0LR ∼ J eh

LL.
As a result the observed richness of PL spectral lines can

be described with these six parameters. The theoretical predic-
tions account well for recent experiments. As an example we
consider the biexcton and exciton spectra (see Fig. 2.)

X basis has four states:

|1X〉 = |LeLh;βeβh〉 , |2X〉 = |LeLh;βeαh〉 ,
|3X〉 = |LeRh;βeβh〉 , |4X〉 = |LeRh;βeαh〉 .

In this basis the exciton Hamiltonian is
J eh 0 −th 0
0 −J eh 0 −th
−th 0 γeh − F d̃ 0
0 −th+ 0 γeh − F d̃

 . (1)

(2) (2) (4)

(1) (2) (2)

2, 0 0
2, 0 0

2, 0 0
1, 1 3±
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Fig. 2. (a) Energetically non-degenerate charge and spin configura-
tions of exciton 1

1X
0 and biexciton 2

2X
0. The number of energetically

degenerate states is indicated by the number in parentheses. (b) Field
dependent level structure of 1

1X
0 and 2

2X
0 and optically allowed tran-

sitions. (c) left panel: PL signature of the formation of molecular
states for 1

1X
0 and 2

2X
0. Right panels: theoretical simulation for the

same range of fields and energies.

For the observable range of energies the XX basis consist of
two singlet states:

|1XX〉 = |Le
1L

e
2L

h
1L

h
2; se

12; sh
12〉 ,

|2XX〉 = |Le
1L

e
2, 2−1/2(Lh

1R
h
2 + Rh

1L
h
2); se

12; sh
12〉 ,

and three triplet states

|Tl〉 = |Le
1L

e
2, 2−1/2(Lh

1R
h
2 − Rh

1L
h
2); se

12; τ h
12, l〉 ,

where l = 0, ±1, |s12〉 and |τ h
12, 0(±1)〉 are spin functions

for the singlet and the triplet accordingly. The triplet states
are degenerate and completely decoupled from |1XX〉, |2XX〉.
They have eigenenergyEXX

3 = εXX+γeh+0LR−F d̃, where
εXX is the energy shift between XX and X, when all particles
are in the same QD. The other two eigenenergies are determined
from the singlet states Hamiltonian:(

εXX −√2th
−√2th εXX + γeh + 0LR − F d̃

)
. (2)

Transitions between three biexciton eigenstates and four eigen-
states of the exciton Hamiltonian (1) determine the “X”-pattern
and the fine structure observed in the experiment.
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Effect of multiphonon processes on the spin-relaxation
of excitons localized in semiconductor quantum dots
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Abstract. An important role of the multi-phonon processes in spin relaxation of excitons or trions in semiconductor quantum
dots is demonstrated. The multi-phonon processes lead to the dephasing of single localized states and relax limitations
connected with the phonon bottleneck in the energy relaxation of localized states. We have applied the developed approach
to fit the experimental data on the temperature dependence of the polarization degree in the CdSe/ZnSe quantum islands.

Introduction

The spin relaxation in semiconductor quantum dots between
discrete energy levels is slow and at low temperature neither the
electron, nor the hole spin relax on the exciton lifetime scale [1].
The electron spin-flip processes between discrete energy levels
in quantum dots were considered in Refs. [2,3,4,5,6]. Acous-
tic phonon-assisted flips of single spins arising due to several
mechanisms originating from spin-orbit coupling were treated
in Refs. [2,3,4]. It was shown that at low temperatures spin re-
laxation rates are governed by one-phonon emission processes
while for higher temperatures two-phonon processes give the
dominant contributions to spin relaxation [4]. The relaxation
of exciton spin due to two optical phonons was studied in
Ref. [5]. Another mechanism of exciton spin relaxation due to
acoustic phonon coupling via the strain-dependent short-range
exchange interaction was proposed in Ref. [6]. The hole spin-
flip in the Kramers degenerate trion doublet was considered in
Ref. [7] to explain the trion spin relaxation in self-assembled
CdSe/ZnSe quantum islands.

The common feature of the considered processes is the ne-
cessity to use the off-diagonal matrix element of the exciton-
phonon interaction. The limitations arising due to energy con-
servation laws create the problem of the phonon bottleneck that
restricts severely the spin-relaxation rate.

The energy relaxation of localized excitations is influenced
by the multi-phonon processes due to diagonal matrix elements
of the exciton-phonon interaction. These processes are not able
by themselves to provide the spin-flip. However, they modify
the spin relaxation indirectly leading to the transformation of
the discrete levels into continuum bands. The influence of
this transformation (pure dephasing [8, 9]) on the relaxation
probability [10] is considered in this work in the framework of
the exactly solvable model.

The characteristic spectrum of phonons leading to the de-
phasing of localized states in the quantum well can be recon-
structed from the shapes and temperature dependences of the
µ-PL lines and PL spectra at resonant excitation. This allows
to calculate the transition probability between two continuum
electron-phonon bands taking into account the interaction with
an arbitrary number of phonons [10]. Using the transition
probabilities from the electron-phonon band 1 to the electron-
phonon band 2 and back we can solve the master equation for
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Fig. 1. (a) The shapes of the µ-PL line at two temperatures (T = 7
and 22 K) are presented by broken lines with symbols. Solid lines
are calculated line shapes. (b) The acoustic wing of the PL band of
localized states at resonant excitation at 7 and 80 K (open and closed
symbols, respectively). Calculated spectra in the temperature range
10–130 K are presented by broken lines with the step of 20 K. (c) The
characteristic spectrum of phonons interacting with localized states.

the polarization degree for any of above mentioned spin-flip
mechanisms.

Variations of PL spectra with temperature

We have studied the temperature dependences of µ-PL lines
and PL spectra at resonant excitation of the epitaxial samples
grown by multi-cycle migration enhanced epitaxy deposition
of CdSe in ZnSe matrices. Details on the growth procedure
and the structure characterization by HRTEM of the samples
under study can be found in Ref. [11,12].

The temperature transformation of the µ-PL line is pre-
sented in Fig. 1a together with calculations of the line shape
at different temperatures [10]. The acoustical PL wings at
resonant excitation in the range of ground states [13] at two
temperatures are shown in Fig. 1b. The same spectrum within
the broader energy interval is shown in Fig. 3a. The character-
istic single-phonon spectrum of acoustical and optical phonons
which provides the best fit of calculations to the experimental
spectra is demonstrated in Fig. 1c.

Probability of the transition between two continuum bands

Figure 2 shows the continuum densities /+1 and /−2 of states
(DOS) of two electron-phonon bands 1 and 2 resulting due to
the dephasing process. In the limit of zero temperature the DOS
of the first band /+1 corresponds to the emission of phonons
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Fig. 2. The exciton-phonon DOS /+1 (solid lines) and /−2 (broken
lines) due to the diagonal interaction of phonons and localized exci-
tons for degenerate (a) and split (b) bands, respectively. W12(E, T ) is
the transition probability from the energy point E in the band 1 to all
energies within the band 2 in the temperature range 10–130 K. For
convenience, the curves are shifted in vertical direction arbitrarily.

while the DOS of the second band /−2 corresponds to the ab-
sorption of phonons. At finite temperatures both emission and
absorption of phonons are responsible for the shapes of both
bands [10].

Figure 2 shows also the temperature dependences of tran-
sition probabilities W12(T ,E) from the state 1 with the en-
ergyE to all energies of the electron-phonon band of the state 2
for degenerate (Fig. 2a) and non-degenerate (Fig. 2b) states at
different temperatures. In order to calculate the temperature
dependence for any of the spin-flip processes accompanied
by the acoustical phonon emission and/or absorption due to
the off-diagonal matrix element of the exciton-phonon interac-
tion we should calculate the transition probability w12(T ) =∫∞
−∞ dEW12(E, T ).

Polarization of resonantly excited PL spectra

As it was shown in Ref. [13], the low-energy side of the PL band
at interband excitation of samples under study is formed mostly
by the ground states of trions, while the high-energy side cor-
responds to the neutral exciton states. Figure 3b demonstrates
the spectrum of degree of circular polarization at resonant exci-
tation on the low-energy side of the PL band. Figure 3c shows
the temperature dependence of the circular polarization degree

0.0001

0.001

0.01

0.1

1

−40 −30 −20 −10 0

(a)

×700

LO

Energy (meV)

PL
 in

te
ns

ity
 (

a.
u.

)

0.25

−40 −30 −20 −10 0

(b)

Po
la

ri
za

tio
n

de
gr

ee d

a

(c)

C
ir

cu
la

r 
po

la
ri

za
tio

n 
de

gr
ee

ρc
c 0

/ρ

Temperature (K)

0

0.4

0.8

1.2

0 25 50 75 100 125

Fig. 3. (a) PL-intensity spectrum at resonant excitation at 7 K.
Experimental and calculated spectra are presented by symbols and
solid line, respectively, and (b) spectrum of degree of circular po-
larization. (c) Dependence of the circular polarization degree on
temperature (symbols) and fit of this dependence using Eq. (3) with
τw12(0) = 2− 6 · 10−4 (curves from a to d).

in the range from 6 to 12 meV below the excitation.
Solution of the master equation gives for the polarization

degree

ρ(T ) = ρ0

1+ 2τ](T )
, (1)

where

ρ0 = 1− τw12(0)

1+ τw12(0)
, ](T ) = w12(T )− w12(0)

1+ τw12(0)
, (2)

where τ is the exciton radiative lifetime.
The best fit of the experimental data presented in Fig. 3c

corresponds to τw12(0) ≈ 2− 6 · 10−4 and to the assumption
that the states 1 and 2 are degenerate. The estimated value of
τw12(0) means that at low temperatures the trion spin does not
relax during the radiative lifetime. This conclusion is in ap-
propriate agreement with the presently available experimental
findings.

Summary

We presented a new sight at the temperature dependence of the
spin relaxation processes between spin sublevels of localized
states in semiconductor quantum dots, which is based on the
exact consideration of the most important (diagonal) part of
the electron-phonon interaction. This approach explains the
temperature behavior of the narrow lines in µ-PL spectra, the
shape of the PL spectrum at resonant excitation of the emission
states in quantum islands and the temperature dependence of
the degree of circular polarization of trions (degenerate spin
states). The developed approach can be used also for descrip-
tion of the temperature dependences of the degree of linear
polarization of localized excitons (split momentum states).
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Abstract. We present the first direct comparison of intensities of Raman scattering from the radial breathing mode of
semiconducting single-walled carbon nanotubes under excitations resonant with different electronic transitions.

Introduction

Recent advances in nanotube research have allowed for the
fabrication of well-separated single-walled carbon nanotubes
(NTs) produced out of aggregated bulk assemblies and iso-
lated in micelles [1]. As a result, it has become possible to
assign the radial breathing mode (RBM) features observed in
Raman spectroscopy to specific (n,m) semiconducting NTs.
The chirality assignments deduced from Raman spectroscopy
are highly reliable since both Raman excitation profile max-
ima positions and the RBM frequencies depend on the chiral
indices (n,m). Furthermore, as has been recently shown [2]–
[4], the intensity of resonant Raman signal significantly varies
with the NT chirality, and quite distinctive behavior is demon-
strated by semiconducting NTs with ν ≡ (n−m)mod 3 = −1
as compared to NTs with ν = +1. For technical reasons, all
Raman measurements on semiconducting carbon NTs reported
so far were performed under excitations resonant with some
specific electronic transitions, usually matching the gap, E22,
between second singularities in electronic densities of states in
the conduction and valence bands. Here we present the first
direct comparison of resonance Raman intensities for semi-
conducting NTs under excitations resonant with E11 and E22
transitions. The intensity ratio turns out to amount one to four
orders of magnitude depending on the NT chirality. We show
that explanation of our data requires addressing the difference
in decay rates for exciton states involved in Raman process
under different excitations.

1. Experiment

In the present work Raman measurements have been carried out
on HipCO SWNTs using laser excitation in the energy range of
700–1000 nm and 565–690 nm using Ti:Sapphire laser and dye
lasers, respectively. The samples of solubalized NTs were pre-
pared by shear mixing and ultrasonication of NTs and sodium
dodecyl sulphate (SDS) in deuterium, followed by centrifu-
gation at 28000 rpm for 6 hours. Examples of the observed
resonance Raman excitation profiles for a (9,1) NT under E11
andE22 excitations are presented in Fig. 1a and b, respectively.
Experimental data shown as circles has been fit by solid lines
using the decay rates of 011 = 22 meV and 022 = 78 meV
as fitting parameters. The peak structure in Fig. 1a is due to
the spectral resolution of the input and output resonances [6].
Fig. 1b shows no structure which is explained by the larger
value of the decay rate for the E22 excitation.

Both E11 and E22 transitions were accessible by the lasers
for the NTs of the following semiconducting chiralities: (5,4),
(6,5), (7,3) [ν = +1], and (6,4), (8,3), (9,1) [ν = −1] present
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Fig. 1. Resonance Raman excitation profiles for a (9,1) NT under
E11 (a) and E22 (b) excitations.

in our samples. The chiral indices and transition energies for
these NTs are listed in Table 1 along with the observed peak
intensities of the Raman profiles at E11 and E22 excitations.
One can see from Table 1 that for all studied chiralities the

Table 1. Chiral indices, resonant transition energies and Raman
intensities for carbon NTs studied in this work.

(n,m) ν E11 (eV) E22 (eV) Ratio I11/I22
(6,4) −1 1.420 2.146 4.7
(8,3) −1 1.303 1.863 12.2
(9,1) −1 1.359 1.739 38.7
(5,4) +1 1.485 2.566 58
(6,5) +1 1.270 2.190 287
(7,3) +1 1.250 2.457 11700

peak resonance Raman intensities under E11 excitations are
larger than those under E22 excitation.

2. Theory

The probability of the Raman scattering event is given by

P = 2π

h̄

∣∣∣∣∣∑
n,m

〈0|V̂opt|n〉〈n,N ±1|V̂exc−ph|m,N〉〈m|V̂opt|0〉
(Em − h̄�i − i0m)(En − h̄�i ± h̄ω0 − i0n)

∣∣∣∣∣
2

×δ(h̄�i ∓ h̄ω0 − h̄�s) . (1)

Here �s (�i) is the frequency of the scattered (incident) light,
ω0 is the frequency of the emitted or absorbed phonon, in-
dices m and n denote the states of the electron-hole pair (or
exciton); En and 0n are, respectively, the energy and the decay
rate of the intermidiate state |n〉; N is the phonon occupation
number for the given phonon mode; V̂opt and V̂exc−ph are the
operators of the exciton-photon and exciton-phonon interac-
tions, respectively.

Under resonant excitation conditions, the real part of one
of the denominators in Eq. (1) vanishes, and the real part of
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the other one becomes ±h̄ω0. Two different regimes can be
distinguished. For small 0n the decay rate can be neglected
compared to h̄ω0: | ± h̄ω0 − i0n| ≈ h̄ω0. The NTs studied in
our work have similar radii, and the radius dependence ofω0 in
the denominator can be neglected. Thus, the Raman intensity
is inversly proportional to 02

n. In the opposite limiting case
0n is large compared to h̄ω0 and Raman intensity is inversly
proportional to 04

n.
The matrix element of the operator of the exciton interaction

with the RBM on the electronic states has different form for
the electron-hole pairs excited by E11 and E22 transitions. For
the E11 transition in the nearest neighbor tight binding model
we have [4,5]

V 11
exc−ph =

5

12

a2

R2 ûr

[
∂γ0

∂τ
− 3 δ0

∂σ0

∂τ

]{
1

2
− A

}
, (2)

where a is the graphene lattice constant, R is the NT radius,
ûr is the operator (acting on phonon variables) of radial dis-
placement in the RBM phonon mode, ∂γ0/∂τ (∂σ0/∂τ ) is the
transfer (overlap) integral derivative with respect to the length
of the π atomic bond, δ0 is the on-site integral of the tight-
binding model, and

A = −ν6
√

3

5

R

a
cos 3θ = −ν3

√
3

10π

(2n+m)(n2−2m2+nm)
n2 +m2 + nm

.

(3)
Here θ is the chiral angle. For the E22 transition we have [4,5]

V 22
exc−ph =

5

12

a2

R2 ûr

[
∂γ0

∂τ
− 3δ0

∂σ0

∂τ

]
{1+ A} . (4)

One can see that Eq. (2) and Eq. (4) differ only by the terms in
the curly brackets.

Further difference in the expression for the Raman inten-
sity under different excitations comes from the chirality de-
pendence of the optical matrix element [7]. However, this
dependence is rather weak [7] and will be neglected here.

Let I11 and I22 be the experimentally measured resonant
Raman peak intensities underE11 andE22 excitations. Assum-
ing that the chirality dependence of the decay rates in Eq. (1)
is negligible compared to those of the matrix elements (2)–(4),
one can see that chirality dependence of IiiR4 will be deter-
mined by the square of the curly brackets in Eqs. (2) or (4).
Thus, we have

I11R
4 = C11{A− 0.5}2 , I22R

4 = C22{A+ 1}2 , (5)

where C11 and C22 are the coefficients of proportionality. If
0n is small compared to h̄ω0 then from Eqs. (1)–(5) it follows
that, under resonant excitation conditions, the ratio of these
coefficients gives the square of the ratio of the decay rates:

C11

C22
=
(
022

011

)2

.

In the opposite limiting case of large 0n, the right hand part of
this relation should be further squared.

In Fig. 2a by squares is shown experimental data corre-
sponding to the left-hand part of the first of of Eqs. (5) as a
function of the parameter A. By the solid line is shown the
fit with the parabola given by the right-hand side of the first
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of Eqs. (5). In a similar fashion, both parts of the second of
Eqs. (5) are shown in Fig. 2b. The coefficients C11 and C22
are obtained by the best parabolic fits to the experimental data.
We thus obtain C22 ≈ 8.5 and C11 ≈ 916. Therefore, taking
into account both the limits of small and large 0n, we obtain
the following estimate for the ratio of the decay rates

3 � 022

011
� 10 .

This result is in agreement with the ratio of decay rates that one
can obtain from the fitting of excitation profiles of Fig. 1.

3. Conclusions

In summary, we have performed the first direct comparison of
intensities of Raman scattering from the RBM of semiconduct-
ing single-walled carbon NTs under excitations resonant with
different electronic transitions. We found that the difference in
measured Raman intensities varies from one to several orders
of magnitudes depending on the NT chiralities. We showed
that explanation of observed results requires addressing the
difference in decay rates for exciton states involved in Raman
process under different excitations. We found that the exciton
state excited by the E22 transition decays three to ten times
faster than the state excited by the E11 transition. The ratio
thus obtained is in agreement with the ratio of decay rates de-
duced from the fit of the resonance Raman excitation profiles.
This allows us to conclude that the lineshape of the Raman
excitation profiles is mainly due to homogeneous broadening
originating from the decay of bright exciton states involved in
the Raman process.
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Abstract. We theoretically study localization of quasi-two-dimensional negatively charged excitons X− on isolated charged
donors in magnetic fields. We consider donors located in a barrier at various distances L from the heteroboundary as well as
donors in the quantum well. We establish how many different singlet X−s and triplet X−t bound states a donor ion D+ can
support in magnetic fields B > 6 T. We find several new bound states, some of which have surprisingly large oscillator
strengths.

Introduction

Optical signatures of spin-singletX−s and spin-tripletX−t char-
ged excitons are commonly observed in semiconductor nanos-
tructures in magnetic fields. Despite the status of X− as one
of the simplest few-body systems with Coulomb interactions
and a large amount of experimental and theoretical work, some
important issues remain unresolved. One of these issues is the
degree of localization of charged excitons in realistic quantum
wells (QW’s) and how localization of X− manifests itself in
optics [1,2].

In this work, we discuss exact selection rules that govern
transitions of charged excitons in magnetic fields. We also
demonstrate, on a quantitative level, how these selection rules
work when applied to free X− and donor-bound (D+, X−)
charged excitons; the latter can also be considered as excitons
bound to a neutral donor (D0, X).

1. Classification of states and selection rules

Classification of states of free charged electron-hole complexes
in magnetic fields is based on magnetic translations and the ax-
ial symmetry about the magnetic field axis [2]. The correspond-
ing orbital quantum numbers are the oscillator quantum num-
ber k = 0, 1, 2, . . . and the total angular momentum projection
on the z-axis, M . The former has the meaning of the mean
squared distance to the orbit guiding center; there is an infinite-
fold Landau degeneracy in k. Each family of degenerate X−
states starts with its parent k = 0 state that has some specific
value of M that follows from the solution of the Schrödinger
equation. Degenerate daughter states k = 1, 2, . . . have values
M − 1,M − 2, . . . for the total angular momentum projec-
tion. Selection rules for interband transitions are /M = 0 and
/k = 0 and lead to the following results: Photoluminescence
(PL) of a free X− must leave an electron in a LL with the num-
ber n equal to the angular momentum M of the parent state,
X− → h̄ωX− +e−n=M . Therefore, (i) families ofX− states that
start with M < 0 are dark in PL and (ii) shake-ups to multiple
Landau levels (LL’s) are strictly prohibited [2].

The presence of a donor ion D+ breaks the translational
symmetry, lifts the degeneracy in k, and makes many of the
previously prohibited transitions allowed. Let us discuss spec-
troscopic consequences of the remaining axial symmetry for a
donor-bound state (D+, X−) with angular momentum M and
wavefunction RM(re1, re2; rh). The dipole matrix element for
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Fig. 1. Binding energies of charged excitons X− in a 100 Å
GaAs/Al0.3Ga0.7As QW at B = 10 T. Sizes of the dots are pro-
portional to the interband dipole transition matrix elements f . The
solid diamonds designate dark X− states.

interband transition to a final electron stateφmf
(r)with angular

momentum projection mf is

f ∼
∣∣∣∣pcv

∫
dr
∫
dr′ φ∗mf

(r)RM(r, r′; r′)
∣∣∣∣2 ∼ δM,mf

. (1)

Conservation of angular momentum M = mf can be satisfied
for a number of final states φmf

(r) belonging to different LL’s.
Therefore, shake-up processes become allowed in PL. More
than that, PL of (D+, X−) states withM > 0 must proceed via
shake-ups to higher LL’s [3]. This is because electron states
with angular momenta mf = M > 0 are only available in
n = M or higher LL’s. Note that the shake-up processes are due
to the Coulomb induced admixture of LL’s and are suppressed
in strong fields as B−2.

2. Numerical approach

We obtain the energies and wavefunctions of the (D+, X−)
complexes and of free X− excitons by diagonalization of the
interaction Hamiltonian using a complete basis of states com-
patible with both axial and electron permutational symmetries.
The basis states are constructed out of the in-plane wavefunc-
tions in LL’s and size quantization levels in a QW with proper
symmetrization for triplet and singlet states. We consider up
to 2 × 105 basis states and, by applying an adaptive scheme,
we choose out of these about 6× 103 states to be diagonalized
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in the Hamiltonian matrix. A stability for the donor-bound
charged exciton is determined with respect to its dissociation
to a neutral donor and a free exciton, (D+, X−) → D0 + X.
Accordingly, a binding energy of a stable (D+, X−) complex
is defined as the energy difference between the total Coulomb
energies

Eb
(D+,X−) = ECoul

D0 + ECoul
X − ECoul

(D+,X−) > 0 , (2)

with D0 and X being in their ground states. Binding energy
(2) determines the energy difference between the positions of a
neutral exciton and a donor-bound charged exciton PL emission
lines, h̄ωX − h̄ω(D+,X−) = Eb

(D+,X−).

3. Results and discussion

The calculated binding energies of the various charged exciton
states in a 100 Å GaAs QW as functions of the distanceL to the
donor ion D+ are shown in Fig. 1. We estimate the accuracy
in binding energies to be of the order of ±0.1 meV.

The limiting caseL = ∞ corresponds to free charged exci-
tonsX−. There are three documented bound states in this limit:
the bright singlet X−s with M = 0, the dark triplet X−td with
M = −1, and the bright triplet X−tb with M = 0 (see [2,4,5]
and references therein). We found two new bound states: the
second dark triplet state with M = −1, labeled X−td2 in Fig. 1,
and the second bright singlet state with M = 0, labeled X−s2.
These states are very weakly bound and will be discussed in
more detail elsewhere.

Our results show that the parent bright singlet state X−s
with M = 0 remains always bound. Its binding energy ini-
tially decreases with decreasing L, reaches its minimum when
the donor D+ is very close to the heteroboundary, and then
increases again. We interpret this as an indication toward a
rearrangement of the type of binding in the singlet (D+, X−s )
state: At very large distances L, the donor ion binds X−s as a
whole, barely affecting its internal structure. In the opposite
limit of an in-well donor, the interaction of electrons with the
D+ is stronger than that with the hole. The donor-bound com-
plex formed in this case is better described as an exciton bound
to a neutral donor (D0, X).

Notice a systematic change in the dipole transition matrix
elements f in Fig. 1: as the binding energy of a complex
decreases, its spatial extent increases leading to the increase
in f . This is consistent with the notion of “giant oscillator
strengths” [6].

We found just one state that only exists in the presence of
theD+ and does not have its freeL = ∞ counterpart: the dark
singlet state (D+, X−sd ) with M = 1. It only becomes bound
when the D+ is located in a QW or very near to it. This is also
the only donor-bound state that remains bound in the strictly
2D high-field limit in symmetric electron-hole systems [3].
According to (1), the PL from this state goes mostly via shake-
ups to n = 1 electron LL. As a result, the dipole transition
matrix elements f shown in Fig. 1 are very small.

In contrast to singlet states, the dark X−td and bright X−tb
triplet states survive only for sufficiently large distances L to
the donor ion D+ (Fig. 1). This is because electrons in triplet
states cannot simultaneously occupy the s-state in the lowest
LL and, therefore, it is difficult to find a configuration with op-
timized electron-donor interactions. Notice the finite oscillator
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Fig. 2. Lifting of the Landau degeneracy in the family of bright sin-
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momentum projections M = 0,−1,−2, . . . and all are optically ac-
tive.

strengths for the PL from the donor-bound complex (D+, X−td )
originating from the dark triplet state.

We stress that each free X− state gives rise to a family of
degenerate states; only the evolution of the parent X− states
is shown in Fig. 1. The degeneracy in the in-plane position of
the guiding center (quantum number k) is lifted in the presence
of the donor ion D+. Fig. 2 demonstrates this for the family
of singlet bright states X−s . When the distance to the donor L
decreases, all but one state (with M = 0) become one by one
unbound. This leads to a number of optically active states with
large oscillator strengths.

In conclusion, we have shown there is a multitude of donor-
boundX− states that may exhibit relatively weak dependencies
of binding energies and oscillator strengths on positions of
remote donors. Our results may be relevant for explanation of
the PL from the dark triplet state X−td , of the multiple PL peaks
observed in different experiments, and of the X− shake-ups in
PL.
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Abstract. Exciton and manganese intracenter luminescence (IL) in the quantun well (QW) structures ZnMnTe/ZnMgTe was
studied under pulsed excitation up to 107 W/cm2. The strong QW exciton band broadening and Mn2+ IL degradation
originated from the unelastic processes are observed under the high excitation. As shown by the Mn2+ IL kinetics in the
structures with different QW widths, the 3d-shell excitation changes only few positions during its lifetime in Zn0.8Mn0.2Te
at 5 K.

Introduction

Intracenter luminescence (IL) of the iron group elements em-
bedded in crystalline II–VI matrices has been studied over a
long period. These compounds are used in the luminescence
devices, plasma displays, lasers for the micrometer range, etc.
The kinetics of the Mn2+ IL (1T4–6A1 transition) has been
measured and discussed in details for the bulk II–VI matri-
ces [1]. The wide gap II–VI nanocrystals activated with man-
ganese atoms are actively pursued now due to the progress in
their fabrication. The special interest to these systems was ini-
tiated strongly by the discussion about the possible change of
Mn2+ IL characteristics in nanomatrix as compared to the bulk
one. It was claimed that the decay rate is several orders of
magnitude higher in nanocrystals [2], but the phonon assisted
relaxation within the nearest emitting electron state 1T4, on
contrary, strongly slows down due to the peculiar properties of
the electron-phonon interaction in nanocrystals. These sugges-
tions were disputed later by several authors (see e.g. [3]). The
II–VI solid solutions with a high concentration of the cation
magnetic component belong to the family of dilute magnetic
semiconductors (DMS). A spectroscopic investigation of the
bulk DMS and related quantum well structures (QWS), mainly,
CdTe/Cd1−xMnxTe and Cd1−xMnxTe/Cd1−yMgyTe has been
carried out during the last decade. The problem of Mn2+ IL
has not been usually under consideration in QWS, the QWs
CdTe and Cd1−xMnxTe being nonactivated or weakly activated
(x < 0.4). The first results on the spectral and time dependent
properties of Mn2+ IL in QWs have been obtained in [4]. The
present work deals with the exciton and Mn2+ luminescence in
QWSs Zn1−xMnxTe/Zn0.6Mg0.4Te and is focused on the de-
pendence of emission spectra on the structure parameters and
optical excitation conditions.

1. Experimental results and discussion

There are three coupled mechanisms for the radiative recom-
bination in these structures: barrier exciton, QW exciton and
Mn2+ 3d-shell. The dynamics of the electron relaxation is gov-
erned mainly by the QW widthLz, manganese concentration x
and excitation level I . We shall discuss the transformation of
the emission spectra for four Zn1−xMnxTe/Zn0.6Mg0.4T sam-
ples #1–4 under the excitation level which varies over a wide
range from I = 0.007 I0 up to I = I0 (I0 = 8× 106 W/cm2).

#1 (x = 0.2, Lz=26 ML). The Mn2+ IL saturates with
the increasing I , while the QW exciton emission appears and
becomes stronger. Under weak pumping conditions the QW
exciton is not observed because of the large QW width and
high manganese concentration. Under these conditions, the
characteristic time for the energy transfer from the band states
to the 3d-shell is much less than the QW exciton radiative
lifetime. The situation occurs to become quite different for
I = I0 due to high exciton concentration and small number
of nonexcited Mn2+ ions. As for the emission of the barrier
exciton, it is observed at any value of I , the wave functions
of the barrier exciton 3d-states of QW Mn2+ ions overlapping
weakly.

#2 (x = 0.2, Lz=7 ML). The QW exciton emission is ob-
servable even at I = 0.007I0. Under a higher excitation the
QW exciton exhibits a broadening and becomes stronger than
the barrier exciton at I = I0. As concerns the Mn2+ IL, it does
not only saturate under the increasing I , but even degrades.

#3 (x = 0.03, Lz=26 ML). The QW exciton band is more
intensive as compared to the barrier exciton at I = 0.007I0.
The strong broadening of the QW exciton band and Mn2+ IL
quenching occur with growing I at T = 5 K (Fig. 1, 2). It is
worth to notice that at the higher temperature T = 50 K this
broadening becomes clearly pronounced at lower value of I .

#4 (x = 0.03,Lz=7 ML). The intensities of QW and barrier
exciton bands are nearly equal for I = 0.007I0, and the QW
exciton is several time stronger at I = I0. A decrease of the
Mn2+ IL is observed similar to the former case.
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The broadening of the QW exciton emission band is the
most spectacular in the sample #3 because the exciton inhomo-
geneous broadening is small in Zn1−xMnxTe with low man-
ganese concentration and wide QW. At least two processes are
behind the broadening. The high-energy tail originates from
the transitions between the QW energy levels with the quan-
tum number n > 1. An increase of the temperature favors
the growth of the high-energy wing under the same excitation
conditions. The similar behavior has been already observed
in the QWS GaAs/GaAlAs and InGaAs/GaAs, and interpreted
in terms of rapid e1hh1 exciton saturation at high temperature
due to a wide distribution of the exciton quazimomentum.

We have detected the stimulated exciton emission in the
similar QW structures without iron group component even at
I = 0.007I0. The peak intensity of this emission at I = I0
is several orders of magnitude stronger compared to the spon-
taneous one. The stimulated emission line is shifted to the
lowenergy side from the QW exciton band maximum, while
exciton absorption tail becomes weaker, and the best gain con-
ditions are realized. The background of the Mn2+ intracenter
absorption with a threshold near 2.2 eV is the major obstacle to
obtain the stimulated emission in Zn1−xMnxTe/Zn0.6Mg0.4Te
even at I = I0.

The appearance of the lowenergy tail of the QW exciton
band and the simultaneous degradation of Mn2+ IL at I >

3 × 105 W/cm2 can be explained by the exciton–exciton and
exciton–Mn2+ 3d-shell interactions. Several mechanisms can
be taken into consideration for the inelastic processes:

— transition in Mn2+ from 1T4 to the ground state 6A1 with
the energy transfer to QW exciton;

— QW exciton nonradiative annihilation followed by the
transition of Mn2+ ion from 1T4 excited state to the upper 3d-
shell excited state;

— QW exciton nonradiative annihilation followed by the
charge transfer from Mn2+ excited ion.

These Auger type processes are resulted in the exciton
lowenergy tail broadening as well as by the Mn2+ IL degrada-
tion. The more comprehensive study has to be performed to
elucidate what mechanism prevails in the case under consider-
ation.

Let us consider now the kinetics of Mn2+ IL under the pulse
excitation at T = 5 K. The emission decay is the exponential
one with the same time constant 31 µs for the samples # 3
and 4. That is not surprising because the energy transfer via
3d-shell is weak for the low manganese concentration. The
kinetic curve for the sample # 1 is nearly the same as for the

bulk crystal with the same manganese concentration where fast
and slow components can be discriminated. However, the fast
component which is due to the energy transfer between Mn2+
ions is much weaker for the sample # 2. Thus, the vertical mi-
gration confinement in QW is not important for Lz = 26 ML,
but essential for Lz = 7 ML. This result enables us to estimate
the migration length in Zn0.8Mn0.2Te: the 3d-shell excitation
changes only few positions during its lifetime.

It is known that the higher the crystal field, the lower the
energy of 1T4−6A1 transition. Consequently, the temperature
shift of the Mn2+ IL band gives the information on the lattice
parameter variation [5]. The band shows the lowenergy shift
in Zn0.80Mn0.20Te in the temperature range 5–65 K, the shift
being larger in the narrow QW (sample #2). The shift is nearly
zero in the wide QW Zn0.97Mn0.03Te (sample #3) and has the
opposite sign in the narrow QW Zn0.97Mn0.03Te. One can
conclude that the temperature dependence of the crystal field
in Zn1−xMnxTe QW is governed not only by the manganese
concentration but also by Zn0.6Mg0.4Te barrier. The shape of
the Mn2+ IL contour also depends on the QW width because
of the varying contribution of the interface Mn2+ ions.

The subpicosecond kinetic measurements show the consid-
erable shortening of the exciton QW lifetime in Zn1−xMnxTe
QW when compared to QW without the iron group elements.
This establishes the fast Auger energy transfer from QW exci-
ton to the 3d-shell of manganese ions which is proved by the
very short Mn2+ IL rise time about 40 ps.
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Exciton condensed phase structures
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Abstract. A phenomenological theory of exciton condensation in conditions of inhomogeneous excitation is proposed. In
the task under consideration, the free exciton pass is smaller or of the same order as the distance between excitons and the
theory of Gross–Pitaevsky is unapplicable. The investigation is applied to the study of the development of an exciton
luminescence ring and the ring fragmentation at macroscopical distances from the central excitation spot in coupled
quantum wells. The transition between the fragmented and the continuous ring is considered. Assuming a defect in the
structure, a possibility of a localized island of the condensed phase in a fixed position is shown. Exciton density distribution
is also analyzed in case of two spatially separated spots of the laser excitation.

Introduction

The paper is devoted fo explanation of interesting experiments
fulfilled in [1–4]. In double quantum well (QW) structures,
bases onAlGaAs and InGaAs, a spot of the laser excitation was
reported to be surrounded by a concentric bright ring separated
from the laser spot by an annular dark intermediate region [1–
4]. The distance between the ring and the spot (hundreds µm)
grew with increasing the intensity of the pumping. Sometimes
an internal ring was observed nearby the laser spot. At low
temperatures (about 2 K), the external ring fragmented into a
structure with a strongly evaluated periodicity [1,3].

The mechanism of the ring formation was suggested in [3,
4], based on two assumptions: 1) in dark the well is populated
with a certain density of electrons; 2) holes are captured by the
well with a larger probability than electrons. The irradiated
structure develops two differently charged spatial regions.

Ref. [5] suggested an explanation of the fragmentation of
the ring by means of the nucleation of spots of a condensed
phase. The possibility of exciton condensed phase formation
in double quantum wells was shown in [6]. Finite lifetime of
the excitons leads to the limitations on the size of the condensed
phase areas, similarly to e-h droplets in bulk semiconductors.
In a 2D system, these areas assume a shape of disk-like is-
lands. The islands appear in the places of the highest exciton
generation. Due to the interaction between islands via the exci-
ton concentration fields, there is a correlation in their positions
eventually resulting in a periodicity. In the present work, we
go beyond the stochastic approach of [5] and solve the problem
phenomenologically. We have incorporated a term containing
the free energy of excitons into the equation controlling the
exciton density. The resulting equation was solved taking into
account the pumping and finite lifetime of excitons. This ap-
proximation allows a treatment of inhomogeneous systems and
obtaining new results.

1. The exciton generation rate on the ring

The distribution of electron (ne) and holes (nh) concentration
around the laser spot was investigated in [3–5]. The exciton
generation rate is proportional to the product of ne and nh and
has a sharp maximum at a certain distance from the center, as
was calculated in [3–5]. This maximum moves farther away
from the laser spot with increasing the pumping.

2. Model of the system. Exciton density equation

The free energy of the quasi-equilibrium state can be consid-
ered as a function of the exciton density, which depends on
the spatial coordinates. Such description is possible at macro-
scopic distances, much larger than the exciton free path, on
which the wave function loses coherence. Then, a phenomeno-
logical equation for the exciton density can be written down as

∂nex

∂t
= −divj+G− nex

τex
, (1)

where nex is the exciton density, τex is the exciton lifetime,G is
the number of excitons created in a time unit and in a square
unit, j is the density of the exciton current: j = −M∇µ, M is
the exciton mobility, µ is the chemical potential. We chose the
free energy in the form of Landau model:

F [nex] =
∫

dr
[
K

2
(∇nex)

2 + f (nex)

]
. (2)

Here, the term K(∇nex)
2/2 characterizes the energy of an in-

homogeneity. The free energy density f is f (nex)= a
2(nex−

ncex)
2+ c

3 (nex − ncex)
3 + b

4 (nex − ncex)
4. a, b, c, ncex are phe-

nomenological parameters, which can be obtained from the
quantum mechanical calculations, or extracted from the com-
parison of the theory with the experiment. Then, the exciton
density equation in dimensionless units becomes

∂nex

∂t
= −/2nex +

(
3ncex

2 − 2βncex − 1
)
/nex +

− (3ncex − β
)
/nex

2 +/nex
3 +G− nex

τex
. (3)

3. Numerical simulation of exciton condensed phase for-
mation on the ring

3.1. Exciton concentration distribution

The numerical stationary solutions of Eq. (3), with the pa-
rameters of the system as in [4], showed that the excitons con-
dense into a ring, which can break down into separate fragments
(Fig. 1). The created fragments are periodically positioned is-
lands of the condensed phase of excitons, emergence of which
is caused by the finite value of lifetime and the inter-exciton
attraction. The condensed phase comprised by a periodic ar-
ray of exciton islands corresponds to the fragments observed
in experiments [1,3].
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Fig. 1. The exciton density nex(x, y) in the QW plane.
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Fig. 2. The exciton density at bigger value of e-h binding parameter
than in Fig. 1.

The radius of the ring of the condensed phase grows in
two cases: 1) with increasing the pumping; 2) if the laser spot
expands leaving the integral intensity constant. This satisfies
with the experiments [1–4]. The number of the exciton islands
increases with expanding the ring radius. We attribute an obser-
vation of an inner ring in the photoluminescence emission [1,3]
to a specific character of the irradiation intensity profile in the
vicinity of the laser spot edge.

With increasing the e-h binding rate W , the exciton genera-
tion rate becomes sharper. The results of our calculations show
that with increasing W the fragmented ring of the condensed
phase becomes continuous (Fig. 2).

With decreasing K , the island size of condensed excitons
diminishes, so the fragmented ring passes to continuous one.
The increase of K gives rise to continuous ring formation, be-
cause islands grow.

The simulation of the excitation of the system by two spa-
tially separated irradiation sources as in the experiment [2],
show the interaction of the excitation from two spots: rings be-
come extended in the mutual direction and at a certain stage of
spots rapprochement merge into a common oval-shaped ring.

3.2. Localized spots

Introducing a certain model for macroscopic defect structure,
by the solving Eq. (3), we obtained the localized in this re-
gion condensed phase. The radiation from this region explains
“localized bright spots”, observed in [1,3].

3.3. Behavior versus temperature

To describe the temperature dependence, we assumed that the
parameter a in the free enegry density can be represented ac-
cording to Landau model: a = α (Tc − T ), where α < 0 and
Tc is the critical temperature. The calculations show that with
temperature rising, the fragmentation of the ring disappears
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Fig. 3. The radial profile of the exciton density nex(ρ) at different
temperatures: 1) 2 K, 2) 1.6 K, 3) 2.7 K, 4) 4.4 K. Tc = 3.7 K. The
curves 1 and 2 represent the fragmented ring, the curves 3 and 4 are
the profiles of low continuous rings.

and its intensity falls (Fig. 3). Such transition with tempera-
ture growth is observed in [1].

4. Conclusions

To summarize, the following conclusions can be enumerated:
(1) The fragmentation of the external ring of exciton density
occurs at a certain threshold value of the exciton generation
rate (pumping). (2) A transition from a fragmented ring to a
continuous one occurs at increased value of the electron-hole
recombination binding rate, with a reduction of the surface en-
ergy (the parameter K) and at higher temperature. (3) In a QW
with a macroscopic defect a localized island of the condensed
phase may emerge inside the external ring. (4) A possibility of
the development of an internal ring depends on the character of
the decrease of the irradiation intensity at the edge of the laser
spot. (5) Exciton luminescence rings caused by two spatially
separated laser spots attract and eventually form a common
oval-shaped ring.
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Abstract. Exciton photoluminescence in a pair of strongly tunnely coupled artificial asymmetric quantum dots (QDs) has
been studied in magnetic fields up to 8 T. QD molecules have been fabricated by a selective interdiffusion technique applied
to asymmetric CdTe/(Cd,Mg,Mn)Te double quantum well (QW). As grown structure with lithographically prepared
nano-apertures were subjected to rapid temperature annealing to promote selective diffusion of magnetic (Mn) and
nonmagnetic (Mg) atoms from asymmetric barriers into CdTe QWs. Lateral confinement potential within the QW plane
induced by interdiffusion gives rice to effective zero-dimensional exciton localization. Incorporation of Mn ions in only one
QD results in a pair of quantum QDs with markedly different spin splittings. In contrast to positive g-factor in nonmagnetic
(Cd,Mg)Te-based QDs, ground exciton transition in nonmagnetic QD demonstrates negative g-factor, characteristic of
semimagnetic QDs, indicating strong electron coupling between the QDs. At B ≥ 4 T σ+-polarized low-energy band with
strong red shift appears indicating formation of the indirect exciton due to strong interdot Coulomb interaction.

Introduction

Semiconductor low-dimensional artificial nanostructures are
among the main fields of interest during last two decades.
Success of 2D systems has provided new physical phenom-
ena as well as a number of optoelectronic applications and
prompted researchers to study systems with lower dimension-
ality, such as quantum wires and quantum dots. QDs as zero-
dimensional (0D) objects attracted special interest, because
of complete spatial carrier confinement resulting in a striking
manifestation of reduced dimensionality effects [1].

Great interest to the double QDs with controllable interdot
coupling has arisen with the development of the idea of quan-
tum computing using spin degree of freedom as an information
bit [2]. Possibility to control energy level position and spatial
localization of carriers in artificial semiconductor nanostruc-
tures has invoked a great practical interest to such nanodevices
as perspective components for future electronics.

In the case of single or double self-organized QDs with typ-
ical dot densities in the range of 109−1011 cm−2, various opti-
cal techniques with a high spatial resolution, such as micro-PL,
near-field optical microscopy, metallic masks or etched mesas,
have been developed in order to study individual dots [1].
In contrast to epitaxial techniques, the application of nano-
lithography for the preparation of QDs allows the definition
of individual dots with adjustable size. While the straightfor-
ward access by electron beam lithography and etching creates
surface states at the open sidewalls which act as non-radiative
centers, a promising way for realizing buried nanostructures
makes use of laterally selective intermixing between starting
QW layer and barriers [3]. Selective interdiffusion causes a lat-
eral change of the composition profile resulting in a bandgap
modulation and therefore in a lateral carrier confinement. Sin-
gle QDs have been realized by promoting the interdiffusion
using a focused laser beam or focused ion beam implantation
followed by a rapid thermal annealing [3].

In this contribution we present successful implementation

of the novel approach for producing QD molecules with one
nonmagnetic and another diluted magnetic semiconductor
(DMS) QDs. Great advantage of DMS heterostructures is that
a giant Zeeman effect in such semiconducting materials makes
possible continuous tuning of band-gap and exciton energies
by external magnetic field due to strong s, p−d exchange inter-
action between free carriers and localized d-states of magnetic
ions [4]. Effective g-factor of the DMS QD is strongly en-
hanced by incorporating of magnetic ions allowing to vary the
interdot coupling after preparation, when structure parameters
are fixed.

1. Experimental

Basic idea behind selective intermixing technique is depicted
in Fig. 1a. CdTe/Cd(Mn,Mg)Te asymmetric double QW was
grown by molecular beam epitaxy on a thick CdTe buffer at
(001)-oriented CdZnTe substrate. As grown samples have two
nonmagnetic (NM) 6-nm wide CdTe QWs separated by a NM
Cd0.8Mg0.2Te 3-nm thick barrier. Outer NM Cd0.8Mg0.2Te
and inner DMS Cd0.8Mn0.2Te barriers are both 25-nm thick.

To induce lateral confinement, selective interdiffusion tech-
nique [5] was used. 80 nm thick SiO2 mask with aperture di-
ameters down to D = 100 nm were defined by electron beam
lithography and lift-off. Subsequently, the structures were an-
nealed at temperature 400 ◦C for 1 min, which induces selective
interdiffusion between the QWs and barriers. As indicated by
the arrows (Fig. 1a), diffusion is strongly enhanced below the
SiO2 mask as compared to non-covered areas [5] and results
in the increase of band-gap below the masked areas, inducing
a lateral confinement potential up to 0.3 eV and QD-sublevels
splitting till 10 meV [5] depending on the sample and pro-
cessing parameters. In addition, bigger diffusion coefficient of
Mn compared to Mg [6] results in diffusion of Mn atoms into
the lower CdTe quantum well layer even within the apertures.
Therefore, our approach results in a pair of vertically aligned
NM and DMS QDs where the incorporation of Mn in the DMS
QDs drastically enhances its effective g-factor [4].
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Photoluminescence (PL) was measured in superfluid He
(T % 1.5 K) in a magnetic cryostat till B = 8 T. Emission was
excited by Ar+ laser line 514 nm and recorded in a Faraday
geometry in two circular polarizations.

2. Magneto-PL of tunnely coupled asymmetric QDs

Fig. 1b displays σ+-polarized magneto-PL cw spectra of dou-
ble QDs with D = 220 nm. At low B two different kinds of
PL bands are observed: broad band at higher energy 1.706 eV,
corresponding to NM lateral barrier, and two narrow lines, as-
cribed to the NM QD intradot excitons with orbital moments
m = 0 and m = 1. In contrast to positive exciton g-factor
in NM CdMgTe-based QDs and expected diamagnetic blue
shift [4], the ground m = 0 transition demonstrates red shift
with increasing B. Thus, observed negative g-factor, char-
acteristic to DMS QWs and QDs, indicating strong coupling
between the NM and DMS QDs.

Note that small linewidth of the m = 0 exciton transi-
tions (1.5 meV) is reduced by a factor of 7 as compare to the
2D-lateral barrier, a consequence of 3D confinement and sup-
pression of inhomogeneous broadening in QD. m = 1 exci-
ton has large linewidth and gradually disappears with increas-
ing B. The reason for such behavior is twofold: first, magnetic
field leads to in-plane compression of exciton wave function,
and, secondly, energy separation between exciton states de-
creases [7]. Both factors lead to increasing phonon scattering
to the ground m = 0 state.

At B ≥ 5 T new σ+-polarized low-energy band appears.
It demonstrates strong red shift as compare to the intradot ex-
citons, which is characteristic to excitons in DMS QDs [4]. It
is ascribed to the indirect inter-QDs exciton state, according to
our calculations. Absence of anticrossing behavior points to
incoherent tunneling coupling in investigated structure, caused
by strong elastic scattering via alloy fluctuations due to diffu-
sion. At the same time, intensity of the NM m = 0 exciton
decreases, pointing to a strong energy relaxation to the new
state.

We have performed calculations of the exciton states in the
studied double QD molecule according to adiabatic approxi-
mation [8], which separates carrier motion in the growth and
radial directions and appropriate in the case of QDs with big
in-plane radius. Calculations confirm: (1) it is a strong cou-
pling of electron levels in the DMS and NM QDs, that results
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Fig. 1. (a) Schematic illustration of the selective intermixing fabri-
cation technique for asymmetric double QDs. Arrows indicate dif-
fusion of Mn and Mg atoms. (b) Magneto-PL σ+-polarized spectra
of double QDs with D = 220 nm.
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in unusual for NM QD negative exciton g-factor; and (2) en-
ergy preferable formation of indirect exciton at high B due to
the giant Zeeman effect in the DMS QD and strong Coulomb
interaction between the NM QD electron and DMS QD heavy
hole (Fig. 2).

We have shown that the coupling between magnetic and
nonmagnetic QDs at narrow barrier can be so strong that would
lead to change of sign of electron g-factor in nonmagnetic QD
and formation of indirect exciton at high B between electron
of the nonmagnetic QD and hole of the DMS QD. Thus, strong
electronic coupling and possibility to control g-factor sign is
demonstrated experimentally in artificial DMS-based asym-
metric QD molecule.
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Abstract. We analyze temperature dependence of photoluminescence spectra of excitons and trions in the presence of
magnetic fields. We found that the observed temperature dependence cannot be explained within the Boltzman model which
describes the population of exciton and trion states. Calculation of the photoluminescence kinetics of exciton-trion system
has been performed. The “anomalous” temperature dependence of exciton and trion luminescence can be explained by
temperature-dependent kinetics of the population of the respective states.

Introduction

Many-electron problem is one of the most fundamental prob-
lems in physics. This problem arises in a number of fields in
physics: in nuclear physics, plasma physics, and condensed
matter physics. Some of the most important examples of the
many-electron system are bound multiple-electron complexes
in semiconductor nanostructures. The simplest of them is
the negatively charged exciton-electron complex consisting of
one hole and two electrons (a trion). The properties of such
complexes are in many respects similar to those of negatively
charged hydrogen ions observed in the spectra of star atmo-
spheres. The trions were observed experimentally for the first
time in semiconductor quantum wells in 1993 [1]. Since that
time trions were intensively studied in various semiconduc-
tor heterostructures. Singlet and triplet trion states have been
studied in magnetic fields in quantum wells based on vari-
ous semiconductor compounds with different carrier concen-
tration. Nevertheless many properties of trions have not been
thoroughly studied yet. In the present work temperature depen-
dence of photoluminescence (PL) spectra of exciton and trion
states in CdTe/CdMgTe based quantum wells with modulation
doping has been analyzed in magnetic field up to 45 T.

1. Experiment

CdTe/Cd0.7Mg0.3Te structures with a single 100Å quantum
well (QW) grown on the [100] GaAs substrate have been stud-
ied. An iodine-doped δ-layer is located 100Å from the well.
We studied a set of such heterostructures grown during one
epitaxy process using wedge doping technique [2], different
only in the doping level in the δ-layer (and therefore the 2DEG
density). The electron concentrations in the QW varied within
range from 1010 cm−2 to 1012 cm−2. Polarized photolumines-
cence (PL) from these samples was measured with magnetic
field applied in the Faraday configuration. A capacitor-driven
50 T pulse magnet (400 ms pulse duration) was used to yield
high magnetic fields. A complete set of field-dependent PL
spectra excited by a semiconductor diode pumped YAG laser
with λ = 532 nm at 1.6, 4.2 and 15 K temperature was col-
lected during each magnet pulse. Optical fibers were used for
optical illumination of the sample, and the emitted light was
detected in both circular polarizations σ+ and σ−.

2. Results

Fig. 1 shows temperature modification of PL spectra taken from
the sample with electron concentration in the QW of ne =
3× 1010 cm−2 in σ− circular polarization in magnetic field of
5 T. The spectra inσ+ circular polarization are similar and show
no new information. It is clearly seen that the intensity of the
singlet trion PL line (Ts) grows with temperature, meanwhile
the intensity of the exciton PL line falls with conservation of
integral intensity. Such redistribution of the intensities from the
high energy state to the low energy state looks very unusual.
One could expect opposite redistribution of the intensities when
high energy states get additionally populated, according to the
Boltzman factor: exp(−/E/kT )with temperature increasing,
but not depleted.

In high magnetic fields the behavior of exciton and trion PL
is also very unusual. Fig. 2 shows the PL spectra taken from
the same sample in a magnetic field of 43 T at 1.6, 4.2 and 15 K.
In these spectra the PL lines of optically active (T b

t ) and op-
tically inactive (T d

t ) triplet trion states are observed along the
emission lines of exciton (X) and singlet trion (Ts) [4]. The
temperature-induced redistribution of the intensities of differ-
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Fig. 1. Photoluminescence spectra taken in σ− circular polarization
in a magnetic field of 5 T for temperatures 1.6 (solid line), 4.2 (dotted
line), and 15 K (dashed line). Ts stands for singlet trion state, X —
for neutral exciton. On the inset: calculated temperature depen-
dencies of all the lines in σ− circular polarization in 5 T magnetic
field. Triangles and open circles are scaled experimental values for
respective states Ts and X at 1.6, 4.2, and 15 K.
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ent PL lines also occurs in these spectra. However, in high
magnetic fields the intensities of the singlet and dark triplet
trion PL lines falls, while the intensity of the bright triplet PL
line increases. This also looks unusual since the binding energy
of the bright triplet (1 meV) is considerably lower than that of
the dark triplet trion (3 meV) [4]. Hence at 15 K temperature
the bright triplet state should dissociate.

Such unusual behavior of temperature-dependent PL indi-
cates that the observed effects have a “kinetic” nature and are
related to the population process of the energy states rather than
to the temperature-induced redistribution of the carriers on the
sublevels. In order to verify this idea a calculation of the exciton
and trion PL spectra has been performed for different magnetic
field magnitudes. A system of kinetic equations for different
temperatures has been solved taking into account the energy
states of excitons, singlet, and triplet trion states, their for-
mation, recombination and spin relaxation mechanisms [3, 4].
The results of this calculation are presented on the insets to
Fig. 1 and Fig. 2 and show good qualitative agreement with the
experiment.

To get a qualitative explanation of the PL temperature be-
havior, we consider the singlet trion formation mechanism
(Fig. 3). In this magnetic field the background electrons are
completely spin polarized, i.e., they occupy the lowest Zeeman
sublevel with Sz = +1/2 and leave the upper Zeeman sublevel
with Sz = −1/2 completely empty. The singlet trion can be
formed by pairing the bright exciton (momentum +1), or the
dark exciton (momentum -2) with these electrons, because the

A

2DEG

Exciton

Singlet trion

(−1 2,+3/2)/

(−1 2,+ +3/2)1 2,/ /

(−1/2)
(+1 2,+3/2)/

(−1 2,−3/2)/

(+1 2,−3/2)/
(+1 2)/

(−1 2,+ 3/2)1 2,−/ /

Fig. 3. Schema of singlet trion (Ts) formation in magnetic fields.

electron spins in the singlet state must be antiparallel. These
exciton levels are the highest in energy and their population is
small. Consequently the formation of the singlet trion is sup-
pressed in magnetic fields at low temperature. With increasing
temperature the population of the upper electron Zeeman sub-
level increases and the formation of the trion becomes more
effective. This reveals the increase of the Ts line intensity.

In high magnetic fields the population of the dark triplet
state is at least two orders of magnitude higher than the pop-
ulation of other states [4]. We assumed that the relaxation
between T b

t and T d
t triplet states, being orbital momentum re-

laxation (30 ps), is short in comparison to the electron spin
relaxation time between triplet and singlet (150 ps). Hence,
the time of the temperature “excitation” from T d

t into T b
t is rel-

atively short as well. Taking into account the high population
of the dark triplet level T d

t and its long radiative recombination
time (3–6 ns), it is natural to expect that temperature-induced
repopulation leads to a decrease of the T d

t line intensity, and a
simultaneous increase of the T b

t line intensity.
In conclusion: Temperature dependence of exciton and

trion photoluminescence has been analyzed in the presence of
magnetic fields. This dependence is contradicting the conven-
tional assumptions concerning Boltzman distribution of carri-
ers on Zeeman sublevels. We have explained the results in a
model, which simulates the population kinetics of exciton and
trion states under temperature modification.
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Abstract. The effect of magnetic flux ] on nonlinear dc transport through a chaotic 2D cavity is investigated. The
sample-to-sample fluctuations of the (anti)symmetric with respect to inversion ]→−] component of the nonlinear
conductance are found for arbitrary temperature, magnetic field, interaction strength, and number of attached contacts. For
few-channel dots the effect of dephasing is investigated numerically. A comparison with recent experimental data is
provided.

Introduction

Recently the non-linear dc conductance of semiconductor open
mesoscopic structures and its dependence on magnetic flux ]

has found considerable experimental attention. Large applied
voltages induce a rearrangement of charge and so affect the
scattering properties of the sample. The charge redistribution
is subject to Coulomb interactions, consequently investigation
of non-linear transport reveals information on interaction. This
is in marked contrast to linear transport where the dc con-
ductance Gαβ = dIα/dVβ can be accurately treated within
a theory of non-interacting electrons. We extract interaction
constants by investigating the magnetic field symmetry of non-
linear transport. Under flux ] reversal the Onsager-Casimir
relations dictate that the conductance matrix, evaluated at equi-
librium, has the symmetry Gαβ(]) = Gβα(−]). However,
away from equilibrium, the non-linear transport properties lack
such a symmetry. Importantly, the deviations from Onsager
symmetry are entirely due to interactions [1,2]. Therefore by
investigating the departure from the Onsager-Casimir relations,
information on the interaction properties can be obtained.

Our work [3] is motivated by very recent experiments on
nonlinear transport in various open systems: carbon nanotubes,
ballistic billiards, quantum rings, and, particularly, open quan-
tum dots [4]. Due to quantum interference, the samples ex-
hibit strong mesoscopic (sample-to-sample) fluctuations, and
a theory has thus to predict statistical properties. Only recently
have two theories [1,2] explored such statistics for two-terminal
open samples. However, a more general theory that accounts
for the effects of an arbitrary temperature and dephasing at ar-
bitrary fields and interaction strength remains to be developed.
Such a theory is the main goal of the presented work.

1. Model and Results

We consider a semiconductor chaotic 2D quantum dot, see
Fig. 1, biased by several voltages V1,2,... at the reservoirs at-
tached to a dot via QPCs with N1,2,... open channels. The
magnetic field B through the area of the dot, as well as the ca-
pacitive coupling C to the gates with the voltage V0 are exter-
nally controlled. The dephasing due to electron-electron elas-
tic interaction is modeled by attaching an additional dephasing
probe φ [5]. Our theory uses the results [6] of the Random
Matrix Theory for the non-interacting electrons and the the-
ory by Büttiker et al [7], which treats the Coulomb interaction
on the mean-field level. Importantly, this approach is based
on the gauge-invariance and charge-conservation in the meso-
scopic system, and thus allows a self-consistent description of
the transport through a dot for an arbitrary interaction strength.

B

C

V1

Vφ( )ε

N1
N2

N3

V2

V0

φ

Fig. 1. Multi-terminal 2D quantum dot with perpendicular mag-
netic field B and dc bias voltages V1,2 at the contacts and V0 at the
gates with capacitance C; an additional lead φ models dephasing.
After [3].

We consider the nonlinearity in transport through the dot,
expressed via gαβγ = ∂2Iα/2∂Vβ∂Vγ . Of particular interest
for us is the statistics of the (anti)symmetrized with respect to
magnetic flux inversion ] → −] components G(a)s of the
nonlinear conductance gαβγ . These components, zero in aver-
age, strongly fluctuate from sample to sample due to quantum
effects. These fluctuations are very sensitive to the flux ], be-
cause of the sensitivity of wave functions to the applied mag-
netic field.

A key result of this work, the rms of Ga,s , is illustrated
in Fig. 2. The fluctuations of the symmetric part Gs(]) de-
crease as the magnetic flux increases from zero, while the
anti-symmetric part Ga(]) is linear [2] at low fields. As the
flux grows, their values reach the same saturation value. The
scale of the crossover flux ]c corresponds to a flux quantum
]0 = eh/c through a typical trajectory of an electron inside
the dot. The correct definition of the crossover scale ]c is
very important for the quantitative comparison of the theory
with experiment. It determines the slope of Ga at small flux ].
One might have expected ]c ∼ ]0 but importantly we find
]c � ]0 in agreement with experiment [4].

0 1 2 3

1

2

GA

Φ/Φc

1

2

GS

Fig. 2. Normalized fluctuation of the (anti)symmetric component
(Ga)Gs of the second order nonlinear conductance for a coherent
two-terminal dot as a function of flux ]/]c, ]c � ]0. After [3].
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For two terminal dots, we find the fluctuations of Ga for
arbitrary flux ], temperature T and the Coulomb interaction
strength, characterized by the capacitance C. We compare
them in detail with previously considered limits [1, 2] and
discuss the relevance of the results of various theoretical ap-
proaches to the experiment. We find the fluctuations of sym-
metrized Gs for the symmetric 2-terminal dots, and extend our
treatment to multi-terminal dots. In the latter geometry the ef-
fect of the gate voltage V0 is explored, which allows an experi-
mental estimate of the electro-chemical capacitance [7,8] with-
out an apriori unknown value of interaction strength. We nu-
merically investigate the effect of dephasing on Ga at high mag-
netic fields, low temperatures, and strong interaction, which is
relevant for experiments. The uniform (locally weak) dephas-
ing is found to have a stronger effect then the local dephasing.

2. Comparison with experiment

Our results are applicable in a wide range of experimental
regimes (arbitrary temperature, dephasing, magnetic field and
interaction strength) for the multi-channel dots. They are uni-
versal, which means that the dynamics can be either diffu-
sive (weak disorder due to impurities) or ballistic with classi-
cal chaotic dynamics (due to diffusive boundaries or irregular
shape). The value of the crossover flux ]c is essentially de-
fined by the two time scales: the ergodic time of the closed
dot and the dwell time an electron spends inside the dot, which
is characterized by the attached ballistic QPCs. The crossover
flux and the crossover voltage, which we find, allow to consider
the conductance linear in field and applied voltage. We present
physically intuitive arguments on the semi-classical level.

A comparison with the experiment by Zumbühl et al [4]
is also provided. Together with the value of the crossover
flux ]c, we can qualitatively explain the dependence of the
measured dGa(])/d] at small ] on the number of attached
open channels N . Unexpectedly, this is due to the temperature
effects, which can not be neglected even though the temperature
is ≈ 4 µeV. We discuss some yet unexplained experimental
features and provide a relation, which allows one to estimate
the interaction strength in the dots using already available data.
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Observation of quantum Hall ferromagnetic state
in nanostructured quantum wire
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Abstract. We report on the observation of ferromagnetic state of quasi-one-dimensional quantum Hall liquid in
AlGaAs/GaAs nanostructured quantum wire with periodic modulation of electrostatic potential. Magnetoresistance of the
system shows pronounced hysteretic behavior at magnetic fields, corresponding to both odd and even integer filling factors.
We demonstrate that the ferromagnetic state of quantum Hall liquid in the quasi-one-dimensional nanostrictured wire is
sensitive to the processes in the adjacent 2DEG being in the quantum Hall zero resistance state. The role of the edge current
states in the observed hysteretic behavior is discussed.

Introduction

Quantum Hall effect (QHE) attracts attention due to the vari-
ety of intriguing phenomena experimentally observed in this
regime [1,2,3]. Cooperative phenomenon originating from en-
hanced electron–electron interaction such as fractional QHE
[4], magnetic field induced metall-insulator transition [5], etc.
are of particular interest. Recently, the number of works re-
ported on the observation of ferromagnetic state of quantum
Hall liquid in a macroscopic two-dimensional systems [6,7,8],
created on a basis of nonmagnetic (in a common sense) semi-
conductor materials. The study of this phenomenon requires
special experimental conditions which considerably retards the
experimental investigations in this field. It was shown theoret-
ically that the necessary condition for the observation of this
effect is the availability of additional degree of freedom, so
called pseudo-spin degree of freedom, which in some cases
can coincide with conventional electron spin [9].

It should be noted that all of the previous observations of fer-
romagnetic quantum Hall liquid were performed on the macro-
scopic two-dimensional systems. In the present work we report
on the observation of ferromagnetic state of quantum Hall (QH)
liquid in nanostructured quasi-one-dimensional wire with pe-
riodic electrostatic modulation.

Experimental results and discussion

The test samples were fabricated on the basis of an AlGaAs/
GaAs heterojunction containing a two-dimensional electron
gas with an electron mobilityµ = (0.8−1.1)×106 cm2/Vs and
density Ns = (2−5)×1011 cm−2. The geometry of the quan-
tum wire (Fig. 1a) was defined using electron lithography and
subsequent anisotropic plasma-chemical etching. The charac-
teristic width of the wire is W = 900 nm and the period of the
electrostatic modulation is d = 600 nm. The nanostructured is
situated in a Hall bar with dimensions W×L = 50×100 µm2.
Another Hall bar with dimensionsW×L = 50×250 µm2 situ-
ated on the same wafer was used to measure magnetoresistance
of nonmodulated 2DEG. All measurements were performed in
dilution refrigerator at temperature 60 mK in magnetic fields
up to 15 T normal to the 2DEG plane. Magnetoresistance was
measured using lock-in amplifier by passing an ac current of
109 A at a frequency of 7 Hz.

The experimental magnetoresistance curvesR2DEG(B) and

d = 600 nm
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50 µm
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Fig. 1. (a) Schematic draw of the quantum wire geometry and Hall
bar layout. (b) Magnetoresistance of 2DEG. c) Magnetoresistance
of the quantum wire. Arrows show the direction of magnetic field
sweep in the regions of hysteretic loops. Rectangles shows, that the
ferromagnetic behavior is observed in magnetic fields, correspond-
ing to integer filling factors in nonmodulated 2DEG. The curves a
measured at T = 60 mK.

Rwire(B) are shown at the Fig. 1b, c. Both dependencies de-
monstrate the regime of integer quantum Hall effect, mani-
fested in a series of zero resistance plateaux. The plateaux in
the quantum wire magnetoresistance are shifted towards lower
magnetic fields and are much more narrower than those of
the 2DEG. This allows us to conclude that the electron den-
sity in quasi-one-dimensional wire is lower than in the 2DEG.
Moreover, the electron density in the wire is nonuniform due
to periodic electrostatic potential.

One can see the obvious difference in Rwire(B) measured
for different magnetic field sweep directions (see Fig. 1c), man-
ifested itself in hysteresis loops observed at integer filling fac-
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Fig. 2. Hysteresis loops corresponding to ν2DEG = 2 (a) and
ν2DEG = 1 (b).

tors. The most pronounced hysteretic features are found at
filling factors ν = 1 and ν = 2. The rectangles at Fig. 1b, c
shows that they are observed at magnetic fields corresponding
to the middle of the plateaux of zero resistance of the nonmod-
ulated 2DEG.

The detailed plots of hysteretic loops at ν = 1 and ν = 2
are presented in Fig. 2. The form of the loops and their mag-
netic field positions are phenomenologically similar to the re-
sults on the magnetization [10] and on the long time relax-
ation phenomenon [11] in macroscopic 2DEG in QHE regime,
where hysteretic behavior was observed at integer filling fac-
tors. Thus, the response of a nanostructured wire provides a
unique possibility to study the processes in the adjacent 2DEG
untouchable by the measurements of its resistance, when it is
in the quantum Hall zero resistance state.

The obtained results allow us to conclude that we observe
the ferromagnetic quantum Hall liquid state induced by quan-
tizing magnetic field. We believe that the observed metasta-
bility is caused by insulating stripes of incompressible Hall
liquid, electrically separating different areas inside the sample.
The presence of insulating stripes leads to nonequilibrium elec-
tron density redistribution with the change of applied magnetic
field. In this case, Landau level filling factor can be considered
as a pseudo-spin degree of freedom.

Conclusion

It should be noted that the observations of similar hysteretic
behavior described in the literature require special materials
(materials with a low electron g factor, bilayers) or special
experimental conditions (hydrostatic pressure). In contrast,
the present work demonstrates that the ferromagnetic state can
be achieved in a conventional AlGaAs/GaAs heterojunction by
means of nanostructuring.
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Abstract. Transport and current oscillations in GaAs–Ga0.9Al0.1As superlattices of 173, 175 and 195Å periods and with
weak barriers and lowest miniband laying below optical phonon energy is studied at 4–300 K. These studies is a first step to
fabrication of Terahertz Bloch oscillator on such SLs, proposed earlier.

Introduction

Study of vertical transport in semiconductor superlattices (SL)
with narrow minibands and narrow minigaps is of great interest
as a way of realization of dynamic negative differential con-
ductivity (NDC) caused by Bloch oscillations of electrons at
Terahertz frequency and construction of Terahertz oscillator on
this basis [1]. Numerical simulation shows the possibility of
dynamic NDC at the Bloch frequency together with positive
static differential conductivity in SL with the optical phonon
energy lying below the bottom of the second miniband and
under strong interminiband Zener tunneling. In this work non-
linear transport properties and Terahertz emission of such SL
are investigated.

1. Experimental

We’ve studied GaAs/Al0.1Ga0.9As superlattices with the pa-
rameters shown in Table 1 (we used transfer matrix method to
calculate dispersion relation). HereE0 is the bottom of the first
miniband, E1 is the top of the first miniband, E2 is the second
miniband bottom, /E1 is the first miniband width, /E2 is the
second miniband width, Egap is the minigap between first two
bands, d is the superlattice period, w and b are well and barrier
widths respectively, N is the number of periods.

Table 1. Sample parameters.

Sample 426 502 698
E0 (meV) 3.2 3.7 6.5
/E1 (meV) 11.2 14.8 11.8
E1 (meV) 14.4 18.5 18.3
Egap (meV) 7.1 7.9 18.0
E2 (meV) 21.3 26.4 31.6
/E2 (meV) 34.9 45.0 38.4
d = w + b, µm 185+10 163+10 155+20
N 100 150 500

The GaAs/Al0.1Ga0.9As superlattices consisting of 100–500
periods were mounted in n+−n−n+ structures. The super-
lattice itself was undoped with background concentration n ≈
2×1015 cm−3 and the n+ contact regions were doped with n =
3×1018 cm−3. Studied samples are processed into mesas 500
and less micrometers in diameter. The ohmic contacts are pro-
vided by standard Au-Ni-Si deposition and thermal treatment.

2. Transport properties

Static current-voltage curve for the 698 sample is shown on
Fig. 1 (inset). I–V curves for other samples (426 and 502) were
presented in previous works [2]. The current plateau is shown
on the main part of Fig. 1. We can see several well-defined
branches with NDC between 0.3 and 3.5 V. It is known [3]
that sawtooth shape of I–V could be caused by different fac-
tors: 1) changing of charge monopole position: the charge
accumulation layer appears (in ideal case in single well) under
conditions of resonant tunneling of electrons between ground-
state subbands and adjacent wells and separates regions with
high and low electric field; in real SL the number of peaks in
“sawtooth” depends on the monopole size and not only on the
number of periods because of various inhomogeneities in SL
(deviations in period length, impurities, etc.); 2) in strong elec-
tric fields, when the Wannier–Stark splitting approaches Egap,
inter-Wannier–Stark level tunneling can also produce peaks in
current through the SL. Depending on the relation between
level broadening hν, miniband width / and potential drop
per period eFd there are different mechanisms of conductiv-
ity: miniband conduction (eFd , hν � /), conduction caused
by sequential resonant tunneling between different minibands
(hν � /), Wannier–Stark hopping (hν � eFd). In this re-
port we will discuss possible conduction mechanisms based on
experimental data.

The low-voltage part of I–V (Fig. 2) shows non-Ohmic be-
havior, and deviation occurs at the voltage Vc that corresponds
to the energy of the bottom of the first miniband for different
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Fig. 1. Current plateau on the I–V curve for the 698 sample. Inset:
full I–V curve for the 698 sample.
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Fig. 2. Low-voltage part of the I–V curve for different samples.
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Fig. 3. Current oscillations spectrum for 2 different points of I–
V curve: 0.8 and 2.5 V.

samples eVc = E0 + κT ln(N+D /ND) ≈ E0 + 2.5 meV.
In all regions of NDC we’ve found low-frequency self-

oscillations of current through SL, examples of spectra of these
oscillations are shown in Fig. 3. The spectrum of these self-
oscillations can change, depending on the applied voltage, from
discrete (periodic oscillations) — upper part of Fig. 3 — to con-
tinuous (chaotic oscillations) — lower part of Fig. 3. Also we
measured the dependence of fundamental frequency on applied
voltage and observed bifurcational doubling and halving of os-
cillations frequency. The spectra and stability of current oscil-
lations in a superlattice as in a complex nonlinear dynamical
system with a large number of degrees of freedom is discussed
on the base of the model of static and dynamic domains of
high (HEFD) and low (LEFD) electric fields.

We measured spontaneous emission from our samples by
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Fig. 5. Measured radiation power with 2 different photodetectors
(I–V is also plotted for comparison).

placing different detectors in liquid helium nearby our struc-
ture. Fig. 4 shows the time dependence of the Ge(Ga) detector
signal for different applied voltage values and Fig. 5 shows the
measured detector signal amplitude at the end of voltage pulse
versus voltage for Ge(Ga) and Si photodetectors.
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Quantum oscillations of the rectified voltage and the critical current
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Abstract. The current-voltage curves and magnetic dependence of the critical current of asymmetric superconducting loops
are measured. It was found that sign and value of the asymmetry of the current-voltage curves changes with value of
magnetic field, periodically for single loop and system of identical loops. The obtained results allow to explain the quantum
oscillation of the dc voltage, observed below superconducting transition in the previous works, as rectification of ac current
or noise.

Introduction

The Bohr’s quantization
∮
l
dlp = n2πh̄ postulated for the ex-

planation of the stable electron orbits in atom is the cause of
various quantum phenomena [1] on the mesoscopic level. One
of the most wonderful phenomena is the persistent current Ip
observed in normal metal [2], semiconductor [3] and super-
conductor [4, 5] mesoscopic loop l. Its value and sign vary pe-
riodically with value of magnetic flux ] inside the loop since
the canonical momentum p = mv+ qA and therefore permit-
ted values of velocity circulation

∮
l
dlv = 2πh̄(n − ]/]0),

where ]0 = 2πh̄/q is the flux quantum. For the first time the
persistent current Ip(]/]0) ∝ n − ]/]0 was predicted [4]
and observed [5] in superconductor structure. Later the like
periodical dependence I (]/]0) was predicted [6] and ob-
served [2, 3] in non-superconducting mesoscopic structures.
Recently the quantum oscillations of the dc potential differ-
ence Vdc(]/]0) ∝ Ip(]/]0) were observed on segments of
asymmetric superconducting loops [7, 8]. It is important to
investigate the cause of this phenomenon in order to clear up
a question: “Could a like one be observed in normal metal or
semiconductor asymmetric mesoscopic loops?”.

It was found that the quantum oscillations Vdc(]/]0) can
be observed without an evident power source near supercon-
ducting transition [7], whereas at a lower temperature they can
be induced by an external ac current when its amplitude ex-
ceeds a critical value [8]. It was assumed in [8] that the asym-
metry of the current-voltage curves and its periodical change
with magnetic field are the cause of theVdc(]/]0) observed in
the both cases. In order to verify this assumption the current-
voltage curves of asymmetric aluminum loops and its change
with magnetic field are investigated in the present work.

1. Experimental

Investigated structures with thickness d = 40−70 nm con-
sisted of asymmetric aluminum round loops (rings) with semi-
ring width wn = 200 nm and ww = 400 nm for narrow
and wide parts, respectively, Fig. 1. They were fabricated
by thermally evaporated on oxidized Si substrates, e-beam
lithography and lift-off process. Two single loops with di-
ameter d = 4 µm, width of the current stripe, see Fig. 1,
wcon = 0.6 µm and wcon = 0.7 µm, two systems of identical
20 loops with d = 4µm,wcon = 0.4µm andwcon = 1µm and
two systems of double loops with different diameter d = 4µm
and d = 3 µm were investigated. For this structures, the

wcon
200 nm

40
0 

nm

d

Fig. 1. An SEM photo of the asymmetric aluminum round loop
(ring) used for the measurements. wcon is the width of the Al stripes
used as current contacts.

sheet resistance was 0.2−0.5 �/) at 4.2 K, the resistance ratio
R (300 K)/R (4.2 K) = 2.5−3.5, and critical temperature was
Tc = 1.24−1.27 K.

The current-voltage curves and magnetic dependencies of
the critical current Ic+, Ic− measured in opposite directions
on the loop, shown on Fig. 1, and systems of such loops were
investigated. Magnetic field direction was perpendicular to
the ring’s plane. All signals were digitized by a multi-channel
16-bit analog-digital converter card.

2. Results

Three types of the current-voltage curves are observed:
(1) smooth and reversible one; (2) irreversible, with smooth
transition into the resistive state; (3) irreversible, with jump
increase of the resistance of the whole structure at I = Ic+
or Ic−. The first type is observed near superconducting tran-
sition Tc, the second one in an intermediate region of temper-
ature and the third one at low temperature. We have found
that the critical current Ic+, Ic− both of single loops and sys-
tems of identical loops is periodical function of magnetic field
with period corresponding to the flux quantum ]0, Fig. 2.
The magnetic dependencies of the critical current Ic+(]/]0)

and Ic−(]/]0) measured in opposite directions are similar,
Fig. 2, for all investigated structures. The anisotropy of the
critical current Ic,an = Ic+ − Ic−, Fig. 2, is a consequance
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for single loop (1) and system of identical 20 loops (2) are shown.

of a shift /φ of these dependencies one relatively another,
Ic+(]/]0) = Ic−(]/]0 +/φ).

The similarity of the magnetic periodical dependencies of
anisotropy of the critical current−Ic,an(]/]0) and the dc volt-
age Vdc(]/]0) induced by an external ac current, Fig. 2, cor-
roborates the explanation [8] of the quantum oscillations of
the dc voltage observed on segments of asymmetric super-
conducting loops as a consequence of rectification of the ac
current [8] or noise [7]. The similarity of the magnetic depen-
denciesVdc(B) and−Ic,an(B) is observed also on double loops
with different diameter, Fig. 3, although these dependencies are
not periodical in this case [9].
The rectified voltageVdc = I−1

∫
I

dtV (Iext(t)) appears when
the amplitude I0 of the external current Iext(t) = I0 sin(2πf t)
exceeds either Ic+ or Ic− and its absolute value |Vdc| decreases
when I0 exceeds both Ic+ and Ic−. The amplitude VA of the
quantum oscillations Vdc(]/]0) has a maximum value [8, 9]
VA,max at min(Ic+, Ic−) < I0,max < max(Ic+, Ic−). Our mea-
surements have shown that the relation VA,max/I0,max is high
at a low temperature T < 0.98Tc where the current-voltage
curves of the third type are observed: VA,max/I0,max ≈ 0.8 �

Ic+

−Ic−−Ic,an
Vdc

10

−10I
, I

, I
c+

c
c,

an
−

dc
(µ

A
);

/4
 (

µV
)

V

−10 −5 0 5 10
B (Oe)

Fig. 3. The magnetic dependencies of the critical current Ic+, Ic−
measured in opposite directions, its anisotropy Ic,an = Ic+−Ic− and
the rectified voltage Vdc, induced by the ac current with frequency
f = 0.4 kHz and amplitude I0 = 17.5µA at T = 1.221 K of double
superconducting Al loops.

for a single loop with the resistance in the normal state Rn =
3.3 � and VA,max/I0,max ≈ 20 � for a systems of identical
20 loops with Rn = 92 �. The high efficiency of rectifica-
tion is conditioned by the irreversibility of the current-voltage
curves and it decreases near superconducting transition.

The conclusion that the potential differenceVdc(]/]0) ob-
served at T < Tc on asymmetric superconducting loop is re-
sult of rectification of an ac current or noise does not exclude
a like phenomenon in normal metal or semiconductor asym-
metric loops. The asymmetry of the current-voltage curves
and Ic+(]/]0), Ic−(]/]0) are consequence of the persistent
current Ip(]/]0) which is observed not only at T < Tc but
also at T ≈ Tc and even T > Tc [5] where Rl > 0. One can
expect V (]/]0) = RasymIp (]/]0) at Ip $= 0 and Rl > 0
by analogy with the case V = RasymI = (Rls − Rlls/ l)I of
conventional circular current I = R−1

l

∮
l
dlE induced by the

Faraday’s voltage
∮
l
dlE = −d]/dt in an asymmetric loop

with the segment resistance Rls/ ls $= Rl/l.
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Effect of atmospheric pressure on conductance fluctuations
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Abstract. Low frequency noise studies of single wall carbon nanotubes revealed that the noise in metallic and
semiconducting nanotubes follows 1/f and I 2 dependences on frequency, f , and current, I , respectively. Semiconducting
nanotubes have three orders of magnitude higher noise level than metallic nanotubes. In vacuum, noise decreased quickly
(during the pumping out time of about a few tens of minutes) by over an order of magnitude for both metallic and
semiconducting nanotubes. The characteristic time to restore the initial noise level after the atmosphere exposure is several
tens of hours, which is an order of magnitude longer than the characteristic time to restore the initial value of the resistance.

1. Introduction

The electronic transport properties of single wall carbon nan-
otubes (SWNTs) have attracted tremendous attention in recent
years, owing to their potential application as ballistic conduc-
tors [1], field effect transistors [2], non-volatile memories [3]
and chemical and pressure sensors [4]. Temperature, surface
passivation, and annealing significantly affect the charge in-
jection into the nanotube conductance channel and, hence, the
nanotube resistance. In this letter, we report on the effect of
the atmospheric pressure on the noise characteristics of indi-
vidual SWNTs.

2. Experimental details

SWNTs were grown randomly by thermal CVD on oxidized
100 nm Si conducting substrates. The oxide layer provided
an insulating substrate, and the conducting Si acted as a back
gate. Nanotubes were contacted with Ti/Au metal bi-layer
electrodes with 1 µm separation, fabricated by electron-beam
lithography. This yielded devices containing one or several
individual SWNTs. The low frequency noise was measured in
the frequency range from 1 to 3000 Hz. The voltage fluctua-
tions SV from the 10 k� resistor connected in series with the
nanotubes were analyzed by a SR770 Network Analyzer.

3. Results and discussions

Two types of nanotubes — metallic (M-SWNT) and semicon-
ducting (S-SWNT) — were studied. The metallic nanotubes
(with resistance R = 0.5−5 M�) had linear and symmet-
rical current-voltage characteristics, which were independent
of the gate voltage, Vg. Semiconducting nanotubes demon-
strated non-linear, asymmetrical, and gate voltage dependent
current voltage characteristics Figure 1 shows an example of
the current-voltage characteristic of an S-SWNT at the atmo-
spheric pressure and in vacuum. This current voltage char-
acteristic is well described by an exponential function I ≈
exp (eV/3.5kT). We attribute the asymmetry and non-linearity
of the S-SWNT current-voltage characteristic to the Schottky
metal-SWNT contacts. The inset in Fig. 1 shows the depen-
dence of current on the substrate (gate) voltage. As seen, the
current increases with an increase of the negative gate voltage.
This confirms p-type conductivity of the S-SWNTs.

−1.0 −0.5 0.0 0.5 1.0

−20 −10 0

1

2

2

1

V (V)

V = 50 mV

Gate voltage (V)

4×10

3×10

2×10

1×10

5×10

0

5×10

−8

−8

−8

−8

−9

−9−

10

10

10

10

10

−7

−8

−9

−10

−11I
(A

)

I
(A

)

Fig. 1. Current-voltage characteristic of the S-SWNT at the atmo-
spheric environment (line 1) and in vacuum line (line 2). The inset
shows the dependence of current on the gate voltage.

Fig. 2 shows the relative spectral noise density SI /I
2 of

short circuit current fluctuations measured at different volt-
ages (currents) for M-SWNTs and S-SWNTs. Both metallic
and semiconducting SWNTs exhibited 1/f noise with the ex-
ponent γ close to unity (γ = 1.0−1.1). As seen from Fig. 2,
the spectral noise densitiesSI /I 2 measured at different currents
nearly coincide indicating that the absolute value of noise, SI ,
scales as SI ∼ I 2.

This result was reported earlier for the individual nanotubes
and 2-D networks [5, 6] with linear current-voltage character-
istics. The dependence SI ∼ I 2 is often found for the Schottky
contacts to semiconductors [7]. Since resistance of S-SWNTs
is dominated by the Schottky contacts, we can assume that the
1/f noise of S-SWNT is originated from the contacts and/or
from the parts of the carbon nanotubes adjacent to the contacts.
Earlier we reported on the deviation from SI ∼ I 2 for iron
filled multi wall nanotubes with linear current-voltage charac-
teristic [8]. Those results indicate different possible origins of
the 1/f noise in nanotubes filled with iron. In the past, the elec-
trical properties of SWNTs have been reported to be sensitive
to their environment (for example, oxygen and moisture) [4].
We found that when the nanotubes were placed in vacuum, the
resistance of the devices increased for both M-SWNTs and S-
SWNTs (see Fig. 1), consistent with the previous reports [9].
However, the changes in the low frequency noise (reported in
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Fig. 2. Noise spectra for M-SWNT (a) and S-SWNT (b) for dif-
ferent voltages at the atmospheric pressure and in vacuum. 1 —
in atmosphere M-SWNT: V = 2, 5, 10, 20, 40, 80 mV. S-SWNT:
V = 0.45, 0.51, 0.6, 0.7, 0.8 V; 2 — in vacuum; 3 — M-SWNT
after ∼ 24 hours exposure to the atmosphere.

this paper for the first time) were much more dramatic. The
noise amplitude decreased by about an order of magnitude in
vacuum for both S-SWNTs and M-SWNTs, while resistance
change was ∼ 40% for M-SWNT and ∼ 250% for S-SWNT.
When the devices were restored to the atmospheric pressure,
the resistance and noise levels were eventually restored to the
original values. However, the noise level took a much longer
time to recover compared to the resistance. Even when the re-
sistance was restored completely to its original value after sev-
eral hours of exposure to the atmosphere, the noise remained
much smaller than its initial value in the atmosphere. Several
tens of hours were required to restore noise level to its origi-
nal atmosphere value. As an example, line 3 in Fig. 2a shows
SI /I 2 for M-SWNT after ∼ 24 hours of the exposure to the
atmosphere. As seen, for the same resistance the noise level
is almost an order of magnitude smaller than the initial value.
This indicates a much higher sensitivity of noise (compared to
the SWNT resistance) to the environment. On possible way to
characterize the 1/f noise level is to use the Hooge parameter
αH = (SI /I

2) × f × N , where N is the total number of car-
riers in the sample [10]. This parameter αH was already used
to characterize noise in carbon nanotubes and was shown to
be αH = 4× 10−3−0.2 [5]. Taking for the estimate the num-
ber of carriers to be equal to the number of atoms — clearly
overestimate — (as was done in [5]) we obtained αH = 1−10,
for M-SWNTs. To conclude, the low frequency 1/f noise
in metallic and semiconducting single wall carbon nanotubes
was studied at atmospheric pressure and in vacuum. In both
types of devices the spectral noise density of current fluctua-
tions was proportional to the square of the current and the noise
level decreased about one order of magnitude in vacuum. High
sensitivity of noise to the environment shows a potential for
chemical sensor applications based on carbon nanotube noise
characteristics.
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Theory of one-dimensional double-barrier quantum pump
in two-frequency signal regime
M. M. Mahmoodian and M. V. Entin
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Abstract. A one-dimensional system with two δ-like barriers or wells bi-chromaticaly oscillating at frequencies ω and 2ω is
considered. The alternating signal leads to the direct current across the structure (even in a symmetric system). The
properties of this quantum pump are studied in a wide range of the system parameters.

We study the quantum pump described by the one-dimensional
time-dependent potential:

U(x) = (u11 sinωt + u12 sin 2ωt)δ(x + d)+
+(u21 sinωt + u22 sin 2ωt)δ(x − d) . (1)

The alternating voltage produces the stationary current by
pumping electrons between leads x < −d and x > d. The
effect is sensitive to the phase coherence of alternating sig-
nals and can exist even in symmetric systems. The stationary
current is possible also in the case of different amplitudes of
alternating fields.

We have studied the system both analytically and numeri-
cally. The analytical approach is based on the perturbational
(with respect to amplitudes of a.c. signal) consideration. The
current contains independent contributions caused by uij and
an interference term. The elastic, absorption and emission
channels participate in the process. The case of strong alter-
nating signal was studied numerically.

The Figures 1–5 show typical plots of the derivative of the
stationary current with respect to the Fermi energy ∂J/∂EF =
G × 2e2/h as a function of the Fermi momentum (Figs. 1–3),
the amplitude (Fig. 4) and the frequency (Fig. 5). We use the
unites h̄/md for uij , h̄/d for the momentum p, and h̄/2md2

for the frequency.
The curve in the Fig. 1 corresponds to antipodal signals with

same amplitudes (u12 = −u22), that demonstrates the impor-
tance of the phase coherency of the signals (in such conditions
the stationary current in the same system under monochromatic
voltage is vanishing [1]). The current oscillates with the Fermi
momentum due to the interference of the electron waves in the
structure. Besides, the current possesses singularities caused

G

pF

0

−5

−10

1
2

Fig. 1. The derivative of the current G versus the Fermi momentum.
Here u11 = u12 = 1, u21 = u22 = −1, ω = 2. The left delta-
function oscillates from the barrier to zero hight, the right delta-
function changes from the well to zero.

G

pF

0
2 4

1

Fig. 2. The dependence of G on the Fermi momentum. We set
u11 = u12 = 2, u21 = u22 = −1, ω = 2.

G

pF

2
4 6

8

0.05

0.00

Fig. 3. G versus the Fermi momentum; u11 = u12 = 2, u21 = u22 =
−1, ω = 50.

by the resonances with the zero energy state and their photon
repetitions.

The Figures 1–3 present the quantity G as a function of
the Fermi momentum for u21 = u22 = −1, ω = 2 and
u11 = u12 = 1 (Fig. 1), 2 (Fig. 2). The peaks of the curves
correspond to the multi-photon threshold resonances with zero
energy state. The increasing of u11 = u12 leads to the strength-
ening of multi-photon singularities. The Figure 3 shows the be-
havior ofG for large enough frequency where the only threshold
singularity exists in the concerned range of Fermi momentum
values.

The Figure 4 depicts G versus u11 for the symmetric system
(u11 = u12 = −u21 = −u22).

The Figure 5 demonstrates the dependence of G on the fre-
quency. The complicated structure of G in the low frequency
region is explained by multi-photon resonances reducing for
larger frequencies.

Our calculations show that the stationary current is a sophis-
ticated function of the parameters, that reflects the interference
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Fig. 4. The dependence of G on the amplitudesu11 = u12 = −u21 =
−u22 for ω = 2, pF = 0.7.
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Fig. 5. The dependence of G on the frequency for u11 = u12 = 1,
u21 = u22 = −1, pF = 0.7.

effects, presence of virtual states, and threshold singularities.
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Acoustoelectric current in 3D ballistic microconstriction
V. A. Margulis and I. A. Kokurin
Mordovian State University, 430000 Saransk, Russia

Abstract. The acoustoelectric current through a ballistic three-dimensional constriction is investigated in the presence of a
longitudinal magnetic field. We obtain a convenient analytic formula for the current in the case of long wavelengths of the
sound. It is found that the dependence of the current on the chemical potential (which is controlled by the gate voltage) in
the terminals can exhibit both the oscillatory behaviour and the step-like one. Conditions of the step-like behaviour have
been found. The effect of magnetic field and temperature on the current is studied.

Introduction

The interaction of surface acoustic waves (SAW) with elec-
trons in mesoscopic systems has been attracting growing at-
tention. In particular, the acoustoelectric (AE) effect (dc cur-
rent induced by the SAW) was investigated experimentally in
quantum channels defined in GaAs-AlxGa1−xAs heterostruc-
tures [1, 2]. It was shown the AE current undergoes giant quan-
tum oscillations as a function of the applied gate voltage [1],
having maxima between the plateaux of the quantized conduc-
tance. The experimental study [2] presents step-like behaviour
of the AE current in a channel. It was observed clearly up to
four plateaux in theAE current as a function of the gate voltage.

This problem has been considered theoretically in several
papers [1, 3–6]. The AE effect in quantum channels can be de-
scribed by using either of the following two approaches. In the
first approach, the electron motion was described by the Boltz-
mann equation [1, 3], with the SAW considered as a classical
force [1] or as a flux of monochromatic ultrasonic phonons [3].
The approach is valid only when the channel length is much
longer than the acoustic wavelength. Second approach is of the
quantum-mechanical type [4–6], i.e., is based on direct calcu-
lation of the transmission coefficients of electron through the
structure. In particular, it has been realized that the AE current
in the ballistic point contact does not simply represent the drag
of the electrons by the SAW, but constitutes an example of a
pumping phenomenon [5, 6]. We note that the scattering inside
the channel plays a crucial role for producing the AE effect [5].
Thus, there is no pumping current in a perfectly conducting
channel.

The purpose of the present work is to study the behaviour
of the AE current through a 3D ballistic constriction. We con-
sider a system which consists of two bulk electronic reservoirs
connected by a constriction. We assume that the temperatures
in reservoirs are equal, the same is true for electrochemical po-
tentials. Thereby we exclude from consideration all transport
effects except the acoustoelectric one.

We consider 3D constriction modelled by the following
confining potential which characterizes the shape and extent
of the constriction [7]

V (x, y, z) = V0 + m∗

2

(
ω2
xx

2 + ω2
yy

2 − ω2
zz

2
)
. (1)

Here z is the coordinate along the constriction axis, x and
y are the coordinates in the transverse directions, V0 is the
potential at the saddle point, and m∗ is the effective mass of
the electron; ωx , ωy are the characteristic frequencies of the
parabolic confining potential which determine the semi-axes

of elliptic cross-section of the constriction lj =
√
h̄/4m∗ωj

(j = x, y), and ωz determines the curvature of the potential
along its axis. The corresponding characteristic length lz has
the form lz =

√
h̄/2m∗ωz. The system is placed in the longi-

tudinal magnetic field B = (0, 0, B).

1. Calculation of AE current

To calculate the AE current through microconstriction the con-
cept of time-dependent scattering states [5, 6] has been used. In
this case the acoustic wave of frequency ωq and wave vector q
is represented by the moving potential profile

δU(r, t) = A cos(qr − ωqt) . (2)

The potential created by the acoustic wave has been assumed
propagating in the z direction, q = (0, 0, q). We suppose that
the reservoirs give no contribution to the current.

Let us consider the actual case of a long wavelength of
the sound (qlz � 1), where the classical approach [1, 3] is
not valid. Neglecting a weak screening of a sound potential
inside microconstriction [1], we can write the AE current in
zero-temperature limit as

J (µ, T = 0)

J0
=

∞∑
m,n=0

exp
[−β (µ∗ − Emn)

]
(1+ exp [−2β (µ∗ − Emn)])3/2 ,

(3)
where J0 = 4πeωq|A|2/(πh̄ωz)

2, β = π/h̄ωz, µ∗ = µ− V0,
and µ is the chemical potential of the electron gas in the reser-
voirs. A discrete part of the single-electron spinless spec-
trum Emn has the form [7]

Emn = h̄ω1(m+ 1/2)+ h̄ω2(n+ 1/2) , (4)

and the hybrid frequencies ω1,2 are given by

ω1,2 = 1

2

(√
ω2

c + (ωx + ωy)2 ±
√
ω2

c + (ωx − ωy)2

)
,

(5)
where ωc = |e|B/m∗c is the cyclotron frequency.

As follows from Eq. (3) the dependence of the AE current
on the chemical potential demonstrates giant oscillations in
the general case. It is interesting that each maximum of giant
quantum oscillations corresponds to a threshold of the ballistic
conductance [7].

For the analysis it is convenient to represent Eq. (3) as a
Fourier series with help of direct and reverse Mellin transfor-
mations.
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To take into account an effect of the temperature on the AE
current a standard approach has been used

J (µ, T ) =
∞∫

0

dε

(
−∂f

∂ε

)
J (ε, T = 0) , (6)

where f (ε) is the Fermi distribution function.
Using the above-mentioned transformation and Eq. (6) it is

easy to represent theAE current as the sum of the Fourier series.
For the realistic case of the long constriction (ωz � ωx,y) we
can write

J

J0
= ωz

πh̄ω1ω2

[
µ∗

+2π2T
ω2

ω1

∞∑
n=1

(−1)nn sin(2πnµ∗/h̄ω1)

sinh(2π2nT/h̄ω1) sin(πnω2/ω1)

+2π2T
ω1

ω2

∞∑
n=1

(−1)nn sin(2πnµ∗/h̄ω2)

sinh(2π2nT/h̄ω2) sin(πnω1/ω2)

]
. (7)

It should be noted that the analysis of convergence of series
of the type (7) is carried out in Ref. [8]. As follows from this
equation the dependence of the AE current on the chemical po-
tential demonstrates two types of oscillations. The amplitudes
of these oscillations are determined by the relations between the
temperature, the parameters of the constriction, and the mag-
netic field. The period of each component depends only on
parameters of the magnetic and size quantization (/iµ = h̄ωi ,
i = 1, 2).

2. Discussion

It is interesting to consider the sufficiently asymmetric con-
striction, that is ωx � ωy , or the case of a strong magnetic
field which guarantees the effective asymmetry (ω1 � ω2).
In the above-mentioned case the first series in Eq. (7) exhibits
oscillations with a sawtooth modulation, but the second se-
ries undergoes the strictly sinusoidal oscillations as a function
of the chemical potential. Finally, it leads to step-like depen-
dence of theAE current with the fine structure which represents
oscillations with the period /µ = h̄ω2. The lengths of the
plateaux are /µ = h̄ω1. It is interesting to note the amplitude
of the fine-structure oscillations varies from plateau to plateau
(Fig. 1).

The temperature corresponding to the smearing of the fine-
structure oscillations (T ∼ h̄ω2) is much smaller than temper-
ature which is necessary to the smearing of thresholds of the
AE current (T ∼ h̄ω1). It leads to strictly step-like behaviour
(without fine structure) of the AE current in this temperature
interval (Fig. 1)

J step

J0
= ωz

πh̄ω1ω2

[
µ∗+2πT

∞∑
n=1

(−1)n
sin(2πnµ∗/h̄ω1)

sinh(2π2nT/h̄ω1)

]
.

(8)
The current J step is the sum of two parts, the monotonic part
is a linear function of the chemical potential, while the series
gives a sawtooth contribution to this dependence. The height
of the AE current steps is given by

/J = 4eωq|A|2
π2h̄2ω2ωz

. (9)

0.1

0.3

0.5

0.7

2 3 4 5 6

A
co

us
to

el
ec

tr
ic

 c
ur

re
nt

/J
J 0

Reduced chemical potential µ- (10 erg)V0
−14

Fig. 1. The step-like dependence of the AE current vs. chemical
potential. ωx = 4.4 × 1012 s−1, ωy = 2.3 × 1012 s−1, ωz =
3× 1011 s−1, B = 3.4 T, T = 2 K (thin line), T = 4 K (thick line).

We note the effect of the magnetic field on the AE current
behaviour. The amplitude of the fine-structure oscillations de-
creases with increasing of the magnetic field while the height of
the current steps increases. Moreover increasing of the mag-
netic field leads to the extension of the temperature interval,
where the AE current is strictly step-like function of the chem-
ical potential. In the strong magnetic field case (ωc � ωx,y)
theAE current undergoes Shubnikov–de Haas oscillations with
the period

/

(
1

B

)
= eh̄

m∗c(µ− V0)
. (10)

In the case of comparatively low temperatures T � h̄ω2 the
amplitudes of the oscillation peaks are larger than the height of
the steps. That is why the AE current plateaux are destroyed
by these oscillations. And finally let us describe the case T �
h̄ω2. The temperature increasing leads to the smoothing of the
thresholds of the AE current steps. This process is similar to
the smoothing of the thresholds of the ballistic conductance
steps. In this case there is the linear dependence of the AE
current on the chemical potential. It corresponds to the first
term in Eq. (7).
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Role of fluctuations in carrier transfer quantum processes
in semiconductor heterostructures
I. V. Rozhansky and N. S. Averkiev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Influence of the electrical potential fluctuations on quantum transfer effects in semiconductor heterostructures is
analyzed. It is shown that, contrary to the bulk 3D case, carriers capture by a quantum well (QW) or tunneling through a
potential barrier is not characterized by optimal fluctuation. Spin-dependent tunneling in single-barrier nonmagnetic
structures is shown to be insensitive to the fluctuations while in double-barrier structures fluctuationsf substantially reduce
polarization efficiency. It is demonstrated that while for realistic AlGaAs heterostructures carriers capture by a QW keeps its
resonance behavior, for presently actual InGaN-based heterostructures the capture probability becomes a smooth function of
the QW parameters.

Introduction

Quantum-mechanical processes such as carriers capture by
quantum wells (QW) and transfer through a multiple potential
barrier systems make a basis of functioning of various semi-
conductor devices including rapidly developing LED, laser and
spintronic applications. While these processes are constantly
being under thorough theoretical investigations, fluctuations of
the parameters of the realistic quantum system are usually not
considered. At the same time, the significant fluctuations of
the parameters such as QW depth or potential barrier width
are essential for the real physical structures. Understanding
the influence of the fluctuations on the derivations of the the-
ory is crucial for correct analysis and device design. In this
work we analyze different alternatives of the fluctuation influ-
ence on the quantum transfer and apply the results to a certain
quantum-mechanical problems.

Generally we discriminate between three different cases:
1. Weak-dependence case. In this case fluctuations do not

play any significant role and can be totally neglected.
2. Optimal fluctuation case. In this case the solution of the

problem with fluctuating parameter appears to be similar
to the case with no fluctuations, but the parameter value
being substantially different from the average.

3. Resonance case. In this case the fluctuations dump the
theoretically predicted resonance dependence on the pa-
rameters of the structure so that the solution becomes
qualitatively different from that with fluctuations ne-
glected.

Calculations

In this paper we examine several quantum-mechanical phe-
nomena in semiconductor heterostructures that have been in-
tensively studied recently and show how the obtained results
change if the fluctuations are taken into account in each case.
Effect of spin-dependent tunneling, particularly in non-magne-
tic semiconductors has attracted attention lately and the devices
based on manipulating of spin-polarized carriers by electri-
cal means have been suggested. We analyze fluctuations for
the spin-dependent tunneling through a semiconductor single-
barrier (SB) [1] and double-barrier (DB) [2] nonmagnetic struc-
tures. For the DB structure the fluctuations of the QW width
with standard deviationσ ≈ 1 monolayer (ML) decrease polar-
ization efficiency and substantially change its dependence on
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Fig. 1. Polarization in double-barrier structure.
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Fig. 2. Polarization in single-barrier structure.

the parameters of the QW between the barriers (Fig. 1). This is
a typical example of the resonance case in the introduced clas-
sification. Contrary, the probability of spin tunneling through a
SB structure has no resonance behavior: the dependence of the
polarization on the barrier shape is weak (Fig. 2). Thus, despite
this structure provides smaller polarization than the DB struc-
ture, the value is not affected by the fluctuations and finally
the polarizations in both structures appear to be comparable
(∼ 1%). In the DB structure considered above the account
of fluctuations cannot be reduced to any effective value of the
fluctuating parameter, but rather the explicit averaging should
be performed. However, in many cases the fluctuations in a
quantum-mechanical problem can be described within the op-
timal fluctuation method (case 2 in the above classification).
Tunneling through a wide potential barrier is a typical example
of such a case [3,4]. In [4] the tunnel current in back biased
pn-junction has been calculated with account for fluctuations
of the dopant concentration. In this problem the tunnel current
depends exponentially on the barrier width while the latter is
normally distributed following the fluctuations of the dopant
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Fig. 4. Dependence of electron capture probability on QW depth in
InxGa1−xN/GaN heterostructure.

concentration. The relation between function strengths of both
factors is such that an optimal value of the barrier thickness
(substantially different from the mean value) can be found so
that only the optimal barriers significantly contribute to the to-
tal current. Thus the system behaves similar to that with no
fluctuation but with “effective” parameter value.

Finally we consider another quantum-mechanical process —
carrier capture by a QW — the actual problem for light-emitting
diodes (LED) and lasers. Correct account for the fluctuations is
very important for optimization of conventional AlGaAs LEDs
and lasers, and even more for the rapidly developing LED het-
erostructures with InGaN-based QWs. In the latter the large
compositional fluctuations of QW material are imprescriptible
and probably play very important role in their efficiency. In
this work we give an example of calculation of carrier capture
probability for AlxGa1−xAs/GaAs and InxGa1−xN/GaN het-
erostructures. In the absence of fluctuations the dependence
of carriers capture probability on QW parameters exhibits res-
onant behavior with two types of resonances [5]. However,
as show the calculation, the fluctuations of the QW width and
depth suppress the resonances. At that, whether the resonances
remain pronounced or not depends on the amplitude of the fluc-
tuations. For example, the fluctuations of QW width of≈ 1 ML
in high-quality Al0.3Ga0.7As/GaAs heterostructure keep the
resonant character of the dependence of capture probability
on QW width (Fig. 3). Contrary, due to large In composition
fluctuations (≈ 30%) in realistic InxGa1−xN QWs the strong
dependence of the capture rate on the QW parameters is not
expected (Fig. 4). We have obtained that for InxGa1−xN/GaN
heterostructures the capture probability constitutes 0.1–0.2 for
electrons and 0.3–0.5 for the holes, the results being applicable
for a wide range of QW width and height. In our opinion, the
calculated values will help in quantitative description of carrier
transport in the active area of InGaN-based heterostructures.

Conclusions

Several quantum transport problems have been considered to
clarify possible role of the electrical potential fluctuations in
quantum transfer processes. It has been shown that while in
bulk samples the fluctuations can be taken into account by
means of effective value or optimal fluctuation approach, in
low-dimensional structures the fluctuations can substantially
modify resonance character of the quantum transport. We have
shown, that spin orientation appearing in the carriers tunneling
through double-barrier structure is suppressed by the fluctu-
ation of the barrier shape. Contrary, spin orientation in the
tunneling through a single barrier is insensitive to these fluctu-
ations. It has been shown that fluctuations of the QW param-
eters in realistic AlGaAs based heterostructures do not change
the resonance character of carriers capture, but in the recently
widely studied AlGaInN heterostructures with InGaN-based
QWs the fluctuations suppress the resonant capture.
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Fixed range hopping regime for ac conduction over
weakly localized states
I. P. Zvyagin
Faculty of Physics, Moscow State University, 119899 Moscow, Russia

Abstract. The relaxation ac hopping conduction over weakly localized states in dense granular disordered materials is
studied in the frequency region where hopping distance becomes frequency-independent (fixed range hopping regime). It is
shown that, depending on the structural characteristics of the material, the conductivity in this region can exhibit the
behavior characteristic of the nearly constant loss regime or a superlinear frequency dependence.

Introduction

It is well known that the frequency dependence of the real
part of the hopping conductivity of numerous disordered solids
(amorphous and doped semiconductors, semiconductor glas-
ses, polymers, ion-conducting solids, etc.) can be described
by the fractional power law

σ ′(ω) = Aωs, (1)

where A is a constant and the parameter s lies in the range
0.7 < s < 1. Relation (1) is obeyed over wide frequency
ranges covering many orders of magnitude. The conventional
hopping theory of the phonon-assisted (relaxation) ac conduc-
tivity (neglecting the Coulomb correlations) predicts the de-
pendence of the type

σ ′(ω) = Aω rnω, (2)

where rω is the frequency-dependent hopping distance loga-
rithmically dependent on frequency and n is an integer (n = 4
in the 3D case) [1]. Equation (2) is well approximated by the
fractional power dependence (1) with exponent s that is smaller
than 1 and gradually increases with frequency and with lower-
ing temperature.

A frequency dependence of the conductivity similar to that
given by Eq. (1) was also observed in a number of inhomo-
geneous materials with "granular" structure: nanocrystalline
conductors [2], nanocomposites [3], and doped semiconduc-
tors near the metal–insulator transition (MIT) [4, 5] (in this
case, "grains" may be associated with fluctuations creating con-
ducting inclusions similar to those in heavily doped semicin-
ductors [6]). Recently, the ac conductivity of the arrays of
self-assembled quantum dots was studied [7].

There are some specific features observed in the ac con-
duction of these materials such as the structural dependence
of the parameters of Eq. (1) or a weak frequency dependence
of the conductivity [7, 8]. These features might be related to
the granular structure of the materials. Indeed, the possibility
of applying the standard theory of ac hopping between point
localization sites to granular structures is not obvious. In par-
ticular, this is true for dense granular arrays, where

γ−1, w̄ � ā; (3)

here, γ is the inverse decay length of the wave function in
the barrier separating the grains, w̄ is the average edge-to-
edge separation between the grains and ā is the average grain
size. Condition (3) implies that the hybridization of the states

associated with separate grains can play an important role [9,
10]. In what follows, we discuss the effect of granular structure
on the relaxation ac hopping conduction.

1. General relations for the relaxation conductivity

We consider a dense array of nanograins (quantum dots) with
disorder originating from random fluctuations in size and edge-
to-edge separations (potential barrier widths) between the
grains. We assume the conductivity mechanism to be inelastic
tunnelling (hopping) between localized states associated with
the grains.

In the pair approximation, the expression for the real part
of the low-field ac conductivity can be written in the form [1]

σ ′(ω) = e2ω

kT

∑
{ij}

R2
ijFij

ωτij

1+ (ωτij )2 . (4)

Here, i and j are the exact (hybridized) eigenstates that may be
weakly localized if the overlap of the "atomic" wave functions
(those for isolated-grain problems) is important, the summation
is performed over isolated pairs of localized states {ij}, Rij is
the radius vector connecting the localization sites of the pair,
Fij = (1/f (j)

i + 1/f (i)
j )−1 is the statistical factor, f (j)

i is the
equilibrium occupancy of state i of the pair provided that the
other state of the pair is empty, τij = 0−1

ij Fij is the relaxation

time in the pair, 0ij = Wijf
(j)
i is the transition rate, and Wij

is the transition probability between states i and j . For the
system under study, the relaxation time in a pair is expressed
as [11]

τij = τ0 exp (2γ̃ lij ), (5)

where γ̃ is the renormalized inverse decay length of the wave
function and the prefactor τ0 is inversely proportional to the
prefactor in 0ij that is expressed as the square of the product
of the resonance integral Iij by a factor determined by the
electron-phonon interaction. Note that the energy levels for
the transitions that determine the ac conductivity are known
to lie in the layer of width kT near the Fermi level and are
included into the prefactor τ0.

2. Results and discussion

The main difference of our approach based on Eq. (5) form
the conventional theory of the ac hopping conductivity [1] is
that we take into account the finite size of the sites. The re-
laxation time (5) exponentially depends on the total tunnelling
distance lij expressed in terms of the edge-to-edge separations
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wij and, for γ̃ lij � 1, is expected to be distributed over a broad
range. In [11], the ac conductivity of granular structures has
been considered in the low-frequency range in the extended-
pair approximation (i.e., taking account of the hybridization
of the states of neighboring grains). It is known that the main
contribution to the right-hand side in Eq. (4) corresponds to
the total tunnelling distance lω, for which ωτij ≈ 1, i.e., to
lω = (2γ̃ )−1 lnν (1/(ωτ0)), where ν is the fractal dimension-
ality for the paths of minimum length on the percolation clus-
ter. At low frequencies, where lω � a, the transitions between
distant hybridized states give the main contribution to the con-
ductivity. At frequencies exceeding the frequency, at which lω
becomes comparable to the grain size a, transitions between
near neighbors (NNs) become predominant.

For NN localized states i and j , the resonance integral Iij
exponentially depends on the edge-to-edge separation wij be-
tween the grains,

Iij = I0 exp(−γwij ). (6)

It is noteworthy that the prefactor I0 substantially depends
on the grain size. For large grains γ ā � 1, this dependence
can be approximated by the relation

I0 = I00 (γ ā)
−q . (7)

There are two factors that determine the exponent q. First, it
follows from the normalization condition that the amplitude of
the wave function at the grain boundary decreases with increas-
ing grain size. Second, the effective “contact area” between the
neighboring grains depends on the grain size as well. Taking
these two factors into account, we can estimate q; we obtain
q ≈ 2 for 3D systems and q ≈ 3/2 for 2D systems.

According to Eq. (3), we have γ ā � 1, and the decrease (7)
in I0 due to a large grain size may be quite important. The
magnitude of I0 affects the quantum correlation between the
characteristic energy levels and the crossover frequency that
separates the region of NN hopping from the low-frequency
region where the conductivity is controlled by the contribution
of distant-neighbor transitions via virtual states [11].

Assuming the level energies to be uniformly distributed
with density (per site) g0, we can write conductivity (4) in
the form

σ ′(ω)

= Ce2ā2g2
0ω

kT
Nz

∫
dwP (w)(kT +U(a))

ωτ(w)

1+ω2τ 2(w)
. (8)

Here, C is a constant of the order of unity, N is the density of
grains, lij = wij ,P(w) is the distribution function for the edge-
to-edge separations, z is the average number of NNs, U(ā) ≈
e2/(κā) is the Coulomb correlation energy of two electrons
simultaneously occupying the pair of sites considered [12], and
κ is the permittivity. In deriving Eq. (8), we have neglected the
quantum correlation of energy levels, related to the overlap of
wave functions [13], since, due to Eq. (7), the overlap of wave
functions of neighboring grains is strongly suppressed. The
reduction in Iij also implies that the transition from the regime
of distant-neighbor transitions via virtual states [11] to the NN
hopping regime is attained at substantially lower frequencies
for granular structures than for systems of point localization
centers.

Condition (3) implies that the charge displacement Rij is
much greater than the tunnelling length and we have replaced
Rij by ā. Thus the characteristic charge displacement is in-
dependent of frequency (fixed range hopping). Therefore, the
logarithmic frequency factors (like rω in Eq. (2)) do not appear
in Eq. (9).

The factorωτ(1+ω2τ 2)−1 considered as a function ofw is
known to be sharply peaked atwω = (2γ )−1 ln(1/ωτ0)(cf. [1].
Let the width of the distribution P(w) be large compared to
γ−1, i.e., letP(w)be a slowly varying function in the frequency
range corresponding to the widths w near the value wω. Then
we obtain

σ ′(ω) = C e2ā2g2
0

kT
NzP (wω)ω. (9)

Equation (9) determines the frequency dependence of the ac
hooping conductivity due to NN hopping.

3. Conclusions

We see that the distribution of edge-to-edge separationsP(w) is
an important structural characteristic of the system. Depending
on the shape of the function P(w), the behavior of the conduc-
tivity can be different thus providing an opportunity to obtain
information about P(w) from the frequency measurements. In
the frequency range where we may set P(w) ≈ const, the fre-
quency dependence of the conductivity is almost linear (the
nearly-constant loss behavior, which is currently observed in
numerous disordered materials: amorphous semiconductors,
glasses, low-loss polymers etc.). Such behavior, whose origin
in different systems is still under dispute, was also observed
in doped semiconductors near the MIT. Moreover, in contrast
to conventional theories [1, 12], where the obtained depen-
dence σ ′(ω) is sublinear, dependence (9) can be superlinear
if dP (w)/dw|w=wω < 0.
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Abstract. Three-terminal junction devices have been realized with branched InAs nanowires and were characterized by
electrical measurements. The branched nanowires are grown with Au nanoparticles as catalysts by chemical beam epitaxy
and the electrical contacts to the nanowires are made with e-beam lithography. When the voltages are applied to the trunk
contacts of the nanowire junctions in push-pull and push-fix fashions, the voltage measured in the branch shows novel,
interesting down-bending characteristics. These nonlinear properties of the nanowire junctions have potential applications
in the nanoelectronics.

Introduction

Epitaxially grown semiconductor nanowires are of great in-
terest due to their well-defined crystalline structure and
unique electrical and optical properties with numerous applica-
tions [1]. The growth techniques for semiconductor nanowires
have been quickly advanced in recent years and it is now pos-
sible to grow high-quality nanowires with controlled diameter
and length. It is also possible to dope the nanowires and to grow
nanowire heterostructures [2–4]. Recently, growth of branched
GaP, Si, and GaN nanowire structures was reported [5, 6]. In
this work we report on growth of branched InAs nanowire struc-
tures by chemical beam epitaxy (CBE) and on studies of their
electrical properties.

The branched nanowires were measured in a three-terminal
junction configuration. Previously, three-terminal junctions
were extensively studied in the ballistic transport regime [7–
9]. These three-terminal ballistic junction (TBJ) devices were
formed in a 2DEG made from a high-mobility semiconductor
heterostructure using conventional top-down nanofabrication
techniques. The 2DEG-based TBJ devices show highly nonlin-
ear characteristics, which can be used for realization of a variety
of novel devices [10, 11]. In this paper, we report the obser-
vation of similar nonlinear characteristics in the three-terminal
nanowire junctions grown by CBE. By applying a back-gate
voltage and varying the voltages applied to the nanowire junc-
tion contacts, we can also tune between linear and nonlinear
characteristics of the three-terminal nanowire junction devices.

1. Fabrication and experiment

The three-terminal nanowire junctions were realized with Au
nanoparticle-induced growth. First, InAs nanowire trunks
were grown using Au aerosol particles as catalysts by CBE.
Subsequently Au aerosol particles were deposited on the sur-
faces of InAs nanowire trunks and InAs nanowire branches
were grown by CBE on the InAs trunks, resulting in branched
InAs nanowires. The diameters of the nanowire trunks and
branches used in present study were controlled by the Au nano-
particle size and were in the range of 50–100 nm. Figure 1(a)
demonstrates a transmission electron microscopy (TEM) im-
age of a typical nanowire junction. These branched nanowires

were transferred to Si wafers capped with a 100 nm thick sil-
icon oxide layer. Electrical contacts to individual branched
nanowires were fabricated by e-beam lithography, metal evap-
oration and lift-off [4]. A scanning electron micrograph of an
electrically contacted three-terminal nanowire junction and a
schematic circuit layout for the electrical measurements are
shown in Figure 1(b).

The fabricated three-terminal nanowire junction devices
were characterized by I–V measurements between all the con-
tacts. Voltage measurements in push-pull and push-fix man-
ners on the three-terminal junctions were performed after the
characterization in the same way as previously reported for
2DEG-based structures [9, 11]. In the push-pull measure-
ments of a three-terminal nanowire junction, voltages in an
anti-symmetric configuration, VL = −VR [cf. Fig. 1(b)], are
applied to the nanowire trunk, while the central branch is used
as a voltage probe. In the push-fix measurements a voltage is
applied to one of the two trunk electrodes, while keeping the
other one grounded, and the voltage output from the central
branch is measured. Both the push-pull and push-fix measure-
ments were done for different voltages applied to the back side
of the substrate (the back-gate). The electrical current through
the trunk was monitored during the measurements. The mea-
surements were performed both at room temperature and at
4.2 K.

(a) (b)
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Fig. 1. (a) TEM micrograph of a typical three-terminal InAs
nanowire junction with 70 nm branch diameter and 90 nm trunk
diameter. Vertical lines on the micrograph correspond to stacking
faults in nanowire crystalline structure. (b) SEM micrograph of
a three-terminal InAs nanowire junction device with a schematic
drawing of the circuit used for electrical measurements.
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Fig. 2. Measured output voltage from the central branch, VC, as a
function of the voltage applied to the trunk of the nanowire junction
in (a) the push-pull (Vpp = VL − VR, VL = −VR) and (b) the
push-fix (Vpf = VL, VR = 0) configuration [cf. Fig. 1(b)]. The
measurements were performed at 4.2 K for the back-gate voltage
Vbg = −3.6 V.

2. Results and discussion

As can be seen from the TEM image [Fig. 1(a)], the CBE grown
nanowire junction has a crystalline structure. The nanowire
branch adopts crystalline structure from the wire trunk and
the stacking faults formed during trunk growth develop into
the nanowire branch. The TEM images analysis indicates that
the InAs nanowires have wurtzite structure with occasions of
thin cubic sections (the stacking faults). Nanowire trunks have
the [000-1] growth direction, and the nanowire branches grow
perpendicularly to the trunks in 〈1120〉 growth directions.

The I–V measurements between the two trunk contacts and
between a trunk contact and the branch contact reveal similar
ohmic behavior. Typical resistance between the contacts is
in a range of 3–30 k� at room temperature. The measured
back-gate dependence of the resistance implies that the charge
carriers in the three-terminal nanowire junction are electrons
(n-type).

The push-pull and push-fix measurements on three-terminal
nanowire junctions show a complex behavior. Some of the re-
sults obtained at liquid helium temperature (4.2 K) are pre-
sented in Fig. 2. From the Fig. 2(a) one can see that at
small push-pull voltages, the nanowire junction shows a down-
bending parabola-like voltage output behavior. This behavior
agrees well with the expected properties of a three-terminal bal-
listic junction with n-type carrier conduction [7]. At higher ap-
plied push-pull voltages one can see flattening of the parabola-
like voltage output and a smooth transition to the region of a
linear dependence of the output voltage on the applied voltage.

This linear dependence is characteristic of a junction with
the electron transport in the diffusive regime. Figure 2(b)
presents the measured push-fix results at the same measure-
ment conditions. The results of the push-fix measurements
also agree with the behavior expected for a three-terminal bal-
listic junction [8]. These results allow us to conclude that at
small applied voltages between the junction contacts, the elec-
tron mean free path in the nanowires is comparable with the
junction size (50–150 nm) at liquid helium temperature. This
is in agreement with an independent estimation of the electron
mean free path in InAs nanowires at low temperatures [12].

3. Conclusion

In this work we present fabrication and characterization of
three-terminal junction devices made from branched InAs
nanowire junctions. The branched nanowires were grown by

CBE and the electrical measurements for the three-terminal
nanowire junctions were performed in push-pull and push-fix
configurations. It was shown that the three-terminal nanowire
junctions show similar novel nonlinear characteristics as ob-
served in 2DEG-based TBJ devices. These nanowire junctions
can thus be used as new building blocks for novel nanoelec-
tronic devices and circuits.
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Suspended single-electron Coulomb blockade transistor
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Abstract. Suspended single-electron Coulomb blockade transistor has been fabricated on the basis of two-dimensional
electron gas in AlGaAs/GaAs membrane detached from the substrate. Dependence of the device conductance on the
source-drain and gate voltages has a diamond structure specific for the Coulomb blockade. Detachment of the device from
the substrate having high dielectric constant leads to essential decrease in the quantum dot capacitance C resulting in the
high charging energy Ec = e2/C and critical temperature Tc = Ec/kB ≈ 40 K.

Introduction

Modern technology has made it possible to fabricate thin semi-
conductor layers detached from the substrate — suspended
membranes. A large variety of such structures (wide mem-
branes, narrow flat or corrugated wires, phonon cavities etc.),
that can be called phonon conductors, opens large perspectives
for studying unique kinetic phenomena. This was brilliantly
demonstrated by Schwab et al [1] by measuring the quantum of
thermal conductance theoretically predicted in [2]. Recent in-
vestigations of the conductance of a suspended quantum dot has
shown that interaction between tunnelling electrons and local-
ized phonons [3] essentially influences the Coulomb blockade
effect. The mentioned paper demonstrates the suppression of
Coulomb blockade peaks resulting from the so-called phonon
blockade, when the process of electron tunnelling is accompa-
nied by the emission of low-dimensional phonon that require
an energy cost.

In the present work we report on the results of investigations
of electronic transport through the quantum dot fabricated on
the basis of a suspended membrane. Detachment of the quan-
tum dot from the substrate, having high dielectric constant, led
to essential decrease in the dot capacitance and as a result to
high values of the charging energy.

1. Experimental

Experimental samples were fabricated from thin semiconduc-
tor layers — membranes detached from the substrate. The
membranes were fabricated on the basis of heterostructure
schematically presented in Fig. 1c. Two-dimensional elec-
tron gas (2DEG) in the GaAs quantum well is formed by elec-
trons from Si δ-layers, inserted in the adjacent AlGaAs layers.
Such heterostructure were grown on the thick AlAs sacrificial
layer, which was then selectively etched. Lateral geometry of
membranes was created by means of electron lithography fol-
lowed by anisotropic etching of GaAs and AlAs layers. The
obtained structure was then immersed into HF based etchant,
selectively etching the sacrificial AlAs layer. As a result, an
upper part of the structure containing the 2DEG was detached
from the substrate. The width of the suspended membrane was
110 nm. Fig. 1a shows electron-phonon conductor with di-
mensions 5×5 µm2 fabricated on the basis of such membrane.
Electron density in the 2DEG measured at temperature 4.2 K
from Shubnikov–de Haas oscillations was 5×1011 cm−2. To
study the Coulomb blockade effect, a quantum dot was fab-

(a)

(b)

(c)
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g2g2
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100 Å

200 Å
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AlGaAs

AlGaAs
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Si -layerδ

Si -layerδ
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Fig. 1. (a) Electron micrograph of the suspended membrane. The
picture was made at an angle of 5 DEG with electron beam normal
to the surface, which enables to see the shadow under the mem-
brane. (b) Electron micrograph of the device. One can see source s,
drain d and two side-gates g1 and g2. (c) Schematic view of the
heterostructure used.

ricated in the suspended membrane. Electron micrograph of
the experimental device is presented in Fig. 1b. Quantum dot
was formed from a suspended wire of width 0.6 µm by two
narrowings distant 0.6 µm from each other. Two suspended
side gates were mounted 0.3 µm apart from the quantum dot
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Fig. 2. (a) The set of conductance dependencies on the gate voltage
Vg1 at different voltages Vg2. (b) The set of conductance depen-
dencies on the gate voltage Vg1 measured at different source-drain
voltages Vsd and fixed Vg2 = −3.9 mV.

to operate its charge state. The measurements were performed
at the temperature 60 mK.

Fig. 2a shows the set of quantum dot conductance depen-
dencies measured by sweeping the gate voltage Vg1 at differ-
ent values of Vg2. One can see that at negative values of Vg1
the conductance demonstrates an oscillating behavior, which
is the most pronounced at Vg2 = −3.9 V. In particular, the
peak at Vg1 = −0.18 V is observed against the practically
zero background. In order to reveal the nature of the observed
oscillations, the set of G(Vg1) dependencies were measured at
different constant values of source-drain voltagesVsd (Fig. 2b).
The figure shows that with the increase of absolute values of
Vsd in the regions of Vg1 corresponding to plateau (−0.12 V
and −0.05 V) the conductance increases and the peak posi-
tions shift along the Vg1-axis. The variations of conductance
as a function ofVsd andVg1 is presented in Fig. 3 as a grey-scale
map. The figure shows that the dependence G(Vsd, Vg1) has
a diamond structure specific for the Coulomb blockade [4,5].
The slope of lines defining the diamonds enables to determine
the ratio of the capacitance of the left and right tunnel junctions
to the capacitance between the quantum dot and the gate [4].
It gives for our case Cl/Cg1 ≈ Cr/Cg1 ≈ 12.

2. Discussion

An important feature of the measured conductance dependence
G(Vsd, Vg1) is a large size of the diamonds /Vsd = 6 mV,
which means the large charging energyEc = e2/C = /Vsd/2,
where C is the full capacitance of the quantum dot, and as
a result, high critical temperature for the Coulomb blockade
effect Tc = Ec/kB ≈ 40 K. This result is caused mainly by the
detachment of the quantum dot from the substrate having high
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Fig. 3. The conductance dependence on the source-drain Vsd and
the gate Vg1 voltages at fixed Vg2 = −3.9 mV.

dielectric constant. This decreases the dielectric constant of the
quantum dot surrounding by more than the order of magnitude,
and thus its total capacitance. This is also confirmed by the fact
that the capacitance between quantum dot and gate electrodes
separated by vacuum is much less than the capacitance of tunnel
junctions. The total dot capacitance is thus determined by the
tunnel junctions. Their capacitance, in turn, is small since the
2DEG is clamped in a narrow 10 nm well. Finally, small are
the lateral dimensions of the quantum dot itself. This causes
another feature of the suspended quantum dot obtained — it
contains a few number of electrons (estimated as about 5).
This explains a small number of Coulomb blockade peaks in
the operating regions of Vsd and Vg1, as well as mesoscopic
distortions of the diamond structure.
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Abstract. We present an experimental study and a theoretical analysis of logic circuits utilizing spin waves for information
transmission and processing. As an alternative approach to the transistor-based architecture, logic circuits utilizing spin
waves for information transmission and processing may be advantages in terms of power consumption and functional
output. The most promising advantage is that information transmission is accomplished without a charge transfer.
A prototype device structure with thin ferromagnetic film (spin wave bus) was used for experimental demonstration.
An inductive voltage signal of the order of tens mV has been detected from a spin wave packet propagating in 100 nm thick
CoFe film at room temperature. The issues related to the use of spin waves in logic circuits are discussed.

1. Introduction

There is an impetus for further development of logic devices
for a new information and signal processing technology ad-
dressing “beyond CMOS” applications. Such new technology
have to provide high information/signal processing rate and be
scaleable beyond conventional CMOS. Recent breakthroughs
in the experimental study and control of the spin dynamics in
semiconductor nano structures [1–3] opens new possibilities
for spin utilization in information processing.

In this work we analyze a novel type of logic circuits uti-
lizing spin waves as a physical mechanism for information
transmission. A propagating spin wave changes the local polar-
ization of spins in ferromagnetic material. In turn, the change
of the magnetic field in time results in the inductive voltage.
According to the Faraday’s law, the magnitude of the inductive
voltage is proportional to the speed of the magnetic flux change
Eind = −d]/dt . To comprehend the scale of this physical
phenomenon, we would like to refer to the early experimental
work accomplished by Covington et al [4]. An inductive volt-
age signal of the order of mV produced by spin waves propa-
gating through a nanometer thin ferromagnetic film (Ni81Fe19)
was clearly detected at the distances up to 50 microns at room
temperature.

Our approach is to use the phase of the spin wave for in-
formation exchange and information processing. The key ad-
vantage of the proposed scheme is that information transmis-
sion is accomplished without charge transfer. Potentially, this
approach may be beneficial in terms of power consumption.
Besides, it may resolve the problem of interconnections and
enhance architecture computing abilities. In the rest of the
paper we describe the principle of operation and the material
structure of the prototype logic device. Then, we present exper-
imental data and discuss advantages and shortcoming inherent
to spin-wave based devices.

2. Device structure and principle of operation

In Fig. 1 we have schematically shown the prototype logic
device structure. The core of the structure consists of a ferro-
magnetic film (CoFe) deposited on a semiinsulating substrate
(silicon). The film is entirely polarized along with the X axis
(as shown in Fig. 1(a)). There are three asymmetric coplanar
strip (ACPS) transmission lines on the top of the structure. The
lines and the ferromagnetic layer are isolated by the silicon ox-

SiO2

S.I. substrate

Spin waveFerromagnetic film

z

x
y

(b)

ACPS line
to excite spin wave

ACPS line
to detect the inductive

voltage
ACPS line

to excite spin wave

ACPS line ACPS line ACPS line

8 µm 8 µm

8 µmSiO2

S.I. substrate

Ferromagnetic (CoFe) 100 nm

z

x
y

(a)

Fig. 1. (a) A prototype logic device. The ACPS lines and the fer-
romagnetic layer are isolated by the oxide layer. Each of the ACPS
lines can be used for spin wave excitation and detection. (b) The
cross-plane view of the proposed device.

ide layer. The thickness of the ferromagnetic layer is 100 nm,
and the thickness of the oxide layer is 300 nm. The dimensions
of the ACPS lines are adjusted to match 50 � of the external
coaxial cable.

Each of the ACPS lines can be used for spin wave excita-
tion and detection. A voltage pulse applied to the ACPS line
produces magnetic field perpendicular to the polarization of
the ferromagnetic film, and, thus, generates a spin wave (spin
wave packet). Being excited, spin wave propagates through
the ferromagnetic film. As it reaches the nearest ACPS line,
the amplitude and the phase of the spin wave is detected by the
inductive voltage measurements. For example, the edge ACPS
lines can be considered as the input ports, and the middleACPS
as the output port. The middle ACPS line detects the inductive
voltage produced by the superposition of two waves. Depend-
ing on the relative phase of the spin waves, the amplitude of the
inductive voltage may be enhanced (two waves are in phase)
or decreased (two waves are out of phase) in comparison to the
inductive voltage produced by a single spin wave. The relative
phase is defined by the location of the ACPS lines and the time
of spin wave excitation. It is convenient to code information
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Fig. 2. Experimental data on spin wave detection from 100 nm thick
CoFe film (room temperature).

into the phase of the spin wave by the selection of the time of
excitation. As we will show below, it is possible to realize dif-
ferent logic gates AND, OR, and NOT controlling this relative
phase of the spin waves.

In Fig. 2 we present experimental data on spin wave detec-
tion by the time-resolved inductive voltage measurement tech-
nique. The spin wave packet was excited by the edge ACPS
line (pulse 24.5 V, rising time 1.2 ns, pulse length 20 ns). The
output voltage signal was detected by the central ACPS line
(maximum pulse 26 mV, period 9 ns).

The spin dynamics can be described using the Landau–
Lifshitz–Gilbert equation as follows:

d 'm
dt
= − γ

1+ α2 'm×
[
'Heff + α 'm× 'Heff

]
, (1)

where 'm = 'M/Ms is the unit magnetization vector, Ms is the
saturation magnetization, γ is the gyro-magnetic ratio, and is
the phenomenological Gilbert damping coefficient. We con-
sidered the combined effect of two spin wave packets superpo-
sition to demonstrate device logic functionality.

3. Conclusion

Potentially, the use of spin wave may be an efficient way for
spin-based devices interconnection. The use of spin waves for
information processing preserves all advantages of the phase
logic. A set of logic gates can be realized in one module con-
sisting of a number of devices united with spin wave bus. The
further analysis of spin wave-based logic circuits is required.
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Unipolar optoelectronics using group III-nitride quantum wells
and quantum dots
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Abstract. We present the latest achievements in molecular beam epitaxial growth of ultrathin single and coupled GaN/AlN
quantum wells for unipolar devices. State-of-the-art narrow Lorentzian-shaped intersubband absorptions are demonstrated.
We provide the first evidence of strong electron state coupling between two GaN wells separated by an ultrathin
2 monolayer AlN barrier. The latter structures are the building blocks for modulators as well as quantum fountain and
cascade lasers. Finally, we demonstrate the first GaN/AlN quantum dot photodetector based on intraband absorption and
in-plane carrier transport which operates at room temperature in the wavelength range 1.3–1.5 µm.

Introduction

III-nitride heterostructures in the form of quantum wells (QWs)
or quantum dots (QDs) are excellent candidates for high-speed
intersubband (ISB) optical devices operating at fibre-optics
telecommunication wavelengths thanks to their large conduc-
tion band offset (∼ 1.7 eV for GaN/AlN). Room temperature
ISB absorptions in the near-infrared wavelength range have
been reported by several groups in highly doped GaN/Al(Ga)N
or GaN/AlInN quantum wells grown by molecular beam epi-
taxy [1] or metal organic chemical vapor deposition [2] and in
GaN/AlN quantum dots [3]. The ISB absorption recovery time
has been measured to be as fast as 140–400 fs [4], which is sig-
nificantly shorter than the corresponding time in GaAs QWs.
This offers prospects for the development of ISB devices such
as optical switches operating at Tbit/sec data rate. Due to rather
large electron effective mass of GaN (3 times that of GaAs) and
to the short target wavelengths, layers as thin as 4–6 monolay-
ers (1 ML = 0.26 nm) are required to achieve ISB absorptions
at 1.3–1.55 µm. A great effort should therefore be devoted to
improve the material quality and to control the QW thickness
and roughness down to 1 ML.

In this talk, we present the latest achievements in terms of
growth and optical investigation of ultrathin single and cou-
pled GaN/AlN QWs by plasma-assisted molecular beam epi-
taxy [6,5]. These structures form the buiding blocks of opto-
electronic unipolar devices such as quantum well infrared pho-
todetectors, electro-optical modulators, fontain and cascade
lasers. We also present the first demonstration of GaN/AlN
quantum dot photodetector operating at 1.3–1.5 µm wave-
lengths at room temperature [7,8].

1. Intersubband transitions of GaN/AlN multiple quan-
tum wells

We first present a systematic experimental and theoretical in-
vestigation of ISB transitions of GaN/AlN multiple quantum
wells with well thicknesses ranging from 4 to 10 ML [6].
The hexagonal phase quantum wells are grown on top of
AlN/sapphire templates. By means of Fourier-transform in-
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Fig. 1. Left — absorbance spectra of multiple QW samples (full
lines) with corresponding multi-Lorentzian fit (dashed lines), ver-
tical lines mark the mean energies of structures. The curves are
vertically shifted for clarity. Right — absorbance spectrum showing
recordly small broadening of 40 meV (full line) and the correspond-
ing Lorentzian fit (dashed line).

frared spectroscopy, intense ISB absorptions are observed in
the wavelength range of 1.33–1.91 µm (Fig. 1 left). The full
width at half maximum can be as small as 40 meV (cf. Fig. 1
right), which establishes a new state-of-the-art for nitride epi-
taxial growth. Depending on samples, the ISB spectrum shows
either one peak or multiple peaks. One remarkable result is that
each ISB absorption peak exhibits a homogeneous broadening
and is perfectly fitted with a Lorentzian lineshape. We demon-
strate that each peak corresponds to the ISB absorption of QW
regions with a thickness equal to an integer number of ML.

The electron quantum confinement is modeled within the
envelope function approximation taking into account the con-
duction band non-parabolicity. The doping-related effects are
included via the self-consistent solution of the Schrödinger–
Poisson equations with the subsequent application of the many-
body corrections. The comparison of simulation and experi-
mental results of both the ISB absorption energy and the pho-
toluminescence energy allows to determine the polarization
discontinuity at the heterointerfaces and to revise the value of
the conduction band offset at the GaN/AlN interfaces, found
to be 1.7 ± 0.05 eV, which is significantly smaller than the
previously admitted value of 2 eV.
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2. Strong electronic coupling of GaN/AlN quantum wells

The correct description of the electronic structure of coupled
QWs in presence of the internal electric field is of particu-
lar importance for the design of various unipolar devices. In
the second part of the talk, we report the first observation and
modeling of strong electron coupling between two GaN wells
separated by 2-ML-thick AlN barrier [5].

The electron confinement in coupled QWs has been in-
vestigated by means of structural and optical measurements.
The transmission electron microscopy analyses reveal sharp
interfaces and the control of layer thickness down to 1 ML
(Fig. 2 right). The strong coupling between the wells is evi-
denced by the observation of two pronounced ISB absorptions
attributed respectively to the transitions between the ground
states of the two coupled wells e1−e2 and between the ground
state and the excited state delocalized between the two wells
e1−e3. An excellent agreement with simulation is obtained for
all investigated samples, when considering the potential drop
at the GaN/AlN heterointerfaces spread over 1 ML (Fig. 2 left).
This result is a direct demonstration of the effect predicted by
Bernardini et al using ab initio calculations [9] that the band
discontinuity between GaN and AlN builds up on the scale
of 1 ML.

3. GaN/AlN quantum dot infrared photodetector

Finally, we report the first demonstration of the GaN/AlN QD
photodetector based on intraband absorption and in-plane car-
rier transport via the wetting layer [7,8]. The device operates at
low temperature and room temperature in the wavelength range
1.3–1.5 µm. The sample consists of 20 periods of Si-doped
GaN QD layers separated by 3-nm thick AlN barriers [3]. Self-
organized dots are formed by the deposition of 4 monolayers
of GaN under nitrogen rich conditions, following the Stranski–
Krastanow growth mode (dot height is 1.2±0.6 nm). The sam-
ple presents p-polarized absorption peaked at 1.47 µm, which
is attributed to the intraband transition between the ground
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Fig. 3. Spectral detector response at room temperature with bias
of 10 V. Inset — a segment of sample structure and photodetector
schematic cross section.

s state and the excited pz state of the QDs.
The device structure is schematically presented in the inset

to Fig. 3: two interdigitated Ti/Al/Ti/Au contacts are fabri-
cated using photolithography and dry etching through the ac-
tive structure. The photocurrent (PC) measured at room tem-
perature under 10 V bias is peaked at 1.41 µm, i.e. slightly
blue-shifted with respect to the intraband absorption. As seen
from Fig. 3 presenting the responsivity versus energy, it reaches
8 mA/W at 300 K.

We have observed an increase of the PC with temperature,
which can be explained as follows. The pz confined state in
the dots has lower energy than the wetting layer ground state.
The electron transfer to the wetting layer is therefore activated
via phonon absorption, which becomes more efficient at higher
temperature.
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Abstract. In this work we introduce the fabrication method and the characterization of SOI based SET transistor structures
that demonstrate classical behavior: changes between Coulomb blockade and fully conductive states and periodical
modulation of transport current driven by the gate voltage. The e-beam lithography followed with the reactive ion
etching (RIE) was used to form the transistor structure. We have studied the physical properties of the SET transistors at
room, liquid nitrogen (77 K) and liquid helium (4.2 K) temperatures and their perspectives as field/charge sensors in
scanning probe microscopes.

Introduction

The single-electron transistor is one of the most important ele-
ments in the fast-developing nano-electronics for such devices
as sensitive charge detectors, logic circuits, memory, electron
pumps, etc. It consists of the small conductive island, sepa-
rated from source and drain electrodes by two tunnel junctions
and connected with the gate electrode through non-tunnel ca-
pacitance. The operation of this device is based on Coulomb
blockade effect. Single-electron transistors have been demon-
strated in numerous experiments using a wide variety of device
geometries, materials, and techniques. We have developed and
studied SOI based SET transistor structures that demonstrate
classical behavior: changes between Coulomb blockade and
fully conductive states and periodical modulation of transport
current controlled by the gate electrode voltage. This type
of SET transistor can be used as ultra-sensitive electrometer
and has several advantages compared with other types of SET
devices [1–3]: simpler fabrication technology, mechanical so-
lidity, higher stability to overvoltage, higher operating temper-
atures at the same sizes of structure elements, the opportunity
to manufacture suspended units. The advantages of SOI based
SET transistors and methods of their fabrication enable quite
convenient installation of the device on a cantilever tip of scan-
ning probe microscope.

1. Samples fabrication

The experimental structures were fabricated from preliminary
prepared highly doped silicon-on insulator film. The doping
level was about 1020 cm−3. We used SOI material with 55 nm
thick silicon layer and 150 nm insulating SiO2 layer placed
on a silicon substrate. The fabrication method for the SET
structures includes the following stages:

— ion implantation of SOI film with a control of a distur-
bance of Si lattice by X-ray reflectometry;

— recrystallization annealing of SOI film at 950 ◦C;
— e-beam lithography for the structure patterning;
— forming a metal mask by the evaporation of Al thin film;
— forming nanostructures by the reactive-ion etching of

SOI film through the formed metal mask;
— reactive ion etching process of Si in CF4 for downsiz-

ing the structure and final adjustment of the transistor
parameters.

gate

gate

Source

Source

Drain

island

island

Fig. 1. Layout of typical SET transistor structures (SEM image).

We controlled the process of junction formation with
the offset voltage (Voff ) measurements on the transistor IV-
characteristics at 77 K.A typical layout of SET transistor struc-
tures on the chip is shown on Fig. 1. Scanning Electron Micro-
scope (SEM) and an Atomic Force Microscope (AFM) were
used for the structure characterization. Some structures were
prepared with 4 contact electrodes in order to measure and
eliminate their resistance from the structure impedance.

2. Results

Fabricated structures were characterized at 300, 77 and 4.2 K
and were studied in details at 4.2 K temperature.

We have closely observed the modulation of IV-characteris-
tics of the SET transistor structures caused by changing voltage
on the gate electrode (Fig. 2). The IV-curves shape and their
behavior versus gate voltage were close to those of classical
Al/AlOx SET transistors. SOI based SET transistor demon-
strated blockade and completely conductive states at V < Voff
and depending on the applied gate voltage. The modulation
curves of the transistor demonstrate predictable current oscil-
lations depending on the bias voltage (Fig. 3). The value of
gate capacitance (Cg) obtained from these data was estimated
to be about 0.03 aF. The charging energy (EC) for the pre-
sented sample (Fig. 1) is more than 100 K in temperature units.
It was estimated from the offset voltage (Voff ), which values
vary from 10 to 12 mV. The noise characteristics of the investi-
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Fig. 2. IV-characteristics of SET transistor at 4.2 K.

gated structure were similar to other types of the SET transistor.
Measured values of charge noise at frequency f = 10 Hz were
in the range of 103−104 e/Hz1/2.

Noise figures were measured on the slopes of IVg-characte-
ristics (Fig. 3) that are less noisy (Vg = 4− 5 V). Probably the
suspended structures could solve the problem of excess charge
noise for SOI based SET devices [4]. This work also involves
elaboration of a transistor that can be formed on a cantilever tip
of the scanning device. The main advantage of SOI based SET
transistor as compared to others is the fact that the transistor
can be easier fabricated close to a cantilever tip.
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Fig. 3. Modulation curves of SET transistor at 4.2 K.

3. Results

SOI SET transistor discussed above shows the capability to
alternate the classical Al/AlOx SET electrometer used as read-
out device in precision field/charge measurements. Simpler
fabrication method compared to the Al/AlOx SET devices is
also a great advantage. The linear sizes of such devices could
be decreased to the dozens of nanometers so their operation
temperature could be higher. And unique properties of the SOI
material give us an opportunity to decrease the background
charge noise of the device using the suspended structure. Fur-
ther investigations are in progress to optimize the parameters
of such transistors and their fabrication cycle.
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Dependency microscopic morphological compensation
for phase-separated composite film
Chia-Fu Chang, Yi-Ci Chan and Zou-ni Wan
Kun Shan University of Technology 661, duan1, Jhong Shan Rd, Yilan City, 260, Taiwan (R.O.C)

Abstract. The generic structure of our bimesogens is shown in and for a typical blue-phase mixture of the type we describe
here we use mixtures of the ratio 33.4% (n = 2.6), 34.1% (n = 6.57), 36.6% (n = 11.15) with of the high twisted
power (HTP) agent BD H1381 (available from Merck Chemicals and described in ref. We then studied the electric-field
dependency of the selective reflection in BP I∗ at 20.7 ◦C by applying increasing and the decreasing pulsed alternating
current (a.c.) electric fields (100 Hz).

1. Introduction

Solar Sailcraft, the stuff of dreams of the H. G. Wells genera-
tion, is now a rapidly maturing reality. The promise of unlim-
ited propulsive power by harnessing stellar radiation is close to
realization. Currently, efforts are underway to build, prototype
and test two configurations [1]. These sails are designed to
meet a 20 m sail requirement, under guidance of the In-Space
Propulsion (ISP) technology program office at MSFC. While
these sails will not fly, they are the first steps in improving our
understanding of the processes and phenomena at work. As
part of the New Millennium Program (NMP) the ST9 technol-
ogy validation mission hopes to launch and fly a solar sail by
2010 or sooner. Though the Solar Sail community has been
studying and validating various concepts over two decades [2],
it was not until recent breakthroughs in structural and mate-
rial technology, has made possible to build sails that could be
launched.

2. Full-size camera-ready copy

Future NASA missions will require the collection of an in-
creasing quantity and quality of data which, in turn, will place
increasing demands on advanced sensors and advanced high
bandwidth telemetry and communications-systems [3]. The
capabilities of communication and telemetry systems depend,
among other factors, on the stability, controllability and spec-
tral purity of the carrier wave [4]. These, in turn, depend on
the quality of the oscillator, or resonator, or the Q of the sys-
tem [5]. Recent work on high Q optical resonators has in-
dicated that the Q, or quality factor, of optical microsphere
resonators can be substantially enhanced by coupling several
such resonators together [1–3]. In addition to the possibility
of enhanced Q and increased energy storage capacity, coupled
optical resonators wide variety of interesting and potentially
useful phenomena such as induced transparency and interac-
tive mode splitting can be observed depending critically on the
morphology and configuration of the microresonators Fig. 1.
The purpose of this SFFP has been to examine several different
coupled electromagnetic oscillator configurations in order to
evaluate their potential for enhanced electromagnetic commu-
nications.Implications for flux-line lattices in high temperature
superconductors are briefly discussed [6].

The irreducible decomposition technique is applied to the
study of classical models of metric-affine gravity (MAG). The
dynamics of the gravitational field is described by a 12-parame-
ter Lagrangian encompassing a Hilbert–Einstein term, torsion
and nonmetricity square terms, and one quadratic curvature

hydrolysis
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ceramic or precursor

Fig. 1. Two substrates facing each other for a liquid crystal display
device comprising. (a) Hydrolysis of OTS plane. (b) Self-assembly
of SAMs. (c) Selective photocleavage. (d) Immersing. (e) Pattern-
ing through self assembly. (f) Pattern of ceramic oxides.

piece that is built up from Weyl’s segmental curvature. Mat-
ter is represented by a hyperfluid, a continuous medium the
elements of which possess classical momentum and hypermo-
mentum e.g. [1] elp of irreducible decompositions, we are able
to express torsion and traceless nonmetricity explicitly in terms
of the spin and the shear current of the hyperfluid. Thereby the
field equations reduce to an effective Einstein theory describ-
ing a metric coupled to the Weyl 1-form (a Procatype vector
field) and to a spin fluid [7]. The service area extends over
a million square kilometers. Much of that area is covered by
rain forests. Thus knowledge of lightning strike characteristics
over the expanse is of particular value. I have been developing
a process that determines the DE over the region [8]. In turn,
this provides a way to produce lightning strike density maps,
corrected for DE, over the entire region of interest. This re-
port offers a survey of that development to date and a record
of present activity [9].

We propose a phenomenological equation to describe ki-
netic roughening of a growing surface in the presence of long
range interactions. The roughness of the evolving surface de-
pends on the long range feature, and several distinct scenarios
of phase transitions are possible [10]. Experimental implica-
tions are discussed. Percolation theory deals with the formation
of clusters in disordered media. At the percolation threshold for
the first time an infinite cluster appears. However, research of
the last years showed that at this phase transition some old ideas

238



ND.06p 239

T ⊥

∆ λnd/
0 0.2 0.4 0.6 0.8 1 1.2. 1.4 1.6 1.8 2

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

�
�

�

�

�

�

�

�

�
� �

�
�

� � � �
� � � �

�
�

�

�

�

�

�

�

�
�

�

�

�

�
� �

�

�

�

� �

� � � �

�

�

�

�

�

�
�

�

�

�

� �

�

�

�

� �

�
�

�
�

�

�

�

�

�

�

�

�

�

�

� �

�

�

�

�
�

Fig. 2. The calculated values of /nd/λ and twist angle of φ = 70◦,
β = 0, 15, 30, 45◦.

were wrong: there can also be two or three clusters spanning
from top to bottom, even in large two-dimensional lattices; and
the probability of spanning is not given by simple real-space
renormalization ideas.

In a Monte-Carlo study of the cluster-cluster correlations
in random percolation, we find that the correlations scale with
respect to the system size for any given ratio of the cluster radii
at the percolation threshold (p(c)). With increasing cluster
sizes, however, the peak of the correlation function appears
to increase in height [11]. We also compare the nature of the
correlations above and below p(c) Equations.

The dynamics of the gravitational field is described by a 12-
parameter Lagrangian encompassing a Hilbert–Einstein term,
torsion and nonmetricity square terms, and one quadratic cur-
vature piece that is built up from Weyl’s segmental curvature.
Matter is represented by a hyperfluid, a continuous medium the
elements of which possess classical momentum and hypermo-
mentum.

|R⊥|2=|cosβ sin β|
∣∣∣∣∣ cos x−i (02 · sin x

x

) −φ ·( sin x
x

)
φ · ( sin x

x

)
cos x+i (02 · sin x

x

)∣∣∣∣∣
×
∣∣∣∣∣ cos x−i (02 · sin x

x

) (
φ · sin x

x

)
− (φ · sin x

x

)
cos x+i (02 · sin x

x

)∣∣∣∣∣
∣∣∣∣− sin β

cosβ

∣∣∣∣
A new method is introduced in order to derive displace-

ment fields with divergence-free stress tensors [12]. Based on
this method, we present an algorithm for fitting the solutions
to different boundary conditions. We apply this algorithm to
Volterra’s edge dislocation Figure 2. We calculate the corre-
sponding new displacement fields and the related strain and
stress tensors corresponding to a crystal and a tubular cylinder.
We plot the computed fringe patterns expected by the photo-
elasticity method. Optimum ground states are constructed in
two dimensions by using so called vertex state models [13].
These models are graphical generalizations of the well-known
matrix product ground states for spin chains. On the hexago-
nal lattice we obtain a one-parametric set of ground states for
a five-dimensional manifold of S = 3/2 Hamiltonians.

The structure of the local density of states (DOS) in the
vicinity of the impurity is significantly enhanced and there-
fore improves the possibility for observing the characteristic
anistropic spatial modulation of the local DOS in a d(x2−y2)
superconductor by scanning tunneling microscopy Figure 2.
Magnetic Raman scattering from a frustrated spin-1/2 Heisen-
berg chain is considered with a focus on the uniform phase
of the spin-Peierls compound CuGeO3. The Raman intensity
is analyzed in terms of a Loudon–Fleury scattering process

T⊥

∆ λnd/
Fig. 3. The calculated values of /nd/λ and twist angle.

using a spinless-fermion mean-field theory developed for the
frustrated spin chain. A comparison to experimental data is
presented and the frustration and temperature dependence is
studied. In good agreement with observed spectra a broad
inelastic four-spinon continuum is found at low temperatures
above the spin-Peierls transition.

3. Conclusion

Thereby the field equations reduce to an effective Einstein the-
ory describing a metric coupled to the Weyl 1-form (a Proca-
type vector field) and to a spin fluid. The purpose of this
SFFP has been to examine several different coupled electro-
magnetic oscillator configurations in order to evaluate their
potential for enhanced electromagnetic communications. Im-
plications for flux-line lattices in high temperature supercon-
ductors are briefly discussed. The irreducible decomposition
technique is applied to the study of classical models of metric-
affine gravity (MAG). The dynamics of the gravitational field
is described by a 12-parameter Lagrangian encompassing a
Hilbert–Einstein term, torsion and nonmetricity square terms,
and one quadratic curvature piece that is built up from Weyl’s
segmental curvature. Matter is represented by a hyperfluid,
a continuous medium the elements of which possess classical
momentum and hypermomentum. With the help of irreducible
decompositions, we are able to express torsion and traceless
nonmetricity explicitly in terms of the spin and the shear cur-
rent of the hyperfluid.
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Multiple and single measurements of a mesoscopic
quantum system with two permitted states
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Institute of Microelectronics Technology, Russian Academy of Sciences,
142432 Chernogolovka, Moscow region, Russia

Abstract. Mesoscopic loop is proposed in many works as possible solid-state quantum bit, i.e. two-state quantum system.
The quantum oscillations of resistance and of rectified voltage observed on asymmetric superconducting loops give evidence
of the two states at magnetic flux divisible by half of the flux quantum. But our measurements of quantum oscillations of the
critical current of these loops have given results coming into irreconcilable contradictions with result of the observations of
the quantum oscillations of resistance.

Introduction

One of the most intriguing problems of mesoscopic physics
is possibility of quantum superposition of macroscopic states.
It is especially urgent because of the aspiration for realiza-
tion of the idea of the quantum computation [1]. Ambiguous
experiments [2] can not be considered as an evidence of the
macroscopic quantum superposition and possibility of solid-
state qubit because of the obvious contradiction between quan-
tum mechanics and macroscopic realism [3]. Quantum su-
perposition presupposes that single measurement should give
result corresponding to one of the permitted states whereas
multiple measurement should give a result corresponding to an
average value. We present experimental results corresponding
such measurements.

1. Superconducting loop as possible quantum bit

Superconducting loop interrupted by one or several Joseph-
son junctions is proposed in many publications [4] as possible
quantum bit, i.e. a two-state quantum system which can be used
as main element of quantum computer. This proposal is based
on the assumption on two permitted state in such loop with
half quantum ]0 = πh̄/e of magnetic flux ] = (n+ 0.5)]0.
The authors [4] do not doubt that the two states exist and any
observation will find a value corresponding to one of them.
But nobody must be sure of anything in the quantum world till
unambiguous experimental evidence. A. Einstein, B. Podol-
sky and N. Rosen were sure [5] that a process of measurement
carried out on a one system can not affect other system in any
way. But experimental results [6] have shown that it can and
this phenomenon is called now Einstein–Podolsky–Rosen cor-
relation.

The numerous observation of the Little–Parks oscillations
[7] of resistance/R(]/]0) of superconducting loop [8] prove
quantization of velocity circulation

∮
l
dlv = (2πh̄/m)(n −

]/]0) of superconducting pairs and that the permitted state
with minimum energy has overwhelming probability even at
T ≈ Tc. The maximum /R(]/]0) ∝ v2 [9] and zero value
of the rectified voltage, corresponding to the average velocity
Vdc(]/]0) ∝ v [10], observed at ] = (n + 0.5)]0 may
be considered as an experimental evidence of two permitted
states with the same minimum energy∝ v2 ∝ (n−]/]0)

2 =
(1/2)2 and (−1/2)2: v2 ∝ (1/2)2 + (−1/2)2 = 1/2 whereas
v ∝ (1/2) + (−1/2) = 0. But it is needed to verify that a
single measurement gives a result corresponding v ∝ 1/2 or

v ∝ −1/2 state.

2. Multiple and single measurements of the persistent
current

The measurement of the critical current of an asymmetric
superconducting loop, Fig. 1, can be used for this verifica-
tion. The current density equal jn = Iext/(sn + sw) ± Ip/sn,
jw = Iext/(sn + sw) ∓ Ip/sw in the loop halves because
of the velocity quantization should mount the critical value,
jn = jc or jw = jc, at the external current Ic+, Ic− =
|Iext| = jc(sn + sw)− |Ip|(sn + sw)/sn or Ic+, Ic− = |Iext| =
jc(sn+sw)−|Ip|(sn+sw)/sw depending on the directions of the
external current Iext and the persistent current Ip = 2ensv =

Ip
Ic+

−Ic−

Ip

Ip

Iext Iext

5

−5

I
I

I
p

c+
c

,
,

−
(µ

A
)

−1 1Φ/Φ0

Fig. 1. Photo of the asymmetric Al round loop (ring) with semi-ring
width wn = 200 nm, ww = 400 nm and magnetic dependencies of
the critical current Ic+, Ic− expected be observed on such ring at
Ip = 2 µA (n−]/]0) and jc(sn+ sw) = 7 µA. The experimental
dependencies Ic+(]/]0), Ic−(]/]0)measured on this ring at T =
1.225 K = 0.99Tc are shown also.
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Fig. 2. The quantum oscillations of the critical current Ic+, Ic−
measured in opposite directions and its anisotropy (an) Ic,an = Ic+−
Ic− observed on single loops with wn = 0.2 µm, ww = 0.3 µm and
Tc = 1.23 K at (1) T = 1.271 K and (2) 1.243 K.

2ens[2snsw/(sn + sw)](2πh̄/ml)(n − ]/]0), Fig. 1. One
may expect to determine not only value but also direction of
the persistent current Ip = (Ic− − Ic+)(sw/sn − sn/sw) using
the critical current Ic+, Ic− values measured in opposite direc-
tions of asymmetric loop with unequal half sections sn < sw,
Fig. 1.

Our measurements of aluminum rings with radius r =
2 µm, thickness d = 40−70 nm, semi-ring width wn =
200 nm, ww = 400; 300; 250 nm and systems of such rings
at T < 0.99Tc have shown that the whole structure jumps
from superconducting to normal state at I = Ic+ or Ic−. This
means that the ring should remain in superconducting state
with the same quantum number n right up to the transition
into the normal state and the measurement of I = Ic+ or Ic−
should correspond single measurement of the quantum state.
One should expect gaps in the Ic+(]/]0), Ic−(]/]0) depen-
dencies and maximum of |Ip|(]/]0) ∝ |Ic− − Ic+|(]/]0)

at ] = (n+ 0.5)]0, Fig. 1.
We have obtained identical Ic+(]/]0), Ic−(]/]0) de-

pendencies at measurements of four single rings and two sys-
tems of identical 20 rings at different temperature, Fig. 2, 3,
which differ from the expected one, Fig. 1, in essence. The
magnetic dependencies of the anisotropy of the critical current
Ic,an = Ic+ − Ic−, which should be proportional to the per-
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Fig. 3. Magnetic dependencies of (1) the resistance R — 23 � at
T = 1.228 K of (2) the critical current Ic+, Ic− at T = 1.208 K,
and (3) the rectified voltage Vdc/12, induced by the ac current with
frequency f = 0.5 kHz and amplitude I0 = 9 µA at T = 1.209 K
of 20 loops with wn = 0.2 µm, ww = 0.4 µm and Tc = 1.23 K.

sistent current Ic,an(]/]0) ∝ −Ip(]/]0) ∝ −(n−]/]0),
cross zero at ] = n]0 and ] = (n+ 0.5)]0, Fig. 2, as well
as the one of the rectified voltage Vdc(]/]0) ∝ n − ]/]0,
Fig. 3, corresponding multiple, but not single, measurement of
the persistent current states.

It is more strange that the magnetic dependencies of the
critical current measured in opposite directions are similar
Ic+(]/]0) = Ic−(]/]0 + /φ) and its anisotropy results
from a shift /φ = 0.5 of these dependencies one relatively
another. It is very strange that minimum of Ic+(]/]0) and
Ic−(]/]0) is observed at ] = (n + 0.25)]0 and ] =
(n+ 0.75)]0 but not at ] = (n+ 0.5)]0 as it should be ex-
pected and as it is observed in symmetrical ring [11] since the
maximum of the Little–Parks oscillations of asymmetric rings
is observed at ] = (n+ 0.5)]0. We hope that future investi-
gations can clear a nature of this contradictions between results
of measurements of Ic+(]/]0), Ic−(]/]0) and /R(]/]0).
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Comparative study of efficiency of InGaN/GaN MQW
light-emitting diodes with different nanostructural arrangement
A. A. Greshnov, D. M. Bauman, B.Y. Ber, A. E. Chernyakov, A. P. Kovarskyi, A. M. Kovtunovich,
N. M. Shmidt, B. S.Yavich and A. L. Zakgeim
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The optical and transport properties of the multiple quantum well (MQW) InGaN/GaN light-emitting
diodes (LED) with different nanostructural arrangement (NA) have been investigated. A comparative study of LEDs has
shown a large difference in the external quantum efficiency (QE) in the region of moderate injection current (1-10mA) and
only a small difference at injection current higher than 100mA. These features have been analyzed and attributed not only to
the difference in NA, but also to the change in the relative position of depletion region and MQWs, caused by the magnesium
diffusion tail in the active region of LEDs. This explanation is consistent with the calculated band diagram of LEDs.

Introduction

In spite of excellent success in the blue LED technology, the
high values (up to 20%, without lens) of peak QE occuring
at low injection current (1–10 mA) and a significant decrease
of QE at injection current higher than 100 mA are not fully
comprehensible. A major part of the investigations is devoted
to the effects of the inhomogeneity of the In incorporation into
GaN, the layer thickness in MQW InGaN/GaN structures, the
polarization and the density of dislocations. At the same time
the papers regarding an influence of NA are not numerous.
In this paper we present a comparative study of LEDs with
different NA focusing on a problem of the electroluminescence
efficiency.

1. Experimental

A comparative investigation of LEDs with two types of NA
has been carried out. Both LEDs based on InGaN/GaN MQW
with an active region consisting of 5 periods of (3 nm InGaN
and 12 nm GaN) and thin p-GaN/AlGaN cap layer were grown
by MOVPE on (0001) sapphire substrates. The cap layer was
highly (Na ≈ 2 · 1020 cm−3) magnesium doped.

The nanostructural arrangement of LEDs determines by the
extended defect system relaxation, which includes a high den-
sity of threading dislocations and a mosaic structure. The NA
reflects the peculiarities of coalescence of mosaic structure do-
mains with different angles of tilt and twist and can be clas-
sified quantitatively using a multifractal parameter, namely,
the degree of order / [1]. LEDs of the first (I) type have
/ = 0.33, typical for rather good structural arrangement with
predominant coherent concordance of domains and formation
of the dilatation boundaries. LEDs of the second (II) type have
/ = 0.345, typical for poor structural arrangement with pre-
dominant numerous domains dislocation boundaries.

The current-voltage (I–V) characteristics measured from
10−12 A to 100 mA are presented in Fig. 1. The results of QE
measurements carried out at injection currents from 0.1 mA to
400 mA are presented in Fig. 2.

2. Discussion

A simultaneous analysis of I–V and QE-voltage characteristics
allows us to distinguish three regions of low, intermediate and
high voltages. In the region of low voltages U � 2 V all
the current flowing across the structure is due to a tunnelling
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Fig. 1. Current-voltage characteristics of (a) LEDs(I) (b) LEDs(II).

recombination. A behavior of the curves (a) and (b) in Fig. 1
is very similar and can be fitted by an exponential law with
the characteristic energy parameter Et close to 160 meV and
independent of the temperature, in accordance with Ref. [2].
As one can see from Fig. 1, LEDs(I) have tunnelling current
almost two order of magnitude lesser than that of LEDs(II) due
to the better NA.

In the intermediate region of voltages 2 V� U �3.2 V two
types of LEDs show significantly different behavior of both
I–V and QE-voltage characteristics. In LEDs of the first type
a noticable QE emerges at U0 ≈ 2.3 V and has peak value of
12% at Um = 3 V. On the contrary, in LEDs(II) U0 ≈ 2.5 V
and only 3% peak value of QE is achieved at Um = 2.6 V. Si-
multaneously, there is a sharp increment of the slope of curve
(a) in Fig. 1 at the voltages U ≈ 2 V whereas a behavior of the
curve (b) keeps almost constant in the intermediate region of
voltages. At the higher voltages U � 3.2 V the difference in
the characteristics between two types of LEDs becomes much
smaller. In this region of voltages the ohmic current predom-
inates and a linear I–V characteristics are observed (see inset
in Fig. 1). A series resistance obtained from I–V characteris-
tics amounts to approximately 2 � for both types of LEDs. A
growth of electroluminescence output tends to saturate, result-
ing in the decreasing QE (Fig. 2).

The complicated behavior of I–V and QE-voltage curves
allows us to suppose a significantly inhomogeneous distribu-
tion of the carries and electric field in the active region of LEDs
and the presence of compensated layer. Indeed, secondary ion
mass spectroscopy (SIMS) profiling has revealed the massive
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Fig. 2. External quantum efficiency-voltage characteristics of (a)
LEDs(I) (b) LEDs(II).

diffusion tail of magnesium in the active region. Doping pro-
files of the typical LED of the type I are shown in the inset in
Fig. 3.

In order to account for the effects of the inhomogeneous
distributions we have calculated a band diagram of LEDs us-
ing the data of SIMS measurements. This calculation bases
on the numerical solution of Poisson equation with both two-
dimensional and tree-dimensional concentration of the carri-
ers [3]. Here we assume a nearly uniform donor concentrations
in the active regionNd ≈ 6·1017 cm−3 for both types of LEDs.
On the contrary, the magnesium diffusion tail should be taken
into account more accurately. It is the higher density of dislo-
cation domain boundaries in LEDs with worse NA that leads
to the difference in the diffusion depth of magnesium between
LEDs(I) and LEDs(II) [3].

The results of calculation performed for LEDs(I) and
LEDs(II) are presented in Figs. 3-4. The electrostatic poten-
tial profile as well as the profile of electric field (presented in
the inset in Fig. 4) are rather complicated. An important thing
here is the significant difference in the occupation of QWs by
carriers between two types of LEDs. There are 2 QWs oc-
cupied by holes and 3 lying in the depletion for LEDs(I) and
only one QW occupied by holes for LEDs(II). Note that the
band diagram calculated here significantly differs from that of
presented earlier by Mamakin et al [4] in what concerns the
occupation of QWs. The case of QWs occupied by electrons
instead of holes considered in the Ref. [4] can hardly realize due
to the large concentration of acceptors and appreciable value
of the diffusion depth. An additional confirmation of the ob-
tained results follows from the analysis of capacitance-voltage
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characteristics which shows 3 QWs in the depletion region for
LEDs(I) and 4 QWs for LEDs(II) [5]. These data are in full
compliance with our results and serve as the direct evidence of
the difference in band diagram between two types of LEDs.

Thus, there is a significant difference in the relative posi-
tion of depletion region and MQWs due to the difference in the
doping profiles. Obviously, such a difference keeps under the
conditions of applied voltage. As a result, one can find a differ-
ent number of QWs lying in the depletion region for LEDs(I)
and LEDs(II) at the equal voltage. Recalling that a concurrent
occupation of at least one of the QWs by electrons and holes
is necessary for a noticable electroluminescence we come to
the following issue. If the considered QW lies in the depletion
region it is a voltage of EInGaN

g /e ≈ 2.6 V which is needed to
observe a significant output. However, if the QW lies outside
the depletion region this value is increased by the depth of QW
and amount to approximately 3.0 V.A coincidence of these val-
ues with the voltages Um of peak QE in LEDs(I) and LEDs(II)
allows us to attribute the observed features to this effect.
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Abstract. InAs self-assembled quantum dot (SAQD) resonant-cavity separate absorption & multiplication (RC-SAM)
avalanche photodetectors operating near ∼ 1 µm were designed and fabricated. The structure of InAs SAQD RC-SAM
APD was designed such that it would resonate with the light incident from the top mesa. The InAs SAQD RC-APD was
grown by solid-source molecular-beam epitaxy (MBE) on a semi-insulating (SI) GaAs substrate. The area of the top mesa
was 10×10 µm2 and the absorbing region consisted of a 2.1 monolayer InAs SAQD layer sandwiched by two 75.5 nm-thick
GaAs spacers. One of the InAs SAQD RC-SAM APDs exhibited a large multiplication gain factor M ∼ 200 and a low dark
current of ∼ 2 nA at a breakdown voltage of ∼ 19 V.

Introduction

Avalanche photodetectors (APDs) are very useful for passive
optoelectronic devices such as optical fiber communication
systems, data transmission systems, high resolution imaging
sensors and medical diagnostic sensors operating at near-IR
(NIR) region [1], since these exhibit a higher sensitivity than
conventional PIN photodetectors due to a large internal gain
provided by avalanche multiplication behavior. To get the mod-
est efficiencies in NIR regime, however, Si APDs require thick
absorbing regions resulting in the high breakdown voltages and
low speeds. On the other hand, InGaAs APDs achieve good
responsivity near NIR region but exhibit high dark currents
and high multiplication noise compare to Si APDs [2]. Fur-
thermore, sensitivities of conventional Si and InGaAs APDs
near ∼ 1 µm fall in a so called ’sensitivity valley’ between
the long wavelength limit due to absorption bandgap edge of
Si APDs and the short wavelength limit due to surface absorp-
tion of InGaAs APDs. Therefore, it is necessary to develop
new types of NIR photodetectors operating near ∼ 1 µm with
high quantum efficiency, high speed, low dark current, a high
gain-bandwidth product, and low multiplication noise. Re-
cently, resonant-cavity separate absorption and multiplication
(RC-SAM)APDs have been shown to achieve all of these prop-
erties. The SAM has separated high-field multiplication and
absorption regions and this result in a lower dark current [3].
Another benefit of the SAM APD structure is that only a single
type of carrier is injected into the multiplication region, which
is a well-known requirement for reducing the multiplication
noise that arises from the stochastic nature of the multiplica-
tion process [4].

In this paper, RC-SAM APDs, using InAs self-assembled
quantum dot (SAQD) as a light absorbing layer, was fabricated
and its characteristics were investigated for NIR applications.
The delta-function like density-of-states (DOS) profile of the
RC-SAM APD light absorbing SAQDs are thought to have
enhanced its internal quantum efficiency. Electrical and optical
characteristics of the InAs SAQD RC-SAMAPDs such as, dark

currents, photocurrents, multiplication gain, are investigated.
Furthermore, their output characteristics depending on various
fabrication processes were characterized in detail.

1. Experiments

The epitaxial layer structure of the InAs SAQD RC-SAM APD
was designed by employing the Bragg’s condition which sat-
isfied a quarter-wavelength rule.

InAs SAQDs including the whole the epitaxial layer were
grown by solid-source molecular beam epitaxy (MBE). Fig-
ure 1 shows its schematic illustration of the layer structure

Undoped AlGaAs multiplication layer
160 nm

p-GaAs buffer layer 77.5 nm ( = 1×10 )17Na

p-AlGaAs charge layer 80 nm ( = 1×10 )17Na

p -GaAs contact layer 310 nm ( = 1×10 )Na
19+

n -GaAs contact layer 310 nm ( = 1×10 )19+ Na

GaAs spacer 77.5 nm

GaAs high reflective layer 77.5 nm

GaAs spacer 77.5 nm

GaAS cap layer 10 nm

n-GaAs buffer layer 77.5 nm ( = 1×10 )17Nd

AlAs low reflective layer 90.3 nm

Semi-insulated (S.I.)
GaAs substrate

InAs QD absorbing layer 2.1 ML

Fig. 1. Schematic of InAs SAQD RC-SAM APD structure.
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which includes, a DBR mirror-consisted of 25 pairs of 90.3 nm-
thick undoped AlAs and 77.5 nm-thick undoped GaAs quar-
ter wave stack (QWS)-, a 310 nm-thick n+-doped (Si =
1×1018 cm−3) GaAs contact layer, a 77.5 nm-thick layer of
n-doped (Si = 1×1017 cm−3) GaAs buffer, a 160 nm-thick un-
doped Al0.2Ga0.8As multiplication layer, a uniformly p-doped
(Be = 1×1017 cm−3) Al0.2Ga0.8As charge layer, a IR absorp-
tion layer which consists of an 2.1 ML undoped InAs SAQD
layer sandwiched by two 77.5 nm-thick undoped GaAs spacer,
a 77.5 nm-thick p-doped (Be = 1×1017 cm−3) GaAs buffer
and finally a 10 nm-thick p+-GaAs (Be = 1×1019 cm−3)
top contact layer. The size and the density of the SAQD,
used for the device fabrication, were 20 nm in diameter and
5×1010 cm2, respectively. Polyimide (PI) thin film was de-
posited on the fabricated InAs SAQD RC-SAM APD for the
purpose of anti-reflection coating and surface passivation. The
size of the IR absorbing area was defined to 10×10 m2 by
etching with inductively coupled plasma reactive ion etching
(ICP-RIE) and chemical H3PO4 solution. The Ohmic contacts
of the device are defined by conventional lift-off technique
using Ti/Au for p-contact and Ni/Au/Ge/Ni/Au for n-contact
layer.

2. Summary of measured device characteristics

The photocurrents (top), dark currents (middle), and multipli-
cation gain (bottom) of a 10×10 m2 absorbing mesas with
different etching methods (such as ICP-RIE and H3PO4) of
InAs SAQD RC-SAM APDs were shown as a function of the
reverse bias in Figure 2.

The photocurrents were measured at room temperature us-
ing Ti:Shapphire tunable laser diode of which optical power
and wavelength are 1 mW/cm2 and 970 nm. The photocur-
rents of InAs SAQD RC-SAM APD showed similar properties
irrespective of IR absorbing mesa structure defining etching
methods. The punch-through occurred at near — 3 V, and the
breakdown voltage was only — 21 V (a factor of 10 to 15
lower than the operating voltage of Si APDs) [5]. The multi-
plication gain (M) is extracted from the photocurrent assuming
that the gain at punch-through is unity-gain regime. A multi-
plication gain near 100 was observed at 95% of breakdown
voltage. Also, the responsivity of these InAs SAQD RC-SAM
APDs were calculated to 2.1 mA/W and 2.9 mA/W for the
H3PO4 wet chemical and ICP-RIE dry etched one, respec-
tively. However, the dark currents show dependency only on
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Fig. 2. The output characteristics of the InAs SAQD RC-SAM APD
with IR absorbing mesa defining methods.

the IR absorbing mesa structure defining etching methods. The
measured value employing ICP/RIE etching process were ap-
proximately 5 orders lower than those obtained by H3PO4 etch-
ing process (10 nA and 2 nA for the H3PO4 wet chemical and
ICP-RIE dry etched one, respectively, at 90% of breakdown
voltage (−19 V)). These are thought to be due to mesa profile
difference and electric filed distributions in IR absorbing mesa
structure. Table 1 summarizes the measured characteristics of
the fabricated InAs SAQD RC-SAM APDs. Other characteris-
tics, depending on the device parameter and process variation,
will be presented in detail.

Table 1. Summary of output characteristics of the InAs SAQD RC-
SAM APDs.

Items Proceess Spec.
#1 Breakdown voltage H3PO4 − 21 V
#2 ICP/RIE − 21 V
#3 Dark current(@ −19 V) H3PO4 10 nA
#4 ICP/RIE 2 nA
#5 Photo−current(@ −19 V) H3PO4 76 nA
#6 ICP/RIE 93 nA
#6 Responsivity (mA/W) H3PO4 2.1
#7 ICP/RIE 2.9
#8 Multiplication gain (@ Vb) H3PO4 190
#9 ICP/RIE 178
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Abstract. Doubly electron confined AlGaN/GaN/AlGaN heterostructures were grown on sapphire substrates using 0.2 µm
AlN templates also grown at 1150 ◦C by molecular beam epitaxy within the same process. For GaN channel thickness being
low enough to form quantum well (50Å), mobilities up to 1050 cm2/V s (for back-doped buffer layer Al0,2Ga0,8N) and up
to 1350 cm2/V s (for undoped buffer layer Al0,1Ga0,9N)at carrier sheet electron density of 1013 cm−2 were obtained. In
DHFETs, fabricated from such a structures, electron confinement is essentially improved while other DC-mode parameters
were competitive to ones obtained on classic HEMT-like devices.

Introduction

In a last decade, field effect transistors based on heterostruc-
tures (HS) AlGaN/GaN demonstrated microwave performance
outstanding among a number of analogous devices based on
traditional semiconductors. The main peculiarity of nitride het-
erostructures is that the two-dimensional electron gas (2DEG)
formed at AlGaN/GaN interface can reach sheet electron
density more than 1013 cm−2 due to “piezo-doping” effect.
2DEG electron mobility depends essentially on crystal qual-
ity of layers in HS: values of 2000 cm2/V s (300 K) have
been published [1], while electron motilities in the range of
1000–1500 cm2/V s are typical for most of publications. Field
effect transistors (FETs) based on such a HS usually show cur-
rent densities of 0.6–1.2 A/mm and transconductance in 120–
200 mSm/mm range. These values together with high break-
down voltages provide in some cases an order of magnitude
higher power densities as compared with GaAs. Recently,
microwave power densities up to 32 W/mm for GaN-based
discrete devices [2] and output power over 150 W for power
amplifiers [3] have been demonstrated. The key issue for the
development of high power devices is the electron confinement
which is directly effects on transistors cut off and leakage [4].
Besides, hot electrons spillover under high current operation
takes place and limits maximum current and thus power density.
The latter essentially contributes to the so called “RF-current
collapse” due to electron trapping in buffer and upper barrier
layers.

Leakage in common sense can be minimized by compen-
sation doping of GaN buffer with impurities producing deep
levels, such as Fe, C, Mg etc. [5]. To reduce current col-
lapse related to surface traps, various passivation techniques
are used, for example silicon nitride-based [6]. Nevertheless,
above methods cant prevent electron trapping in thick buffer
GaN layer, moreover, the problem seems to be accented be-
cause an additional traps are produced during compensation
doping. Alternatively, double-sided heterostructures (DHS)
obviously provide better electron confinement when traditional
HEMT-like structures.

GaN/InGaN/AlGaN DHS-based field effect transistors
(DHFETs) were shown to have no visible RF-current col-
lapse at all [7]. But, despite higher theoretical values of

electron mobility in InN compared with GaN, mobility in
really grown InGaN layers are yet often degraded due to
crystal imperfection, composition fluctuations etc. There-
fore, DHS AlGaN/GaN/AlGaN are still remain more reli-
able and technologically approved. A number of publica-
tions reporting successful realization of DHFETs based on Al-
GaN/GaN/AlGaN [8, 9] are available, and device parameters
are competitive to ones obtained on “classic” HS GaN/AlGaN.
We also previously reported on multilayer heterostructures
(MHS) AlN/AlGaN/GaN/AlGaN with GaN channel thickness
of 140 nm, showing DEG mobilities 1000–1350 cm2/V s at
sheet electron density (1.0−1.6) 1013 cm−2. DHFETs based
on such MHS also demonstrated current density up to 1.2A/mm
in DC-mode [10]. To improve electron confinement and so de-
vice performance, GaN thickness should be further decreased.
Besides, it seems also technologically attractive due to the dis-
tance from AlGaN buffer to surface will be reduced too, thus
making mesa-isolation etch and gate metallization easier and
more reliable. We discuss the effect of GaN channel thickness
and AlGaN buffer composition on electron density and mo-
bility in 2DEG formed at upper barrier GaN/AlGaN interface
of MHS.

1. Experimental

AlN/AlGaN/GaN/AlGaN MHS were grown on (0001) sapphire
substrates by molecular beam epitaxy using specialized nitride
MBE systems of EPN-series (SemiTEq). The main peculiarity
of our MHS is 0.2 µm-thick AlN template, grown at 1150 ◦C
directly before heterostructure within the same epitaxy pro-
cess [10]. Properties of grown samples were studied using
atomic-force microscopy (AFM), X-ray diffraction (XRD),
capasitance-voltage (C-V) and temperature dependent Hall
measurements.

Test transistors with 1×20 µm gate geometry were fabri-
cated on MHS by planar processing including photolithogra-
phy, e-beam metallization, rapid thermal annealing and reactive
ion etching techniques.

2. Design issues of MHS with GaN QW channel

Reduction of GaN channel thickness alone, without another
changes in AlN/AlGaN/GaN/AlGaN MHS design deteriorates
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Fig. 1. Mobility versus GaN thickness in MHS with different design
of AlGaN buffer layer.

2DEG mobility due to following main reasons. First, relax-
ation above critical thickness may be accompanied by forma-
tion of various defects, contributing to an additional carrier
scattering; so narrowing the channel to thicknesses close to
this defect region result in mobility degradation. Second, po-
larization induced distortions of channel band diagram pro-
nounces essentially when channel thickness is narrower, and
parasitic hole conductivity appears in some cases near bottom
interface AlGaN/GaN (analogous to 2DEG formation near up-
per GaN/AlGaN interface). Therefore, to realize quantum well
for electrons in MHS it is necessary

(A) to find GaN relaxation thickness for various buffer de-
signs (composition profiles), and

(B) to engineer bandgap close to channel region by profiling
ofAlGaN composition and n-doping (including so called back-
doping).

Obviously, electron confinement enhances when quantum
well deepens. On the other hand, critical thickness of relax-
ation depends on AlGaN buffer composition, too. Calculated
critical Al mole fraction of AlxGa1−xN, depending on initial
data and relaxation degree taken into account, lays in 0.11–
0.15 range. So we studied two main cases of MHS buffer
designs, as follows:

— xAl = 0.1: band offset is enough for quantum confine-
ment, no parasitic holes are formed on AlGaN/GaN interface;

— xAl = 0.2: band offset is higher, relaxation thickness is
shorter, parasitic holes are formed on AlGaN/GaN interface.

It was found that forAl0,1Ga0,9N buffer no carrier depletion
takes place, but electron mobility starts to fall when GaN chan-
nel thickness becomes less than 1000Å due to worse crystal
quality of “just-relaxed” material. Critical thickness of relax-
ation is estimated to be in 130–150Å range, so at thicknesses
below 100Å electron mobility rises again (Fig. 1).

Quite different behavior was observed in the case of for
MHS with Al0,2Ga0,8N buffer design: at channel thicknesses
below 1000Å carrier density starts to decrease as well as mo-
bility does, and at thickness of 200Å p-conductivity was mea-
sured at room temperature (Fig. 1). Only back-doped MHS
of such design demonstrated acceptable 2DEG conductivity at
channel thickness below 100Å. As a result, optimized MHS
with 50Å GaN channels were realized for both designs, mo-
bilities up to 1050 cm2/V s (back-doped buffer layer with
xAl = 0.2) and up to 1350 cm2/V s (undoped buffer layer
with xAl = 0.1) at carrier sheet electron density of 1013 cm−2

were obtained. C–V profiles of QW-MHS were much more
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Fig. 2. C–V profiles of MHS with GaN QW (open diamonds)
and 100 nm-thick GaN channel (solid triangles). DC I–V chars
of DHFETs made on QW-MHS are shown on inset.

abrupt confirming better electron confinement (Fig. 2).
DHFET DC-parameters, competitive to ones obtained on

classic HEMT-like devices, are also reported. Its worth to
note, that I–V characteristics (inset to Fig. 2) are free from any
“trapping loops” (hysteresis effects) which are often visible for
unpassivated heterostructures with thicker channels. Issues of
further design optimization are also discussed.
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Abstract. Resonance enhancement of the quantum efficiency of new polarized electron photocathodes based on a
short-period strain-compensated AlInGaAs/GaAsP superlattice structure is reported. The superlattice is a part of an
integrated Fabry–Perot optical cavity. We demonstrate that the Fabry–Perot resonator enhances the quantum efficiency by
up to a factor 10 in the wavelength region of the main polarization maximum. The high structural quality implied by these
results points to the very promising application of these photocathodes for spin-polarized electron sources.

Introduction

Strained short-period superlattices have been used to advan-
tage in achieving highly spin-polarized electron photoemis-
sion [1]. In these structures, the heavy hole (hh) and light
hole (lh) minibands are split due to the effects of both quan-
tum confinement and strain-induced splitting. The enlarged
valence band splitting results in a high initial electron polar-
ization in the conduction band under excitation by circularly
polarized light. Smearing of the interband absorption edge and
light-heavy-hole mixture processes lead to a polarization (P)
in the bandedge absorption of less than 100%. These mecha-
nisms set a sizeable limitation for the maximum polarization
of emitted electrons [2, 3]. The initial polarization can be in-
creased by choosing strongly strained structures with a higher
valence band splitting.

The thickness of the strained photocathode working layer,
however, exceeds the critical thickness for strain relaxation re-
sulting in structural defects, smaller residual strain and lower
polarization. Critical thickness considerations limit the num-
ber of superlattice (SL) periods in the working layer and thus the
quantum efficiency of the structures. To overcome this prob-
lem, two types of photocathodes have been proposed. The use
of a strain compensated SL, whereby the composition of the SL
barrier layers is chosen to have opposite (tensile) strain from
that of the quantum well layers, allows the total working layer
to be considerably thicker [4]. Another way to increase the
quantum efficiency (QE) is to integrate the SL working layer
into a Fabry–Perot optical cavity [5]. The key feature of such
structures is a Distributed Brag Reflector (DBR) at the back
side of the photocathode that reflects the incoming circularly
polarized light back to the surface where approximately 0.3 of
the intensity is reflected into cathode again and so on.

In the present work we combine these two approaches and
develop a novel photocathode structure that integrates a work-
ing layer based on the strain-compensated InAlGaAs-GaAsP
SL into a Fabry–Perot optical cavity. We investigate polarized
electron emission from the photocathodes with and without a
DBR mirror and report a tenfold enhancement of quantum effi-
ciency due to optical enhancement from the Fabry–Perot cavity
without degradation of electron polarization.

1. Experiment

The photocathode structures were grown on a p-type (100)
GaAs substrate by Metal Organic Vapor Phase Epitaxy using
trimethyl group III reagents and arsine. The photocathode de-
sign is shown in Table 1. It consists of a DBR mirror con-
taining 22 pairs of alternating λ/4 plates of Al0.19Ga0.81As
and AlAs. On the top of this mirror, a 500 nm thick
Al0.35Ga0.65As buffer layer is grown that serves as the sub-
strate for the strained SL. The superlattice contains 20 pairs of
compressively-strained (Al0.16Ga0.84)82In18As quantum well
layers and tensile-strained GaAs0.83P0.17 barrier layers. The
layer compositions were designed to optimize the effect of
strain magnitude and compensation on electron polarization.
On top of the SL working layer, a 6-nm thick GaAs surface
layer was deposited with Zn-doping concentration enlarged
from 7× 1017 cm−3 in the working layer to 1× 1019 cm−3 to
achieve negative electron affinity by the well known procedure
of surface activation. Two samples have been prepared with
and without a DBR layer.

Table 1. Composition of the photocathode.

As cap
GaAs QW 6 nm
(Al0.16Ga0.84)82In18As

SL 20X
4 nm

GaAs0.83P0.17 6 nm
Al0.35Ga0.65As Buffer 500 nm
GaAs 20 nm
AlAs

DBR 22X
71 nm

Al0.19Ga0.81As 58 nm
GaAs (100) – Substrate, Zn

The structures were characterized by photoluminescence
measurements, which included mapping of the structure sur-
face. Both structures showed very good structural quality. The
excitation spectra of the polarized photoemission from these
structures were measured at room and at lowered (130 K) tem-
peratures for different activation regimes. Studies of polariza-
tion growth during assisted degradation were used to identify
polarization losses in the band bending region (BBR).
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2. Results and discussion

The polarization and quantum efficiency data as a function of
wavelength are shown in Fig. 1. The polarization spectra with
and without the DBR layer are almost identical. The structures
show all the typical features of SL emission including high-
polarization peak at the band edge absorption and a second
peak at higher energies with a well-pronounced dip between
them. However these samples have different quantum yield
spectra. While the sample without a DBR exhibits a typical
smooth QE (λ) behavior with a cutoff below the absorption
edge, the quantum yield spectrum of the sample with a DBR
has additional resonance features.

To illustrate this fact, we plot in Fig. 2 the ratio of quantum
efficiencies for these two samples together with the polariza-
tion curve for the DBR sample. Resonance peaks correspond
to the increase of the electromagnetic field in the working layer
when resonance conditions for the Fabry–Perot optical cavity
are fulfilled. The largest resonance peak of quantum yield en-
hancement at λ = 870 nm practically coincides with the main
polarization maximum of electron emission. Thus the DBR
layer in the present sample increases the quantum efficiency of
polarized electron emission by factor 10.

It worth to noting that the resonance enhancement of quan-
tum yield is not accompanied by a decrease of electron polar-
ization. This fact manifests the high structural quality of this
photocathode. Since the resonance standing wave in a Fabry–
Perot cavity is very sensitive to a phase shift near the resonance,
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Fig. 1. Polarization (solid symbols) and quantum efficiency (open
symbols) spectra of the emitted photoelectrons from photocathodes
with (circles) and without (stars) DBR.

650 700 750 800 850 900 950
0

2

4

6

8

10

0

20

40

60

80

Wavelength (nm)

Po
la

ri
za

tio
n 

(%
)

Q
E

en
ha

nc
em

en
t (

a.
u.

)

Fig. 2. Resonance enhancement of quantum efficiency (solid circles)
and polarization of electron emission (open circles) from photocath-
ode with DBR.

even a small difference in the refraction indexes in in-plane di-
rections as the result of a small anisotropy of the inplane lattice
strain leads to a completely unpolarized wave in the working
layer [6].

3. Conclusions

We have developed a novel type photocathode based on
InAlGaAs-GaAsP strain compensated superlattices integrated
into a Fabry–Perot optical cavity of high structural quality. We
demonstrate a tenfold enhancement of quantum efficiency at
the polarization maximum due to the multiple resonance re-
flection from DBR layer. The obtained results demonstrate
the advantages of the developed photocathode as a perspective
candidate for spin polarized electron sources.
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Abstract. Local oxidation technology supported by modelling of 3D electrostatics of semiconductor nanodevices permits
fabricating a ring interferometer with radius < 100 nm. Aharonov–Bohm oscillations (ABOs) measured in this device
remained observable up to 15 K, the highest temperature for ring interferometers. Comparison of experiment and
calculations shows that small amplitude of ABOs can be explained by the ring asymmetry under the condition of fully
coherent transport.

Introduction

Miniaturization of ring interferometers is one of the main trends
in studying of Aharonov–Bohm effect [1–5], and is a way to
suppress influence of decoherence on the amplitude of ABOs.
Electron lithography and subsequent reactive ion etching ofAl-
GaAs/GaAs heterostructures allowed the fabrication of small
rings with radius 130 nm [1]. Recently atomic force lithog-
raphy with subsequent selective chemical etching permitted
reducing ring radius twice [2], but this original method was
used only by the authors. A simpler and more universal tech-
nique of local anodic oxidation uses the advantages of probe
nanolithography, but does not need resist deposition and etch-
ing [3, 4, 6]. Recently an interferometer with radius 110 nm was
obtained by this technique [5]. However, the rings appeared
broken or close to broken even though the same lithographic
template was used. It is important thatAFM images of samples
give neccesary information to model electrostatics of the de-
vice and to make clear the effect of technological imperfections
on the geometry of electron system.

Results

New interferometer was fabricated by the technique, described
in Ref. 5. Unlike that, however, and according to the results
of 3D electrostatic modelling the depth of local anodic oxida-
tion was reduced. For this purpose the voltage on the AFM
tip was reduced twice. Since template of nanolithography was
not changed, the depletion region around central antidot con-
tracted, electron channels expanded, and the ring became more
open than the one in Ref. 5 (Fig. 1). The ring kept its asymme-
try, but the narrow place moved to another arm due to casual
deviations from template in the local anodic oxidation process.
Distribution of oxidation depth was obtained fromAFM images
of the samples. Electron density in the plane of 2DEG, charge
density in the delta-doping layers and 3D electrostatic poten-
tial were calculated self-consistently from the distribution of
oxidation depth and layer composition of GaAs/AlGaAs het-
erostructure.

Magnetotransport measurements show that effective radius
of the ring is 15 nm smaller than that in Ref. 5. ABOs corre-
sponding to radius 95 nm remain at temperatures up to 15 K
(Fig. 2). This is the highest temperature of observation of
Aharonov–Bohm effect in the interferometers now [4] (for ring
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Fig. 1. (a) Map of the anodic local oxidation depth h. (b) Calculated
effective potential for new ring. (c) Effective potential for ring from
Ref. 5. Only area corresponding to Ueff < EF = 0 is shown.

with radius 110 nm this temperature was 9 K [7]).
Measured amplitude ofABOs agrees well with calculations

of two-dimensional magnetotransport for effective potential,
obtained from solving 3D electrostatic problem for the studied
device. The magnetic field dependence of the conductance was
calculated by the method of recursive Green’s functions [8].
Calculation shows that amplitude of ABOs does not exceed
e2/2h on the assumption of fully coherent transport (Fig. 3).
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However symmetrization of the effective potential at least dou-
bles the amplitude of ABOs (Fig. 4).

This result and the previous studies [9] shows that sup-
pressed ABOs are not necessarily caused by disruption of co-
herence or approach to the tunneling regime in an arm of the
ring, but geometric imperfection of the devices may be suffi-
cient for this. It is worth noticing that agreement of background
conductance, amplitude and period of ABOs in experiment and
computation (Figs. 2–4) was not full because microscopic dis-
order in the sample was not taken into account in our models.

Acknowledgements

This work was supported by RFBR (grant 05-02-16591-a) and
programs “Quantum nanostructures” of RAS, and “Russian
Scientific School” Grant No. 8401.2006.8.

References

[1] A. A. Bykov, D. G. Baksheev, L. V. Litvin et al, JETP Lett. 71,
255 (2000); K. A. Cheng, C. H.Yang, M. J.Yang, J. Appl. Phys.
88, 5272 (2000); A. A. Bykov, O. Estibals, I. V. Marchishin et
al, Physica E 12, 778 (2002).

[2] D. Kähler, U. Kunze, D. Reuter and A. D. Weick, Physica E 17,
284 (2003).
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Abstract. We propose the mesoscopic device based on the Rashba spin orbit interaction (SOI) that contains a gated ballistic
Aharonov–Bohm (AB) ring with incoming lead and two asymmetrically situated outgoing leads. The variations of the
Rashba spin- orbit coupling parameter induced by the gate voltage applied to the AB ring is shown to cause the
redistribution of the carrier flux between the outgoing leads and spin polarization of the outgoing currents, thus allowing the
system to manifest the properties of the quantum splitter and spin filter.

Introduction

The role of the spin in the processes of the quantum trans-
port has been in focus of both experimental and theoretical
investigations in the last decade. The studies of the Rashba
spin-orbit interaction (SOI) in semiconductor heterostructures
have specifically attracted much interest as it can form a ba-
sis of the spintronic devices in which the the spins of single
electrons become an object of the precise manipulation and
control (for review see [1]). Importantly, the structure inver-
sion asymmetry needed for Rashba SOI can be lifted by the
external gate voltage Vg applied perpendicular to the structure
interface thereby leading to the controllable variations of the
Rashba SOI coupling parameter α.

The first spintronic device known as spin field effect transis-
tor (FET) proposed in the pioneering work of Datta and Das [2]
needed the efficient spin injection from ferromagnetic contacts
into semiconductors. However, the reported experimental val-
ues of the polarization degree of the injected electrons were
several percents only, so that the expected modulation of the
conductance of the spin-FET is very small [3]. The version of
the the spin-interference device working without any ferromag-
netic electrodes and external magnetic field was later proposed
in the work of Aronov and Lyanda–Geller [4]. It consists of
the ballistic Aharonov–Bohm (AB) ring covered by the gate
electrode. In addition to the Berry phase, the Rashba SOI in
the AB ring induces the Aharonov–Casher phaseshift between
the spin waves propagating in the clockwise and anticlockwise
directions, which results in the large conductance modulation
due to the interference of the spin wave functions [5].

1. The structure

Here we propose the modified version of the spin interference
device which does not need the spin-polarized carrier injection.
It represents a ballistic AB ring with one ingoing electrode 0,
and two asymmetrically placed outgoing electrodes, 1 and 2,
shown in Fig. 1 [6]. The spin-dependent conductances G01,±
and G02,± of this three-terminal device can be experimentally
measured; the index ± corresponds to the spin projection of
the carrier on its wavevector in the outgoing leads. It should be
noted that in the two-terminal devices with single propagating
mode in zero magnetic field the outgoing current is unpolar-
ized being due to the time-inversion symmetry [7]. However,
using the multi-terminal structures where the electrons with
opposite spins can be redistributed unequally between the out-
going leads, the effect of the spin filtering can be achieved [8].
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Fig. 1. Schematic view of a spin-interference device based on theAB
ring connected with three one-dimensional leads and covered by the
gate electrode that controls the amplitudes of travelling electronic
waves via Rashba SOI.

In the ballistic regime the conductances are determined by the
phase relations between the waves propagating in the AB ring
in clockwise and anticlockwise directions which are controlled
by tuning the Rashba parameter which redistributes the current
between the outgoing leads and induces nonzero polarization
degree of the outgoing currents.

Pj = G0j,+ −G0j,−
G0j,+ −G0j,−

. (1)

2. The model

For the reasons of simplicity we consider the AB ring and the
leads as being purely one-dimensional and ballistic. The prepa-
ration of the single channel devices is now experimentally
achievable and they are always preferable as compare to the
multichannel because of much less effective spin relaxation.
The conjunctions between the AB ring and leads are mod-
elled by the identic spin- conservative quantum point contacts
(QPCs) which provide the elastic scattering of the carriers and
can be characterised by the amplitude of the elastic backscat-
tering σ of the carrier propagating in the leads. Constructing
the scattering matrices of the contacts [6] one obtains the sys-
tem of the linear algebraic equations connecting the ingoing
and outgoing amplitudes on each of the QPCs. This permits
the finding of the transmission amplitudes of the structure f1,2
if the phaseshifts τj of the waves travelling inside the ring are
known. Within the framework of the adiabatic approximation
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the latter are given by the following expressions
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where the upper sign corresponds to the spin orientation to-
wards the center of the ring, the lower sign to the spin ori-
entation from the center, ] is the magnetic flux through the
AB ring, ]0 is an elementary flux quantum. The first term at
the argument of the exponent corresponds to the Aharonov–
Casher phase, the second to the the Aaronov–Bohm phase, the
third to the geometrical Berry phase [4]. The values of k± can
be found as

k± = ±mα

h̄2 +
1

h̄

√
m

(
mα2

h̄2 + 2EF

)
, (6)

where m is an effective mass of the electron.
It is seen, that in presence of the Rashba SOI the electrons

with a given spin projrection travelling in the clockwise and
anticlockwise directions have different values of k. This re-
sult is easily understandable from the classical point of view.
Indeed, neglecting the AB ring curvature, the effective mag-
netic field created by the Rashba SOI is given by the vector
product of the external electric field and the carrier wavevec-
tor, Beff ∼ [k×E] and have only the radial component, which
can be positive or negative depending on the direction of the
carrier motion. In the adiabatic approximation the spin of the
carrier moving inside the AB ring is either parallel or antipar-
allel to the effective magnetic field, so that the carriers with
the same radial component of the spin propagating in opposite
directions have different mutual orientations of the spin and
the effective magnetic field. Since the carrier energy should
be equal to Fermi energy in both cases, the wave numbers and
of the electron propagating in the clockwise and anticlockwise
should differ.

3. Numerical results

The dependence of the conductances of the structure consid-
ered on the Rashba parameter is shown in Fig. 2. The value of
the external magnetic field was taken zero, and the backscatter-
ing on the QPCs was neglected, σ = 0. The total conductances
of both outgoing leads,G0j = G0j,++G0j,− are seen to reveal
the AC-type oscillations. The AC oscillations of the G01 and
G02 are phaseshifted, and thus tuning of the Rashba parameter
allows the control of the preferential direction of the carrier’s
motion after passing the gated AB ring. Besides, the conduc-
tances become to be spin-dependent, and the outgoing currents
are spin-polarized. Their polarization degree as a function of
the Rashba parameter is shown at the lower part of the Fig. 2. It
turns that the amplitude and the form of the AC oscillations of
the conductance strongly depend on the backscattering ampli-
tude. With increasing of the σ each conductance peak doubles
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Fig. 2. From Ref. [6]. The conductances G01,±, G02,±, and the spin
polarization degree of the outgoing currents P1,2 as functions of the
Rashba coupling parameter.

due to the increase of the probability of the round trips in the
system (not shown). The increase of the backscattering ampli-
tude is also seen to decrease the difference of the conductances
of two spin components, thus suppressing the spin filtering
effect.

4. Conclusions

In conclusion, we have shown that the gated ballistic AB ring
with three asymmetrically situated electrodes is the spintronic
device that is able to demonstrate the properties of both the
quantum splitter and spin filter. The conductances and spin po-
larization degrees of the outgoing currents in this three-terminal
device are predicted to be dependent on the external gate volt-
age. Consequently, tuning of Vg allows the efficient control
of the redistribution of the current between the two outgoing
leads and its spin polarization.
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Abstract. The characteristic time of far IR response of a quantum Hall effect (QHE) detector in GaAs/AlGaAs
heterostructure has been investigated versus the magnetic field around the even values of the Landau level filling
factor ν = 2, 4. The response time is shown to have a dip minimum in the center of QHE plateau and two sharp maxima at
both sides of the plateau. Outside the QHE plateau the response time drop seems to result from the rise of the equilibrium
population of the Landau level over/below the Fermi energy with electrons/holes that increases the probability of
photoexcited carrier recombination. The minimum at the QHE plateau center is due to the vanishing of screening of the
random potential. The length scale of the potential fluctuations has been estimated.

Introduction

The quantum Hall effect based detectors operating at cyclotron
resonance (CR) of 2D electrons in GaAs/AlGaAs heterostruc-
tures are known to be sensitive (S ∼ 107 V/W, NEP ≤
10−14 W/Hz1/2) and selective detectors of far infrared (FIR)
radiation [1–5]. In the QHE the longitudinal resistance Rxx

vanishes. The finite Rxx emerges when electrons and holes are
excited by FIR radiation at the cyclotron resonance (CR) in
the delocalized (extended) states near the Landau level centers
above and below the Fermi level EF. The key role of a random
potential in the mechanism of FIR-photoresponse was demon-
strated in [5]. The length scale of the random potential has
been shown to determine the photoresponse time constant τ
that increases exponentially with the magnetic field [6]. At
the same time a characteristic minimum of τ was observed in
the center of the QHE plateau corresposponding to the filling
factor ν = 2 [5]. The present paper deals with detailed study
of the detector response time evolution nearby a QHE plateau
that proved to be highly nonmonotonic.

Experimental

The samples under study were Hall bars fabricated on a
selectively doped GaAs/Al0.3Ga0.7As heterostructure with
high mobility 2DEG: (µ4.2K = 4.65×105 cm2/V s, ns =
3.65×1011 cm−2). They had a long 2DEG channel
50 mm×170 mm in size patterned in a zigzag shape and fitted
into an area of 4×4 mm2 [1, 5]. All measurements were carried
out either at T = 4.2 or at T = 2.4 K. A sample placed in a
liquid helium in the center of a superconducting solenoid was
biased by a d.c. current 2 to 4 mA. As a broad band FIR emit-
ter we used a bulk p-Ge crystal (NA − ND = 1013cm−3) of
12×4×2 mm3 in size, the ohmic contacts being deposited onto
12×4 mm2 opposite faces. Throughout the measurements the
emitter was excited with current pulses of 300 mA, 160 ms in
duration and repetition rate of 16 Hz. The emitter was placed
in liquid helium in the same cryostat, the distance between the
emitter and the sample being 30 cm. The emitter radiation was
guided to the sample through a metallic light pipe of 7 mm in
diameter. The response from the detector was analyzed using
either digital oscilloscope or lock-in amplifier.

Results and discussion

Typical magnetic field dependences of the longitudinal resis-
tance Rxx (dotted line) and the photoresponse on the broad
band radiation from the p-Ge emitter (solid line) of the QHE
device as well the response time τ versus the magnetic field are
shown in Fig. 1, 2. It is clearly seen that the response occurs
near theRxx(H)minimums at the even values of the filling fac-
tor ν = 4 and ν = 2 corresponding to quantum Hall plateaus.
At ν = 2 there are two pronounced peaks in the response de-
pendences on the magnetic field that a general trend if QHE
plateaus are well developed [5]. If the “quality” of an Rxx

minimum becomes worse (e.g. at ν = 4), the two peaks merge
to form a single peak structure. A typical signal oscillogram in
semilogarithmic scale is given in the insert to Fig. 1. As easy
to see in Fig. 1, 2 the detector time constant τ (determined as
the response decay time after switching off the voltage applied
to the emitter) varies over one order of magnitude with the
magnetic field. It is known that there is a long-range random
potential in 2DEG systems at high magnetic fields, the am-
plitude of the fluctuation potential reaching the order of h̄wc

in close vicinity of a QHE state due to the vanishing of the
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time t versus the magnetic field (symbols connected with dashed
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Fig. 2. Magnetic field dependences of the longitudinal resistance
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time t versus the magnetic field (symbols connected with dashed
line); T = 4.2 K.

screening effect [7]. This random potential results in the spa-
tial separation of photoexcited electron and hole at the Landau
levels above and below EF, respectively, thus preventing the
excited carriers from quick recombination. A localized elec-
tron (hole) can be excited occasionally to a delocalized state
formed around the Landau level center thus participating in
the longitudinal conductivity and giving rise to the photore-
sponse. The time constant of FIR response is closely related
to the recombination lifetime of localized carriers separated by
the characteristic distance /Y . In strong magnetic fields in
high mobility samples /Y could exceed significantly the mag-
netic length lB = (hc/eH)1/2 that is the extension of a carrier
wavefunction.

If the QHE plateau (where the longitudinal resistance prac-
tically vanishes) is well developed, the lifetime is mini-mal
at the plateau center because the random potentials are not
screened by the 2D electron gas thus resulting in small-scale
random potential and strong overlap of the electron and hole
wavefunctions. This is just the case at ν = 2 in Fig. 1, 2
(cf. [5]). The lifetime increases as B departs from the plateau
center within the Hall plateau because the screening becomes
effective due to an increasing finite longitudinal conductance.
The screening decreases randomness, and thereby causes the
separation between electrons and holes to increase. This is rem-
iniscent of the fact that τ is longer in higher-mobility samples
because of smaller randomness. When B goes out of the QHE
plateau region, the longitudinal conductivity does not longer
increase the screening effects. At the same time, outside the
QHE plateau, the number of electrons/holes that exist at the
thermal equilibrium (i.e. in the “dark”) increases as B increas-
ingly departs to the left/right from the plateau center. This
works to increase the recombination probability of excited car-
riers and leads to a decrease of the lifetime thus resulting in
the observed two sharp maxima of τ versus B at ν = 4 in
Fig. 1, 2. The similar picture is observed at ν = 4, T = 2.4 K
(Fig. 1). Though in this case the QHE plateau is less developed
and there is only one pronounced peak of the photoresponse
(on right hand side of the plateau), the response time depen-
dence on the magnetic field exhibits two-peak structure with
the minimum at the plateau center. In strong magnetic fields
the response time increases exponentially with the field [5, 6]:

τ = A exp (/Y/2lB)
2 = A exp

(
H/H ∗) , (1)

where the magnetic field H ∗ is related to the characteristic
distance /Y as /Y = 2(hc/eH ∗)1/2. From the increase of
the response time at ν = 2 (right peak) if compared with that at
ν = 4 (Fig. 1, 2) one can determine the characteristic magnetic
fields H ∗ and obtain the following data for /Y :

T = 2.4 K , H ∗ = 6.55 T , /Y = 200 A ,

T = 4.2 K , H ∗ = 3.12 T , /Y = 300 A . (2)

These values are two times less than those obtained for the sam-
ple with higher mobility [6] that corresponds to the proposed
mechanism of the photoresponse of the QHE detector [5].
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mesoscopic structures: Non-linear conductance and
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Abstract. The e2/h and non-linear longitudinal conductance behavior in disordered Si-MOS structures with inversion
p-channel at 10 µm gate length is studied. The structure disorder had been stimulated with the ion (Na+) replacement in the
insulating (under-gate) SiO2 layer onto the Si-SiO2 interface by the ion thermo-electric activation. The ion formed a random
built-in charge ensemble, thus shown, promises both the strong fluctuation potential at the Si-SiO2 interface and the
conductance percolation character promoting the non-coherent mesoscopic effects and quantum point contact formation.
The conductance G to be < e2/h is discussed vs. the gate and longitudinal voltage at the built-in charge concentration up to
1013 cm−2 and temperatures ≥ 77 K.

FET-applied MIS structures are presently disordered due to a
high built-in charge concentration Nt at the semi- conductor-
insulator interface. In practical FETs the impurity formed built-
in charge random ensemble (Nt ≥ 1012 cm−2) causes the sur-
face fluctuation potential (FP), / ≥ 20 meV > kT [1] even
at temperatures ≥ 77 K. The electron transport there is carried
out by a charge carrier transition in-between chaotic poten-
tial wells and restricted with the FP saddle-point constrictions
thereon [2]. When the constriction sizes are comparable to the
electron wave-length, the constrictions act themselves as the
quantum point contacts and the e2/h conductance quaniza-
tion is followed by [3]. A broad distribution of these random
contacts at the energy scale ≈ / also causes the percolation
conductance properties and non-coherent mesoscopic behav-
ior [4]. When the structure length is comparable with the per-
colation cluster correlation radius Lc, the electron transport is
seen to be mainly carried along a most conducting percolation
path out and thus controlled by the quantum-point contacts as
resistive elements of the path [5].

In the paper the e2/h — and non-linear conductance are
studied vs. the gate Vg and longitudinal Vd voltage for the case
of model Si-MOS structures with inversion p-channel. The
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Fig. 1. G vs.Vg (T = 77 K) forNt ∼ 1011 (1) andNt = 6×1011 (2),
1×1012 (3), 2.5×1012 cm−2 (4). The insert: dG/dVg for Nt =
2.5×1012 cm−2.

structures with the gate length L = 10 µm and SiO2 under-
gate layer thickness d = 200 nm have been fabricated on (100)
low-doped n-Si substrates. The structure disorder has been
stimulated with the thermo-electric ion (Na+) activation in the
SiO2 layer and the ion replacement onto the Si-SiO2 interface
at temperatures up to 250 ◦C and Vg ≤ +40 V during a time
up to 30 min [5].

Fig.1 illustrates the G vs. Vg field effect curves for the
temperature T = 77 K and different Nt . At Nt ≥ 1012 cm−2

the curves show a quasi-plateau appearance at G ≈ 2e2/h

evident as dG/dVg maximum and minimum at G ≈ e2/h

and ≈ 2e2/h respectively (the insert). The peculiarity means
the FP formed saddle-point constrictions to act as the quantum
point contacts [2] and the sample conductanceG to be restricted
with a most resistive contact along the only resistive path [5, 6].
The case provides an estimation of the quantum point contact
characteristics in frames of the Landauer–Buttiker model [3].
The h̄ωx and h̄ωy energy parameters here correspond to the
saddle-point constriction curvatures along the transport x-axis
and in plane transverse the y-axis [3].

The h̄ωy estimation has been previously shown to be less
then an order close to the h̄ωx value for the case (see [5, 6]).
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Fig. 2. h̄ωx vs. G obtaind by the field-effect data (�) and G(Vd)

dependence (H). The insert: G vs. Vd (Nt = 2.5×1012 cm−2) for
Vg = 6.1 (1), 6.7 (2), 7.1 (3) and 8.9 V (4).
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Fig. 2 shows the h̄ωx vs. G behavior obtained by the data of
Fig. 1. The estimated h̄ωx ≈ 10 meV well corresponds to the
calculated values, while the following h̄ωx decreasing at G <

0.1×e2/h was previously explained as a non-parabolic local
potential distribution at the saddle-point constriction (see [6]).

The observed G minimum at Vd ≈ 0 and following it ris-
ing at |V d| ≤ 100 mV (the insert to Fig. 2) confirm the case
when the structure conductance is restricted with the quantum
contacts along the percolation path. Estimated by [7] the h̄ωx

values for different Vg and Vd ≈ 0 well coincide the field-
effect results for G < e2/h. Meanwhile, then estimated h̄ωx

for |V d| > 100 mV shows an anomaly rising with Vd up to
h̄ωx ≥ 200 meV > /. We consider the anomaly cause as the
percolation path reconstruction. The Vd rise causes a quan-
tum contact conductance rise [7] and the following Vd redis-
tribution along the percolation path when other less resistive
quantum contacts come similar conductance rise. Thus esti-
mated the number of quantum contacts along the percolation
path, N ≤ 10, well corresponds to the N value variation at the
field effect, the N ≤ L/2d ≈ 25, and the longitudinal voltage
experiment, the N ≤ 20 [5].
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Silicon nanocrystals: photosensitizers for oxygen molecules
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Abstract. The e2/h and non-linear longitudinal conductance behavior in disordered Si-MOS structures with inversion
p-channel at 10 µm gate length is studied. The structure disorder had been stimulated with the ion (Na+) replacement in the
insulating (under-gate) SiO2 layer onto the Si-SiO2 interface by the ion thermo-electric activation. The ion formed a random
built-in charge ensemble, thus shown, promises both the strong fluctuation potential at the Si-SiO2 interface and the
conductance percolation character promoting the non-coherent mesoscopic effects and quantum point contact formation.
The conductance G to be < e2/h is discussed vs. the gate and longitudinal voltage at the built-in charge concentration up to
1013 cm−2 and temperatures ≥ 77 K.

Photosensitization is an important process employed for the ex-
citation of molecules exhibiting optically forbidden electronic
transitions. Of particular interest is molecular oxygen (MO),
since it is the most common oxidant and is involved in a vari-
ety of biochemical reactions. The ground triplet state of MO
is chemically inert and the high reactivity of MO results from
its energy-rich excited singlet states. However, spin selection
rules prevent the direct excitation of MO by light.

We report on efficient resonant energy transfer from exci-
tons confined in silicon nanocrystals to MO. We will demon-
strate that silicon at nanoscale has entirely new properties due to
morphological and quantum size effects: large accessible sur-
face area and variable energies of excitons having well-defined
spin structures. These features result in new emerging func-
tionality of nanosilicon: it is a very efficient spin-flip activa-
tor of oxygen molecules and, therefore, is a chemically- and
biologically-relevant material. The whole effect is based on the
energy transfer from long-lived triplet excitons, confined in Si
nanocrystals, to surrounding oxygen molecules via exchange
of single electrons having opposite spins.

We present experimental proof for the efficient generation
of singlet MO in the gas phase and in liquids. Spectroscopic
analysis of the emission band of Si nanocrystals evidences that
for nonresonant energy transfer the energy is conserved via
multi-phonon emission process. From time-resolved measure-
ments the characteristic time of energy transfer is found to be
in the range of microseconds. The dependence of photolumi-
nescence quenching efficiency on the surface termination of
nanocrystals is consistent with short-range resonant electron
exchange mechanism of the energy transfer. We will demon-
strate that very small magnetic energy (∼ 1 meV) can effi-
ciently control the energy exchange processes at the scale of
eV by aligning the spins of the interacting species.

Further, we will discuss implications of these findings for
physics, chemistry, biology and medicine.
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structures for biophotonics applications
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Abstract. We will discuss our results on study of structural properties of the nanoscale integrated colloidal semiconductor
quantum dots (SQDs) such as ZnS-capped CdSe and TiO2 conjugated with biomolecules such as short peptides and
dopamine for biomedical applications.

The applications of the nanoscale integration of colloidal semi-
conductor quantum dots (SQDs) with biomolecules have been
highlighted recently by a broad variety of applications [1–3]
in the study of subcellular processes of fundamental impor-
tance in biology. These applications include the use quan-
tum dots as a new type of fluorescent probes as well as their
use as active electronic and optical components in nanostruc-
ture — biomolecules complexes of potential utility in influenc-
ing biomolecular processes in cells (Rajh et al 2004). Note that
fluorescence microscopy is a well established, sensitive, high-
resolution method for biological research, and has become one
of the foundation of real-time and powerful imaging of liv-
ing cells. Though they have been used for many years, these
so called fluorophores usually have one or more deficiencies,
including sensitivity to environmental pH changes, susceptibil-
ity to photobleaching, fixed emission spectra. In recent years,
advances in nanomaterials have produced a new class of fluo-
rescent probes by conjugating SQDs, with biomolecules that
have affinities for binding with selected biological structures.
These inorganic dyes have great advantages [4] over conven-
tional organic dyes; such advantages include the option for con-
tinuously and precisely tuning the emission wavelength, and
extreme stability of coated quantum dots against photobleach-
ing as well as changes in the pH of the biological electrolytes
that are ubiquitous in biological environments. These novel
optical properties render quantum dots ideal fluorophores for
ultra sensitive, multicolour, and multiplexing applications in
cell and molecular biology.

One specific strategy for functionalizing SQDs involves
conjugating CdS QDs or ZnS-capped CdSe QDs with peptide
sequences with certain motifs. To determine whether the con-
jugation of peptides has any effects on the optical properties
of the carboxyl-CdSe-ZnS dots, absorption spectra before and
after attachment of peptides were measured; based on these
results, it appears that attaching the peptide to the surface of
the QDs does not affect the absorption spectra of the dots sig-
nificantly. As shown in Fig. 1, a distinct absorption peak of the
same wavelength is observed.

In order to study the incorporation of quantum dots into
the internal cytoplasm of a cell, CdSe-ZnS QDs were func-
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Fig. 1. Absorption spectra of the yellow CdSe-ZnS QDs before and
after conjugation with peptide GGGGLDV.

tionalized with transferrin. We will show that the a fluores-
cence image of HeLa cells that were incubated with transferrin-
functionalized CdSe-ZnS quantum dots reveal presence of the
quantum dots inside or on the surface of the cell.

Unlike these SQDs considered in this paper, titanium diox-
ide is not a direct bandgap semiconductor. It has been [5]
demonstrated that these nanocomposites retain the intrinsic
photocatalytic capacity of titanium dioxide and the bioreactiv-
ity of oligonucleotide DNA. However, these nanocomposites
also possess the biologically and chemically unique property of
a light-inducible nucleic acid endonuclease, which could pro-
vide a new means of using nanocomposites and photon-excited
transitions in semiconductor nanoparticles for gene therapy.

Figure 2 demonstrates the inelastic light scattering spec-
trum of the TiO2 nanocrystals suspended in high-purity water.
The spectrum is obtained in a backscattering geometry using
532 nm excitation laser line and spectral resolution 1 cm−1.
We find that the spectrum is similar to that of the bulk phase
anatase with an exception of the observed frequency blueshift
and linewidth increase. Observed high intensity and narrow
lines indicate on formation of the long-range order and high
crystallinity of the TiO2 nanocrystals. The most intense line at
158 cm−1 exhibited approximately 15 cm−1 blueshift in com-
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Fig. 2. Inelastic light scattering spectrum of the TiO2 nanocrys-
tals suspended in high-purity water. The spectrum is obtained in a
backscattering geometry using 532 nm excitation laser line.

parison to the bulk anatase and can be definitely prescribed to
the Eg optical phonon of the anatase phase.

We will show that the blueshift observed can be explained
as a direct result of phonon confinement. This influence of
the phonon confinement is quantitatively estimated in terms
of spatial correlation model [6] and show that the crystalline
size of the TiO2 nanocrystals is approximately 4 nm. Theoreti-
cally calculated value of the confined phonon linewidth for the
4 nm crystalline size of the TiO2 nanocrystals of approximately
26 cm−1 is smaller then the measured one of 32 cm−1 indicat-
ing contribution of the non-stoichiometry effect. We note that
additional contribution to the observed broadening of the con-
fined phonon line can be caused by interfacial vibrations [7].

New features in the vibrational spectra of TiO2 nanocrystals
conjugated with dopamine will be also discussed.
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Abstract. We report on the molecular beam epitaxial growth of GaAs nanowhiskers on the GaAs (111)B substrates
catalyzed by gold particles using the vapor-liquid-solid growth. Optimized structures embedded in nanobiochips have
demonstrated space-ordering phenomena of biological substance when fluorescein was introduced into a chip.

Introduction

Nanowhiskers, or vertical nanowires (NWs), having a high
(10–100) length/diameter ratio and a diameter of several tens
of nanometers, are a new attractive object in modern nan-
otechnology due to an interesting physics of quasi-1D systems
and their potential applications in electronics, biology, field-
emission devices etc. [1]. In most cases, NWs are fabricated
by epitaxial techniques by exploring the so-called vapor-liquid-
solid (VLS) growth with different metal seed particles as the
growth catalyst. Recently, we have shown that molecular beam
epitaxy (MBE) has several advantages in NW formation, in
particular due to the diffusion origin of NW growth [2, 3].
Concerning biological applications, the “lab-on-a-chip” tech-
nology seems to be one of the most promising directions
where semiconductor NWs can be monolithically integrated
within the chip. To fully realize the advantages of biological
nanochips based on NWs, such as a high degree of flux stabi-
lization, well reproducible hydro-dynamical properties and the
possibility for the control of nanofluxes streaming, we require
the NWs arrays with appropriate properties, including their
height, diameter, surface density and, in some cases, selective
doping possibility.

In this work, we report on the experimental and theoretical
studies of MBE growth of GaAs NWs, optimization of their
properties, and finally demonstrate that a specially injected
chemical or biological substance (in our case, a fluorescein)
can produce regular arrangement of species within an array
of NWs.

1. Experimental details

In our growth experiments, the NW formation procedure con-
sisted of three stages [2]. First, GaAs(111)B substrates were
placed in the growth chamber of the EP1203 MBE setup, where
the oxide was removed from the substrates and the GaAs buffer
layer was deposited. The GaAs buffer layer thickness was kept
about 300 nm in all growth runs. In comparison with our pre-
vious study, we put the Au source into the growth chamber
of our MBE setup and deposited gold at the second stage un-
der the ultra-high vacuum conditions. The Au film thickness
was amounted to 0.1–1 nm for different samples studied. At
the third stage, the samples were heated up in order to form
the eutectic Au-Ga seed drops on the GaAs surface. After
that, the GaAs layers with the effective thickness H from 300

to 1500 nm were deposited. The deposition rate of GaAs
V = 1 ML/s and As/Ga fluxes ratio F = 1 were kept constant
in all growth runs and the substrate temperature T was varied
from 500 to 630 ◦C for different samples. The structures were
n-type doped to the concentration∼ 5 ·1017 cm−3. The visual-
ization of surface morphology was performed by applying the
CamScan S4-90FE scanning electron microscope (SEM) with
a field emission gun, operating in the regime of secondary elec-
tron emission. To fabricate nanobiochips, the NWs samples
were cut into pieces and integrated in polymethylmethacrylate
(PMMA) matrices having 100 µm size cross-shaped channels.
Leica TCS SL confocal scanning microscope (CSM) with ex-
citation by 488 nm laser was used to visualize the static fluores-
cein patterns. We note that our nanobiochips design is different
from that proposed in [4], where NWs were first cut down and
only then horizontally placed on the substrate. In our case, we
used NW arrays as they were grown and incorporate them into
a monolithic NW — substrate base.

2. Optimization of MBE growth parameters (theory and
experiment)

To understand the effect of growth conditions influence on the
NW structural properties, we have developed a kinetic model
of NWs formation taking into account (i) adsorption of atoms
on the drop surface from the material flux of rateV ; (ii) desorp-
tion from the drop surface; (iii) diffusion flux of adatoms from

Wafer

Hs

L

Vs

V 1/τ1

jdiff( )L2R

H

L0

jdiff(0)

1/τf

Fig. 1. Schematics of NW growth during MBE: (a) — adsorption,
desorption and the ad-atom diffusion to the drop and the growth of
substrate surface; the NW length L = L0 −Hs .
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Fig. 2. Experimental (dots) and calculated temperature dependences
of NW length.

the surface towards the NW top jdiff(L) and (iv) growth of non-
activated surface with rateV s. The complete description of the
model can be found in Refs. [3, 5] and schematically presented
in Fig. 1. The model allows one to predict theoretically the de-
pendence of NW length L on the growth parameters V , T and
the NW radius R (at fixed fluxes ratio F and deposition thick-
nessH ). As shown in Ref. [6], the growth of NWs during MBE
is mainly controlled by the adatom diffusion from the substrate
surface to NW tops along their sidewalls while the adsorption-
desorption contribution on the drop surface is less important
and can often be neglected. It has been also shown theoretically
that in the diffusion-induced mode of NW formation during
MBE (i) NW length decreases with increasing the growth rate;
(ii) the L(T ) dependence at otherwise same conditions has the
maximum within the range from 550 to 600 ◦C (the position
of the maximum depends mainly on R) and (iii) the L(R) de-
pendence is decreasing. As an example, Fig. 2 demonstrates
the comparison of theoretical L(T ) dependence with our ex-
perimental data for the GaAs NWs. The both curves show that
the longest NWs are obtained within the interval from 560 to
600 ◦C. Qualitative explanation of this effect is the following.
At sufficiently low temperatures, the increase in surface tem-
perature fastens the adatom diffusion on the surface and also
increases the surface concentration of adatoms. These two ef-
fects increase the outgoing diffusion flux of adatoms to the NW
bases jdiff(0), while the diffusion-induced growth rate jdiff(L)

remains approximately equal to jdiff(0) due to the low desorp-
tion rate from the sidewalls. Therefore, at low temperatures
the L(T ) dependence must be increasing. When, however, the
temperature becomes too high, the fast desorption from the
sidewalls takes place. In this case adatoms will mainly evap-
orate before they reach the NW tip and the diffusion-induced
contribution to the overall growth rate will decrease. Theo-
retical curve provides a good fit with the experimental data.
Additionally, we have found that an increase of Au portion
leads to the decrease of NWs length and to the increase of their
diameter together with larger variation in lateral sizes.

3. Observation of fluorescein regular arrangement using
integrated NWs in a chip

The CSM image of biochip NWs sample containing the
pumped fluorescein is presented in Fig. 3. Usually, fluo-
rescein is used for labeling different biological particles. In
Fig. 3 one can clearly see self-ordered chemical clusters hav-
ing a fractal-like shape. In order to describe theoretically the
observed structures, we use a simple model taking into ac-
count the Coulomb interaction between negatively charged

Fig. 3. Steady-state CSM
image after fluorescein
solution was embedded in
NW-based nanochip.
Size of the image is
100×100 µm.
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Fig. 4. Results of numerical calculations of product concentration
profiles on normalized coordinate calculated with different α.

(due to the doping) NWs and the biological species. Within
the frame of this model, NW is described as a vertical ho-
mogeneously charged rod with electrostatic field E ∼= r/r2.
The convective velocity along the normalized coordinate Z,
where Z = ±1 are the two symmetric NW positions in a
specie, can be now written as V (Z) = 2Z

1−Z2 α, with α be-
ing the parameter describing the specie mobility. The profile
concentrationC (in the liquid phase) and P (in the solid phase)
can be obtained as solutions to the two differential equations
∂C
∂t
= −λC+D∂2C

∂z2 + ∂
∂z

(
2αz

1−z2 C
)

and dP
dt
= λC with bound-

ary conditions of the second type ∂C
∂z
|z=0 = 0; ∂C

∂z
|z=1 = 0 .

In Fig. 4 we present the calculated profiles P(Z). The main
conclusions of the model are the following: i) increase of α
leads to the increase of velocity gradient and, therefore, of the
concentration gradient near the NW boundaries, ii) increase
of D and λ leads to blurring the product concentration. These
two factors stimulate the formation of space-ordered clusters.
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Abstract. Core-shell CdSe/ZnS quantum dots (QDs) are promising as bio-luminescent markers: being coupled to bio
molecules (proteins), they change the photoluminescence (PL) intensity which presents the possibility to detect the variation
of a number of these proteins (antibodies) in blood to make a diagnosis of a particular disease. We studied the effect of bio
molecules conjugated to QDs upon the Raman spectra, and found that in some cases the conjugation leads to marked
changes of the spectra, so that the detection of bio molecules could be done more precisely than using PL measurements. An
explanation of the effect is proposed.

Introduction

The nanometer-scale II–VI semiconductors (quantum dots
QDs) have unique optical characteristics such as photolumines-
cence (PL) with sufficiently high quantum efficiency in surface
passivated core-shell structures [1]. A particularly interesting
case is the CdSe/ZnS core/shell coupling, where a large band-
gap material (ZnS) serves as a surface passivating layer and as
a barrier assisting the electron-hole confinement in the CdSe
core [2].

It has been reported [3] that these QDs can be used as bio-
luminescent markers varying the PL intensity when coupled to
different bio molecules and thus indicating changes in quantity
of these molecules. The attempts were made to employ this ef-
fect for diagnosis of diseases, like ovarian cancer or pulmonary
fibrosis giving rise to specific antibodies in living tissue whose
detection is a method of detection of a particular disease.

However, the study of QDs PL intensity is not a very re-
liable test since this intensity can vary for other reasons (like
photo-chemical bond restructure or trap recharging [4]). It is
of interest to look for other effect of QDs bio-conjugation that
could be of qualitative, not just quantitative character.

Here we present the results of investigation of Raman light
scattering in CdSe/ZnS QDs coupled to different bio molecules.
It is shown that at least in two cases the coupling leads to ap-
pearance of new lines in the Raman spectra thus giving an
opportunity to error free detection of the conjugation. We ex-
plain the result in terms of SERS (Surface Enhanced Raman
Scattering).

1. Results and discussion

The commercially available CdSe/ZnS polymer coated quan-
tum dots from Quantum Dot Corp. were used in a form of
colloidal particles diluted with phosphate buffer (PBS) in a
1:200 volumetric ratio [5]. Samples of QDs (bio conjugated
and non-conjugated) in the form of an mm-size spot were dried
on a polished surface of crystalline Si substrate to ensure a low
level of light scattering background. The proteins used for con-
jugation were Osteopontin, Interleukin, PSA (Prostate-Specific
Antigen) and OC125 (antigen used for detection of ovarian can-

cer). The quantitative effect of conjugation was found in the
first two cases.

Raman scattering spectra were measured at room temper-
ature in a Lab Ram–Dilor micro Raman spectrometer using a
He-Ne laser (632.8 nm) as an excitation source with a power
of 20 mW in backscattering configuration.

Figure 1 presents the Raman spectra of QDs designed for
luminescence with the PL wavelength peak at 605 nm, con-
jugated (curve 1) and non-conjugated (2) with Osteopontin
molecule. The sharp peak around 521 cm−1 belongs to the
Si substrate and that at 114 cm−1 is of instrumental origin. As
can be seen, the spectrum of pure QDs has no other features.
However, the spectrum of bio-conjugated QDs has three addi-
tional bands at 206.8, 273.1 and 414.6 cm−1. Figure 2 shows
similar data for another type of QDs (PL wavelength 655 nm)
and another bio molecule (Interleukin, or interferon-beta 2). In
the spectrum of bio conjugated QDs we see again 3 additional
bands slightly shifted compared to the previous case (208.6,
278.4 and 419.9 cm−1 ).

It seems surprising that the Raman bands appearing in spec-
tra of conjugated QDs practically do not depend neither on the
molecule type (although, some molecules produce the effect of
appearance of these bands, and others not) nor on the QDs elec-
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Fig. 1. Raman spectrum of conjugated with Osteopontin molecu-
le (1) and non-conjugated (2) Quantum Dots.
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Fig. 2. Raman spectrum of conjugated with Interleukin molecule (1)
and non-conjugated (2) Quantum Dots.

tronic structure. The strongest band at 207 cm−1 corresponds
to the QDs core material CdSe and its overtone is observed at
414 cm−1, while the band at 273 cm−1 agrees well with the TO
mode of ZnS. Thus, we could state that in pure QDs we do not
observe Raman lines of the dots material (most probably, due
to the very small volume of nanosized particles) whereas the
presence of certain bio molecules greatly enhances the corre-
sponding signal. In this sense, the effect observed is similar to
the well known Surface Enhanced Raman Scattering (SERS)

Fig. 3. SEM images of Si substrate covered with conjugated Quan-
tum Dots.

Fig. 4. SEM images of Si substrate covered with non-conjugated
Quantum Dots.

effect usually caused by the presence of metal particles or inter-
faces in the studied material. A small difference in the Raman
peak positions in two cases discussed can be attributed to the
difference in size of the corresponding QDs.

A simple model for SERS was developed in [6]. The model
is based on the assumption that near the interface of a base
material with a metal, amplitude of the atomic vibrations giving
rise to Raman light scattering could greatly increase due to the
effect of electrostatic interaction of an ionized atom with the
charge induced in metal (mirror image charge with opposite
sign). Estimations made in [6] show that the effect could be
quite large (hundreds-fold increase of amplitude).

The interaction between the core material of the QDs and
the bio molecules is, most probably, based on Van der Vaals
forces that actually result from the interaction due to induced
dipole moments. This interaction is practically equivalent to
the electrostatic interaction between a charged atom and its
image charge induced in the metal. Therefore, we consider
that this model is applicable to the case studied here, and can
explain the obtained results. The actual mechanism of inter-
action between QDs and different bio molecules needs further
investigation, which will be able to answer the question why
some molecules produce the effect and others do not.

Figures 3 and 4 present the images of the Si substrate having
QDs with the conjugated proteins (Fig. 3) and without them (4)
obtained with Scanning Electron Microscopy. One could see
that even in micron scale the two pictures are quite different:
the percentage of area covered with conjugated QDs is much
larger than that corresponding to pure QDs. The corresponding
protein molecules are quite large (thousands of atoms) and are
capable of providing strong enough interactions with the QDs
(which actually starts from the conjugation itself); this is all it
would take to observe the SERS effect.

2. Conclusion

We observed the marked effect of two types of bio molecules
(that of Osteopontin and of Interleukin) upon the Raman spec-
tra of CdSe/ZnS core-shell Quantum Dots: the band belonging
to core material appeared in the spectra of bio-conjugated quan-
tum dots. The effect is attributed to the enhancement of core
material atoms vibrations caused by interaction with protein
molecules (a kind of SERS effect). The results obtained could
be useful in the application of Quantum Dots mentioned as bio
markers for diagnostic purposes.
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Abstract. Advantages of semiconductor quantum dots (QDs) for study and diagnostics of biological systems are discussed.
A new method for amino acid diagnostics using semiconductor QDs is proposed. Interaction of isolated QDs with charged
amino acids is studied in detail. It is shown that such interaction results in a shift of the QD luminescence spectra by several
dozens of meV. This effect provides new possibilities for identification of biological objects using QDs.

Introduction

Semiconductor quantum dots (QDs) are used effectively in
opto- and nanoelectronics. For example, infrared (IR) lasers
have been fabricated on the basis of semiconductor QD het-
erostructures. Such devices have improved characteristics as
compared with those of quantum well lasers.

Recently, QDs found new applications in biology and
medicine [1]. First of all, QDs are studied as new tools for
obtaining an image of living cells and their diagnostics in vivo.
As shown elsewhere [2–5], QDs have considerably better prop-
erties than fluorescent chromophores which are currently used
in biology and medicine, namely: (i) higher quantum yield;
(ii) optical activity in the long-wave range of the spectrum;
(iii) and significantly greater photochemical stability.

Optical properties of QDs strongly depend on their dimen-
sions. The emission wavelength is increased from 400 to
1000 nanometers with increasing the QD radius from 50 to
200Å.

Unlike other fluorescent systems, semiconductor QDs have
a threshold excitation energy; i.e., they can be excited by such
and greater energies. Thus, the threshold energy must not
be equal to the energy of transition within the QDs. There-
fore, many QDs can be excited by the light with the same
wavelength, whereas each QD emits the light with a different
wavelength. Thus, unique spectral properties of QDs are very
promising for biological and medicine studies.

In a number of papers (e.g., [5]) a study of multipurpose
semiconductor QD samples for detection of cancer cells in
living organisms and for creating images of these cells was de-
scribed. A study of cancer cell growth in animals demonstrated
that QDs were accumulated in tumors due to both improved
transmittivity and binding to the biomarker surface of cancer
bodies according to the antibody mechanism. High-sensitivity
color images of cancer cells have been obtained directly in liv-
ing organism. Thus, new methods of obtaining high-sensitive
images of molecular objects in a living organism using QDs
were demonstrated.

Due to their narrow and symmetrical peaks in emitting spec-
tra, semiconductor QDs can be used for optical diagnostics
where different colors (wavelengths) and different intensities
of the spectral peaks can be used for identification of genes,
amino acids, proteins and the molecular chains.

This paper presents a new prospective method of amino
acid diagnostics using semiconductor QDs. The main topic
is an effect of the amino acid-QD interaction on the emission
spectrum of QDs.

1. Energy shift of QDs in the presence of amino acids

It is known that all 20 amino acids fall into four groups: ones
with negative charge; with positive charge; polar and nonpolar.
Each amino acid type interacts with QDs in a different way
and, thus, differently affects energy levels of charge carriers in
QDs and, consequently, the QD emission spectrum. We have
carried out detailed microscopic calculation of electron and
hole spectra in QDs, which interact with charged amino acids.

Let us consider an interaction of QD with charged amino
acid (AA). For the sake of simplicity we shall approximate AA
with a uniformly charged sphere. The electrical field on the
surface of such sphere is:

E = Q

ε1R2 , (1)

where R is the sphere radius; Q is the charge, wherein Q =
4
3πρR

3 and ρ is the charge density; ε1 is the dielectric constant.
Since the energy gap of QD is less than that of the surround-

ing material, the charge carrier motion in QD is confined by
its volume. Thus, optical properties of QD are determined by
the electronic structure of a spatially confined electron-hole
pair (exciton). The QD–AA interaction can be considered
as effect of the electric field of AA on QD. The case is that
under an external electric field a shift of dimensional quan-
tization energy levels for an electron-hole pair in QD in the
band-to-band absorption range is determined by the quadratic
quantum-dimensional Stark effect [6, 7]. It should be noted,
that such shift is caused not only by the quadratic quantum-
dimensional Stark effect but also by the linear Stark effect.
There can exist certain conditions in low-dimensional struc-
tures when the linear Stark effect dominates. In the present
publication, we shall consider solely a contribution resulted
from the quadratic quantum-dimensional Stark effect. A de-
tailed comparative analysis of the contributions due to both
Stark effects will be carried out in a more extended publica-
tion.

As in [6, 7], let us consider a spherical QD with the radius
a, the dielectric constant of QD being ε2 � ε1. Let us study
the effect of the electric field E on the electron-hole pair spec-
trum. The electron-hole pair Hamiltonian for QD exposed to
the electric field includes, in addition to the kinetic energies of
the electron and hole, the following: the energy of the Coulomb
interaction of the electron and hole; the energy of the electron
and hole interaction with their own images; the energies of in-
teractions with “foreign” images, and the energy of electron
and hole interaction with the field. The Hamiltonian can be
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significantly simplified when ε2 � ε1.
We shall consider a case when the QD dimension is confined

by the condition:
ah � a ≤ ae , (2)

where ae = ε2h̄
2

mee2 , ah = ε2h̄
2

mhe
2 are Bohr’s radii of electron and

hole, respectively; e is the electron charge; me and mh are
the effective masses of electron and hole, respectively. If
condition (2) is satisfied, the polarization interaction provides
the main contribution to the potential energy of electron and
hole [7]. Furthermore, when me � mh, condition (2) allows
us to consider the heavy hole motion in the fields with the
electron potential averaged over the total electron path (the so
called adiabatic approximation). The electronic structure of
an electron-hole pair within the adiabatic approximation can
be easily calculated; see, for example [7]. After averaging the
potential energy of the electron-hole pair over electron wave
functions (in the case of a spherical potential well), we have an
expression for the potential energy of a heavy hole moving in
the adiabatic potential field of an electron:

U= h̄2

2mhaha

[
1

1−r2
n/a

2+2Ci(2πne)−2Ci(2πnern/a)

+ sin(2πnern/a)

πnern/a
+ 2 ln (rn/a)+ ε2

ε1
− 4

]
− eEr, (3)

where ne is the electron principal quantum number; rn is the
distance between the hole and the centre of QD; Ci(y) is the
integral cosine. The last term in (3) results in shifting the
potential well bottom for the hole in QD by a value:

/x = ε2/e

1+ 2
3π

2n2
e

Ea2 (4)

as well as in shifting the dimensional quantization energy levels
by a value:

/Eh = − ε2

2
[
1+ 2

3π
2n2

e

]E2a3 , (5)

where x = rn/a. From (5) it follows that the energy shifts for
electron and hole do not depend on the hole principal quantum
number nh and are determined solely by ne. Under the electron
fieldE the shift of dimensional quantization energy levels/Ec

will be about:
/Ec ≈ ε2

(ae

a

)
E2a3 .

For the ground electron state ne = 1 and if (ae/a) ≤ 1/3,
Ee � Eh. Thus, expression (5) describes the quantum-di-
mensional quadratic Stark effect, when quantum-dimensional
energy levels shift under the electric field by a value pro-
portional to a3E2. Figure 1 shows an emission spectrum of
InAs QD without and with an account for interaction with AA.
For calculation, we took the following parameters of InAs:
a = 5×10−7 cm, ε2 = 14.9, Q = 5e, R = 10−7 cm, ε1 = 4.
The resulting shift of the emission peak was approximately
50 meV.

2. Conclusion

A case was considered when polarization interaction of an elec-
tron and hole with the QD environment contributes to rear-
rangement of the spectrum. It is shown that when QD interacts
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Fig. 1. Emission spectrum of InAs QD without (curve 1) and with
an account for interaction (curve 2) with charged amino acid.

with charged amino acids, a shift of dimensional quantization
energy levels for an electron-hole pair in QD in the band-to-
band absorption range is determined by the quadratic quantum-
dimensional Stark effect. An analytical expression for the en-
ergy shift for electron and hole levels has been obtained as a
function of the electric intensity and QD radius. A case was
considered when dielectric constants of QDs and their envi-
ronment are essentially different. This approach allows us to
significantly simplify the expression for the polarized interac-
tion energy of electron and hole with the QD environment.

The energy shift of electron and hole levels defining the
shift of the QD luminescence peak has been calculated.

Thus, a good method for using semiconductor QDs for ex-
perimental detection of charged amino acid presence with high
accuracy is provided.
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Abstract. We present an experimental data, which demonstrate a basically new mechanism of carrier radiative
recombination in semiconductor heterostructures — recombination via Tamm-like interface states. Bright line was observed
in photoluminescence spectra of MQW ZnSe/BeTe heterostructures at the energies, which correspond to the optical
transitions between electron and hole Tamm-like interface states in studied heterosystem. It was found that for short-period
ZnSe/BeTe heterostructures the intensity of photoluminescence via Tamm-like interface states is at least ten times higher
than the intensity of emission caused by conventional interband recombination.

Recently, it was reported about the direct experimental evi-
dence of the existence of the Tamm-like interface states (TIS)
in semiconductor heterostructures [1]. Spectral dependencies
of the natural in-plane optical anisotropy of periodical un-
doped ZnSe/BeTe heterostructures with non-equivalent inter-
faces have been studied using a spectroscopic ellipsometry.
A set of structures with different period was studied. For each
heterostructure, the peculiarities were observed in the spectra
within the bandgap of the structure. The analysis of the spec-
tral position of the peculiarities depending on the period of the
structure have allowed us to conclude about the existence TIS.
The state of this type is a satellite of the conduction or valence
band and can be considered as an electron or a hole interface
state, respectively.

In this work we studied low-temperature photolumines-
cence (PL) spectra of periodical type-II ZnSe/BeTe hetero-
structures with non-equivalent Zn-Te:Be-Se interfaces. Fig. 1
represents the band diagram of studied structures. Each sample
contained 20 periods of ZnSe/BeTe. The thickness of layers
was 30/15, 40/20 and 100/50 Å. The samples were grown by
MBE on (100)-oriented GaAs semi-insulating substrates. No
intentional doping of the samples was undertaken.

There are two types of interband optical transitions typical
for ZnSe/BeTe heterostructures (see for example [2]). They
are: spatially direct transitions (DT) in ZnSe layers connect-
ing electron localized in QW and above barrier hole state, and
spatially indirect transitions (IT) connecting an electron local-
ized in ZnSe and a hole localized in BeTe (Fig. 1). But as it
was mentioned above, our resent low-temperature ellipsomet-
ric studies have revealed another one type of optical transitions
in the studied heterostructures [1]. This transitions connect an
electron and a hole TIS and marked as (RL) at Fig. 1.

PL spectra of studied heterostructures registered at samples
temperature 80 K are presented on Fig. 2. Photoluminescence
was excited using pulsed solid-state laser emitting at the wave-
lengh 355 nm. Solid curves correspond to relatively low exci-
tation density (100 W/sm2); dotted curves correspond to high
excitation density (6000 W/sm2).

Fig. 2(a) represents the spectra obtained of structure with
thickness of ZnSe/BeTe layers 100/50 Å. The PL bands cor-
respond to spatially direct optical transition (DT) as well as
spatially indirect ones (IT) are clearly seen.
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Fig. 1. Band diagram and optical transitions in periodical type-II
ZnSe/BeTe heterostructures. Electron and hole Tamm-like interface
states marked as ie1 and ih1 correspondingly.

Figures 2(b) and 2(c) represent PL spectra for short period
heterostructures with thickness of layers 40/20 and 30/15 Å
correspondingly. The bright PL band (RL) was observed for
this structures in the range of the bandgap with energy being
lower than the energy of spatially indirect transitions (IT). The
spectral position of this band (ERL ∼ 1.75 eV) is in excel-
lent agreement with the energy of optical transition connecting
electron and holeTIS (RL, Fig. 1) measured previously by spec-
troscopic ellipsometry for the same structures and at the same
temperatures [1]. Thus we attribute this PL band to radiative
recombination of an electron and a hole TIS.

One can see that at low excitation densities the intensity of
PL caused by recombination via TIS is much more higher com-
pared to PL caused by conventional interband recombination
(Fig. 2(b) and 2(c), solid curves). For short period heterostruc-
tures PL via TIS was observed at the temperature range from
12 to 100 K and at the excitation density range from 100 to
6000 W/sm2. It should be also noticed that at the studied ranges
of temperatures and excitation densities now noticeable photo-
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Fig. 2. Photoluminescence spectra of periodical type-II ZnSe/BeTe
heterostructures with different value of period. RL-emission band
corresponding to recombination of electron and hole Tamm-like in-
terface states.

luminescence viaTIS was observed for ZnSe/BeTe heterostruc-
tures with layer thickness 100/50 Å and higher. It allows us to
conclude that the probability of carrier being captured into TIS
dramatically depends on the period of heterostructure.
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Abstract. We report on resonant photoluminescence and photoluminescence excitation spectroscopy of CdSe/ZnSe
quantum dots. The studied samples have been tailored such that the energetic spacing of the quantized levels is close to the
optical phonon energy of the host lattice. The observed phonon bands clearly yield fine structure, which is well resolved by
polarization sensitive spectroscopy and assigned to optical phonons of different symmetry points of the Brillouin zone.

Introduction

Quantum Dots (QDs), often designated as artificial atoms at-
tract huge interest for both basic research as well as applica-
tions, e.g. QD lasers. Detailed understanding of the coupling
of phonons and carriers is a key feature for the description
of energy relaxation in QDs, which plays a vital role in any
technological application. Especially for the II–VIs, which are
highly polar materials, the electron-phonon interaction can be
significant due to Fröhlich interaction.

Two general cases are considered in the literature, the weak
and the strong coupling regime. The latter is met when the
energetic distance between electronic levels in QDs coincides
with the LO phonon energy [1, 2, 3]. In this case the forma-
tion of polarons occurs and the quantum dot can no longer be
described by a pure electronic state. We show that this leads
to massive reconstruction of the photoluminescence and to the
formation of a phonon replica band, displaying fine structure
rather than a single sharp peak.

Experimental

The experiments presented here were performed on self-assem-
bled CdSe/ZnSe QDs grown on (001) GaAs substrate by molec-
ular beam epitaxy. To avoid unwanted photocarrier diffusion
into the substrate a 300 nm Zn0.97Be0.03Se buffer was grown
between the dotlayer and the substrate. The QDs were formed
by depositing one monolayer of CdSe on a ZnSe surface and
subsequently capped with ZnSe. For details of the growth
see [4]. In such small sized QDs the energy level of the ex-
citon ground state is relativly close to the ZnSe barrier, being
just 200 meV below. Furthermore, the samples for our study
were selected such that the energetic splitting between exciton
ground and excited states matches an integral multiple of the
LO phonon energy of the host material ZnSe, so that the above
condition for strong coupling was met.

Photoluminescence (PL) and photoluminescence excita-
tion (PLE) measurements were performed using a dye-laser
charged with Stilbene-3 for excitation, which allowed for con-
tinuous tuning of the excitation energy from the ZnSe barrier
to the exciton ground state in the QD. The optical spectra were
recorded by a LN2 cooled CCD camera mounted to a one meter
spectrometer with 1200 mm−1 grating. In addition, the opti-
cal alignment was probed using a photoelastic modulator, an
avalanche photo diode and a two channel photon counter as
detection scheme. All data were taken at T = 1.6 K.

Results

First, PL measurements were performed on the QD ensemble
with the linearly polarized excitation set parallel to the [110]
crystalline axis of the sample. The results are summarized in
Figure 1. When exciting above the ZnSe barrier one probes
the inhomogenously broadened PL band of the QD ensemble,
which peaks at E = 2.649 eV and has a full width at half
maximum (FWHM) of 35 meV. It is a direct display of the
size distribution of the QDs adding up the narrow lines that are
emitted by individual QDs. Furthermore, the energetic position
of the QD ensemble luminescence shows the small size of the
QDs [4].

As the excitation is tuned below the ZnSe barrier and
close to the energetic position of the PL band, a sharp peak
arises and the ensemble peak luminescence is blueshifted by
/E = 11 meV accompanied by a narrowing of the PL band.
It is well established that the sharp peak is a phonon replica
[ZnSe LO(0)] of the laser line, quasi-resonantly exciting pho-
tocarriers into the QDs, which then relax into energetically
lower states of QDs and thus give rise to the reformation of the
PL band.

The PL undergoes a massive reconstruction when the exci-
tation is tuned into excited states of the QDs (whose energetic
position is known form previous work, see [5]). The FWHM
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Fig. 1. Evolution of the PL signal as a function of excition en-
ergy Eexc at T = 1.6 K. (a) QD ensemble luminescence with exci-
tation above the ZnSe barrier. (b) Appearance of the phonon replica
with excitation below the ZnSe barrier. (c) Resonant excitation into
higher QD states. The phonon replica no longer appears as a narrow
peak, but rather as a broad band revealing fine structure.
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of the PL is reduced to 14 meV and the phonon replica no
longer appears as a narrow line but instead manifests as a broad
band that clearly yields fine structure. At least three peaks are
resolved out of which only the lowest energetic one can be
ascribed to the ZnSe LO(0) phonon.

For a more detailed description of the phonon replica
fine structure, polarization-sensitive PLE was performed on
the QDs. Assuming that the optical polarization is conserved
during the fast phonon relaxation process, only the PL polar-
ized parallel to exciting polarization (thus, parallel to the [110]
crystalline direction) should contain information on the phonon
band. Therefore we recorded PLE for polarization parallel and
perpendicular to the excitation polarization direction and took
the difference of the normalized spectra for background re-
moval. The result can be depicted from Figure 2.

From the background corrected PLE four phonon bands are
obtained, out of which the three lower energetic ones restore
with high accuracy the fine structure that was previously ob-
served in the PL spectra. The intensities of the phonon band are
changing because of decreased signal-to-noise ratio as the en-
ergy rises, which is also the reason no fine structure is resolved
in the fourth peak. This can easily be understood, as increased
dephasing occurs as more phonons are involved in the relax-
ation process. Again, the outmost peak situated 31.7 meV
above Edet can be ascribed to LO(0)-ZnSe phonon. Three
additional marks are noticable: First, the energetic width of
10 meV is conserved for all four phonon bands in the spectrum,
as is their energetic spacing of 31 meV suggesting a correlation
to the ZnSe LO(0) phonon. Second, the energetic position of
the fine structure peaks within the phonon band reproduce for
all phonon bands. Finally, the intensities of the fine structure
peaks relative to each other apparently change within the PLE
spectrum, but no clear trend can be extracted throughout the
development of the phonon band in the spectrum.

Discussion

It appears to be unlikely that these peaks can be explained as
additional ternary alloy Zn1−xCdxSe phonon modes arising
from interdiffusion of Zn and Cd within the dots. Such modes
should be statistically distributed and therefore result in broad
bands without defined structure when probing over the ensem-
ble. Furthermore, they can hardly be interpreted in terms of
interface (IF) phonons, since these additional modes should
appear at integral multiples of one distinct energy in the PLE
spectrum. This then would lead to an increase of the overall
width of the phonon band as the excitation energy is increased
and should also result in an increase of the energetic spacing of
the various peaks within the band, which both is not observed
in our data.

However, our findings can be explained assuming that the
strong three dimensional confinement of the excitons enables
interaction with phonons of any wave vector. It appears to be
possible that for QDs the k-vector conservation is relaxed in
the case of strong coupling [3,6]. In this scenario the width of
the polaron band reflects the difference of the minimal and the
maximal energy of the LO-phonon branch, which for our data
corresponds well with LO-phonon dispersion in ZnSe [7]. The
resonance fine structure then relates to specific points of the
LO-branch. Especially the lowest energetic peak within the
polaron band corresponds nicely to the LO-phonon at the X-
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Fig. 2. PL and PLE spectrum at T = 1.6 K, background corrected
by taking the difference in intensity of PL polarized parallel and
perpendicular to the excitation polarization. The PLE, detected at
Edet = 2.667 eV, reveals four phonon bands, out of which the first
three resolve fine structure.

point of the Brillouin zone with an energy of E = 24.2 meV.
On balance, we are then able to reconstruct the LO phonon
dispersion within the Brillouin zone from our experimental
data.

As of now it is not completly clear whether or not the middle
peak of the polaron band arises from the LO(L) phonon. In this
picture, it is also surprising that phonons with large k-vectors
couple almost as strong as the LO(0) phonon. Furthermore, it
remains uncertain, how the coupling strength depends on the
excitation. These questions appear to be perspective for future
studies.
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Abstract. We studied optical properties of quantum dot (QD) structures with different carrier activation energy from QD
ground states to continuous spectrum edge. As it is shown experimentally and theoretically using rate equation model, in
case of high value of the activation energy (0.4–0.5 eV for electrons and holes in sum) the nonequilibrium carrier population
in QD states takes place even at room temperature. Influence of this carrier population on the QD optical properties such as
peak position of QD ensemble luminescence and its quantum efficiency is also studied.

Introduction

Strong carrier confinement in semiconductor quantum dots (QDs)
leads to improvement of the quantum efficiency and thermal stability
of light emitting devices. In this case, however, nonequilibrium car-
rier statistics in QD levels is expected that makes description of QD
optical properties more complex as compared with quasiequilibrium
case [1, 2]. Theoretical approaches of different carrier population in
QDs are being developed, and the future development as well veri-
fication on certain semiconductor systems is of importance for both
fundamental and applied purposes.

Studies of InGaN QDs are motivated by opportunity to create
and develop visible range light emitting devices. Owing to strong
values of band offsets, deeply localizing InGaN QDs are now com-
monly used in active area of highly efficient GaN based LEDs and
are also promising for high temperature operation of emerging types
of devices such as single photon sources [3]. Indeed, as we have
previously shown, progress in growth technology of QD arrays al-
lowed us to increase activation energy from QD ground states to
continuous spectrum edge up to the value of 0.8 eV [4], i.e. much
more than value of kBT at room temperature.

In this work we discuss the rate equation model and its appli-
cation for this system. We demonstrate influence of the activation
energy value on emission wavelength peak position and quantum
efficiency depending on temperature and excitation power.

1. Experimental structures

The studied LED structures contained multiple QD epitaxial lay-
ers separated by 7 nm GaN barriers. QDs are formed by a phase
separation leading to formation of 3–5 nm wide In-rich areas with
narrower bandgap where carriers are confined [4]. In order to in-
crease the phase separation we used special growth method described
in [5]. The structures were studied experimentally using photolumi-
nescence (PL), electroluminescence (EL) and X-ray difractometry.
Quantum dot origin of luminescence was revealed using near field
spectroscopy. Details of the structure growth and characterization
can be found in [5]. The schemes of bandgap along QD layer for
two samples with different degree of phase separation are presented
in Fig. 1a. In the first sample the phase separation was stimulated
while the average InN concentration was decreased. EL results of
these structures are shown in Fig. 2. The structures demonstrate al-
most equal peak position and almost equal linewidth at low pumping
power indicating that InN fraction in QDs as well the QD ensemble
inhomogeniety is almost the same for both the structures. By X-
ray diffraction and calculations in spherical QD shape assumptions
we were able to evaluate average In composition and estimate InN
concentration inside QDs. We found that, InN concentration inside
QDs is ∼ 30% while InN concentration between QDs is ∼ 4% and
∼ 9% for the structure with the stimulated phase separation (SPS)
and without it correspondingly. The difference in In content between
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QDs means that the total electron and hole activation energy from
QD ground states to continous spectrum/E = /En+/Ep is 400–
500 meV for the first structure and below 200 meV in the second
structure that is in agreement with our previous optical studies [5].

2. Theoretical approach

General model description. In our theoretical approach we used the
model developed in ref [1]. We consider carrier capture to QD levels,
escape to continuous spectrum where they can move in lateral direc-
tions and the recombination of electron–hole pairs by the following
set of rate equations:

σ= 4
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πr2

T
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that have zero left part in stationary case. The charge neutrality
equation must also be satisfied:

1

S

NQD∑
i

[
f i

h − f i
e

]+ n− p = N0 , (2)

here f i
e,h — electron and hole populations in i-th QD ground states,

γ i
p,n — parameters of electron and hole capture from continous spec-

trum where their planar density is n and p correspondingly, S —
ensemble area and τr — carrier radiative lifetime. Carrier escape
parameters n1, p1 play a key role in carrier statistics and depend on
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activation energy/E = Emob−E (Emob — electron-hole transition
energy at continous spectrum edge and QD ground state transition
energy E) in the following way:

ni1 = Nc exp
(/Ei

n

kBT

)
, pi

1 = Nv exp
(/Ei

p

kBT

)
, (3)

here kB — Boltzmann constant, Nc,v — effective density of states
in continuous spectrum.

Application to InGaN QDs. We assumed /En = β/E, /Ep =
(1−β)/E, β = 0.7 according to band offset ratio. We also assumed
Gaussian distribution of QD ground state transitions depending onE.
Here we named this funcion ρ(E) and normalized it to total planar
QD density NsQD. The Gauss linewidth parameter σ ∼ 100 meV.
Spontaneous luminescence emission spectra is expressed as follow-
ing:

Rsp = ρ(E)fh(E)fe(E) . (4)

The following condition is sufficient for the quasiequilibrium
carrier population with any pumping: γnn1τr > 1 and γpp1τr > 1.
We take into account only ground states because their recombination
dominates in considered pumping power range. Using time resolved
data [4] and the data concerning QD density we estimated γn,p to
be ∼ 0.1 cm2/s and τr ∼ 10−9 s. Our calculations of fe,h(E), and
Rsp(E) by derivation (1)–(4) show that in the case of InGaN QDs the
carrier statistics is qualitatively different at different Emob. In case
of shallow QDs (whenEmob is nearE0 that is maximum of ρ(E), the
quasiequilibrium population for both electrons and holes is observed
at 300 K as it is shown in Fig. 3b. In this case emission peak position
is equalE0−σ 2/kBT that was shown by P. G. Eliseev in [6]. However,
if Emob−E0 ≥ 400 meV no Boltzmann carrier statistics of electrons
in most QD ground states takes place even when, fe,h � 1. Holes
distribution remains still near Boltzmann’s so there is no influence
of random population effects described in [2]. One can see in Fig. 3a
that the nonequilibrium electron population takes place in QDs with
transition energyE below some valueEd that we called demarcation
transition (DT). We found that in this case the DT determines the
emission peak position. We also derived dependence of Ed and the
quantum efficiency η on the product fe(E)fh(E) as the following:

Ed ≈ Emob + kBT

2β
ln
(α · fh(Ed)fe(Ed)

(γnτr)2N2
c

)
, (5)

η ≈ (fh(Ed)fe(Ed))
1/2 (ξ1/2τn + ξ−1/2τp

)
× ρ(Ed)NQD

τr(NcNv)1/2
exp
( /Ea

2kBT

)
, (6)

where e — electron charge, ξ = n/p = Nc/(αNv) exp((1 −
2β)/Ea/(kBT )), τn, τp — electron and hole nonradiaive life-
times [7], α=γn/γh /Ea=min(Emob−E0−σ 2/kBT , Emob−Ed).

The dependences (5) and (6) are of interest because they repre-
sent dependence of emission peak position and quantum efficiency
on the intensity in spectrum maximum through fh(Ed)fe(Ed) us-
ing (4). A consequence of (5) is that in strongly inhomogeneous sys-
tem the dependence of peak position on intensity obeys logarithmic
law. A consequence of (6) is that activation energy δEa determines
the efficiency thermal stability also in this nonequilibrium case. In
case of stable peak position η is proportional to a square root of
intensity.

3. Experimental results and comparision with the theory
As it is shown in the insertions in Fig. 2 the structure grown using SPS
with higher Emob demonstrates ∼ 2.5 times better thermal stability
of quantum efficiency that is in agreement with (6) since /Ea for
this structure is ∼ 2.5 time larger. We also studied emission peak
position and /Ea. We can see in Fig. 4b that for the structure
grown without SPS with /Ea < 200 meV PL peak position is
stable and corresponds to σ 2/(kBT ) law of Boltzmann population
and so /Ea = Emob − E0 − σ 2/(kBT ) unless the pumping power
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is higher than 60 W/cm2 when strong shift to high energy side and
increase of linewith is observed due to transition to no Boltzmann
population [6] and considerable population of excited states. In the
case of stable peak position we observed square root dependence of
η on PL and EL intensity (not shown here).

At the same time as it is shown in Fig. 4a for the structure with
/E ≈ 500 meV steady shift of PL peak position is observed even
at pumping power below 60 W/cm2 due to change of Ed according
to (5). This situation takes place when Ed > E0−σ 2/(kBT ) and so
/Ea = Emob−Ed. It is however important to note that stable peak
position at low population is observed in this structrure at higher
temperature of 600 K when the quasiequilibrium carrier population
takes place even in this structure (Fig. 4a). Good agreement with
calculation is observed in both structures in low population case. We
believe that the strong shift at power above 60 W/cm2 is caused by
filling of states and considerable population of excited states. We can
see in this case deviation from theoreticcal dependence because we
considered here only ground state transitions. The influence of the
excited states in this system which is also accompanied by decrease
in η will be considered in our further works.
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The band gap composition dependence of InGaN alloys
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Abstract. We present the results of investigations of the photoluminescence and absorption spectra of InGaN alloys in the
entire range of compositions. The crystal structure and the alloy compositions were controlled by X-ray, Raman scattering,
and Rutherford back-scattering techniques. It is shown that the behavior of the band gap as a function of composition is
characterized by large bowing parameter of 2.5 eV.

Introduction

InGaN alloys are direct gap semiconductors whith band gap
changing from near IR to near UV spectral regions at varying
the composition. As a result, these compounds are very promis-
ing for fabrication of heterostructures and nanostructures suit-
able for different applications. The basic physical properties of
these alloys have been investigated only recently [1]. The com-
position dependence of the InGaN band gap is one of the most
important characteristics of these alloys. However, the infor-
mation on this fundamental parameter is still scanty and con-
tradictory. For example, the estimates of the band gap bowing
parameter of InGaN alloys, which characterizes the deviation
from the linearity, range from 1.4 eV to 2.7 eV [2–6]. All previ-
ous studies were concerned with the alloys in a limited range of
compositions. The present study has been performed to study
the band gap of InGaN alloys as a function of the composition
for a large set of the samples covering all compositional range
from InN to GaN.

Samples

The samples studied in this work were hexagonal InxGa1−xN
epilayers grown on (0001) sapphire substrates. Alloy films in
the composition range of (0.35 < x < 0.95) were grown by
plasma-assisted molecular-beam epitaxy [7]. The films in the
compositional range of (0.05 < x < 0.30) were grown by
using metalorganic vapor phase epitaxy. The film thickness
ranged from 0.2 to 0.5 µm in the MBE grown samples and
was around 0.5 µm in the MOVPE grown films. All alloys
were nominally undoped films of the n-type with a Hall carrier
concentration in the range from 1×1018 to 1×1019 cm−3. X-
ray and Raman scattering were used to characterize the crystal
structure.

Experimental results

Figure 1a shows typical X-ray data for alloys studied in this
work. It is seen that the Bragg reflections shift monotonically
with the increase of Ga content from their position for InN to-
ward those for GaN. It has been found that FWHM for θ−2θ
scan for alloys to be considerably larger than similar charac-
teristics for the binary compounds. This indicates that alloys
are more inhomogeneous than GaN or InN crystals. How-
ever no macroscopic phase separation was revealed in alloys,
since their X-ray profiles are single-mode and near symmet-
rically shaped in all cases. The compositions of alloys were
determined by Rutherford back-scattering of deuterons. This
technique gives more precise composition values than X-ray
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technique because it is independent, for example, on the lattice
strain.

The photoluminescence (PL) and absorption spectra of In-
GaN were investigated in entire composition range (see Figs. 1b
and 1c). These studies were followed by the analysis of the
spectra that allow one to establish the composition dependence
of the band gap.

The details of the band gap analysis

The InGaN samples demonstrate the PL bands with the tails
formed by donor-acceptor annihilation of localized electron
and holes. Tails of this kind are known to appear in the disor-
dered systems, such as alloys and amorphous semiconductors,
as a result of the random distribution of atoms over the lat-
tice sites or the structural imperfections randomly scattered
over the crystal. One can expect that the localized hole states
of acceptor-type impurities and tail states of the conduction
band will play a noticeable role in the formation of the inter-
band PL. These bands must be red-shifted as compared with
the band-to-band PL and can coexist with Urbach tails of the
band-to-band PL.
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the filled and empty states of the conduction band. (b) The PL spec-
tra of In28Ga72N at liquid nitrogen (1) and room (2) temperatures.
Symbols are the experimental data and the solid lines are the results
of calculations.

We consider a model description of the density of states
(DOS) of the valence bands taking into account both the Ur-
bach tail and the acceptor states of different localization depths.
The behavior of the density of states in the Urbach tail is com-
monly well described in a wide energy range by the exponential
law [8]. Taking the density of acceptor states in the Gaussian
form we present the model density of states for holes as it
shown in Fig. 2a. It can be expected that the concentration of
the localized valence band states is smaller than the electron
concentration. If the localized states are spread over a wide
energy range then the dependence on the filling of these states
at relatively low excitation powers can influence the PL band.

In the limit of weak excitation of samples in presence of
a tail of localized states and a fast relaxation rate, we can ex-
pect that only the holes localized by the deepest states will
influence the PL band shape. The PL mechanism of this kind
was observed in the spectra of disordered systems under weak
excitation, when the recombining excitons are captured by lo-
calized states of the tail [9].

We present the density of states of the conduction band
(Fig. 2a) in the similar form taking into account the Urbach
tail. The origin of localized states that lie below the bottom of
the conduction band may be associated with, e.g., the spatial
fluctuations. The states of conduction band filled by electrons
are responsible for the PL process, while the band-to-band tran-
sitions into the empty states of conduction band (Fig. 2a) define
the absorption.

Interband PL spectra of InGaN

The PL spectrum of In28Ga72N at liquid nitrogen and room
temperatures and the model calculations are presented in
Fig. 2b. The high-energy band of the interband PL arises due
to annihilation of the photo-excited holes and electrons. The
luminescence bands formed by recombination of electrons and
deeply localized holes are red-shifted, as in the case of GaAs
and GaN. The PL spectrum exhibits a strong transformation in
the range between nitrogen and room temperatures. The sen-
sitivity of the PL spectrum to the temperature shows that the
population of one of two types of the carriers participating in
PL is strongly influenced by temperature. On the other hand,
the Hall data evidence that the electrons are still degenerate.
Then, the relative decrease in the high-energy peak with tem-
perature can be assigned to the redistribution of the population
between deeply localized and delocalized states of holes.

The similar approach was used in the model calculations
of the PL and absorption spectra in entire interval of concen-
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trations. As an example the typical PL and absorption spectra,
their model fit and the positions of the band gap for four sam-
ples are shown in Fig. 3. Figure 4 compares the results of this
work with other literature data. We have found that the best fit
of our results on the InGaN band gap composition dependence
EG = 3.49 − 2.84x − bx(1 − x) is provided by the bowing
parameter of b = 2.5 eV.

Conclusions

We have performed the detailed investigation of the band gap
of InGaN alloys as a function of the concentration of the con-
stituents in the entire compositional range. It has been found
that this fundamental parameter is characterized by the strongly
nonlinear behavior with the large bowing parameter of 2.5 eV.
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Effect of the band bending on the optical spectra of thin epilayers and
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Abstract. It is shown that the band bending caused by the surface accumulation layers strongly affect the optical
characteristics of thin epilayers and nano-size samples of n-InN. We present the model calculations and experimental data
demonstrating that optical absorption, the shape and the temperature variation of PL band are sensitive to the presence of the
accumulation layers.

Introduction

Absorption and photoluminescence (PL) spectra near the band
gap of heavily doped InN samples governed by interband tran-
sitions are influenced by the Burstein–Moss filling factor [1]. It
is established now that the considerable band bending induced
by the surface accumulation layers in n-InN samples [2,3,4,5]
results in an inhomogeneous spatial distribution of the carrier
concentration. We investigate the influence of the spatial inho-
mogeneity of the carrier distribution on the absorption and PL
spectra in thin epilayers and in nano-size samples of n-InN.

Samples

The vertically aligned wurztie-InN nano-rods were grown on
3-inch Si(111) substrates by plasma-assisted molecule beam
epitaxy. The InN nanorods were grown at sample temper-
atures of 330 ◦C (LT) and 520 ◦C (HT) under nitrogen-rich
growth conditions. For the LT-InN nanorods, the average rod
diameter is quite uniform and varies from few tens of nm to
100 nm (height/diameter ratio ≈ 10). On the other hand, for
the HT-InN nanorods we have found that the diameter distribu-
tion shows a bimodal behavior. Additionally, the InN epilayers
grown on Si(111) [6] with thicknesses from 0.22 to 2.36µm and
with Hall concentrations of 5×1018 cm−3 and of 8×1018 cm−3

were also studied.

Influence of accumulation layers on absorption

Figure 1a presents the variation of the absorption coefficient
in three epilayers with different thickness. The monotonous
decrease of the slope from curve 1 to curve 3 can be attributed
to the increasing influence of accumulation layers with the
sample thickness decrease. The mechanism of this effect is
demonstrated schematically in Fig. 1b where, as an example,
the band bending created by two accumulation layers for the
epilayer with thickness of 100 nm is presented. In calcula-
tions the potential energy φ(r) with the maximum amplitudes
of 0.6 eV near the surfaces and with the half-width of 1.4 nm
has been assumed. This leads to the decrease of the chemical
potential from the value µe

0 without accumulation layers to µe

at the same averaged electron density and to the inhomoge-
neous distribution of the electron density. The electron density
reaches the maximum values near the both surfaces of the sam-
ple. Its spatial distribution is characterized by the half-width
of about 0.4 nm. The parameters of the accumulation layer
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Fig. 1. (a)Absorption coefficient of epilayers (symbols). The sample
thicknesses are 2.36 (curve 1), 0.51 (curve 2), and 0.22 (curve 3)µm.
Solid lines are the calculated absorption coefficients without (1) and
with (3) accumulation layer. (b) The band bending of conduction CB
and valence VB bands induced by the accumulation layers, µe

0 and
µe are the chemical potentials without and with accumulation layers.
Arrow 1, and arrows from 2 to 4 show the Burstein–Moss thresh-
old of the interband transition without and with accumulation layer,
respectively.

are in agreement with the data of Refs. [2,3,4,5]. The absorp-
tion coefficients calculated for this model with and without the
accumulation layers are presented in Fig. 1a. The accumula-
tion layer leads to the smearing of the Burstein–Moss threshold
and to the decrease of the slope of the absorption coefficient.
The obtained agreement with experimental data shows that the
optical absorption allows to estimate the parameters of the ac-
cumulation layers for thin samples.

Influence of the accumulation layer on the PL spectra

The influence of the accumulation layer on the PL spectra can
be established by studying the shape of PL band and its tem-
perature dependence.

Figures 2a and 2b demonstrates the PL spectra of nano-rods
of two types at different temperatures. The PL bands of both
types of samples experience a considerable broadening with the
temperature increase. The PL band maximum of the HT sample
does not shift with the temperature while the maximum of the
PL band of the LT sample shifts toward the high energies with
the increase of the temperature. These results differ from the
PL maximum behavior typically observed for InN epilayers.
For comparison, the temperature variations of PL spectra of
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two types of epilayers are presented in Figs. 3a and 3b.
The temperature shift and broadening of the interband PL

band in epilayers are governed by three factors. These factors
are the temperature shrinkage of the band gap, the temperature
broadening of the free electron distribution and the temperature
change of the photohole distribution. The hole distribution is of
great importance because the increase of the hole kinetic energy
with temperature shifts the PL maximum in the direction oppo-
site to the band gap shrinkage. The difference in temperature
shifts (see Fig. 3) of the PL maxima in different samples can be
explained by the different role of the momentum conservation
law in interband transitions. If the momentum conservation
law is violated and the indirect interband transitions dominate
in the PL process, a considerable compensation of the band
gap shrinkage takes place (see Fig. 3a and 3b) that decreases
the low-energy shift of the PL band.

In case of the low-dimensional samples like nano-rods an
additional factor can play an important role, namely, an in-
homogeneous distribution of the carrier concentration over the
cross-section of the sample. As a result of energy relaxation the
photoholes populate the different spatial states in the sample
at different temperatures. At low temperatures the photoholes
populate the narrow central part of the rod where the states
of the valence band have the uppermost energies, and PL is
formed by transitions in this region where the electron concen-
tration is minimal (Fig. 4a). At room temperature the holes are
distributed within a larger central area where the hole potential
energy has the order of the thermal energy kT . In this case the
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Fig. 4. The schematic presentation of the transformation of the PL
process from the low (a) to the room (b) temperatures. Line 1 is the
position of the valence band top, lines 2 denotes the hole localized
states, and line 3 in Fig. 2b shows the hole kinetic energy kT at
room temperatures. Arrows in Figs. 2a and 2b show the interband
PL transitions at low and room temperatures. Other notations are
the same as in Fig. 1b.

PL transitions involve the larger area of the sample with larger
electron content larger (Fig. 4b) which leads to the high-energy
shift and broadening of the PL band.

It was demonsrated in Ref. [1] that the electron concentra-
tion in doped n-InN samples can be estimated independently
from the PL experimantal data. These estimations are of great
importance for nano-rods for which the Hall measurements are
complicated. The free carrier concentration was found to in-
crease in the case of the HT sample from 3.75×1018 at 12 K to
7.75×1018 cm−3 at 300 K, and in the case of LT sample from
4.75×1018 at 12 K to 1.5×1019 cm−3 at 300 K. These data
give the evidence that the sample region where the PL band
is formed is varying with temperature. This process can be
effective due to the small transverse size of nano-rods and due
to the trapping of the relatively large fraction of free electrons
by the surface accumulation layer at low temperatures.

Conclusions

The influence of an accumulation layer on the optical absorp-
tion of thin InN epilayers and on the PL spectra of InN nano-
rods is demonstrated. It is shown that the important parameters
of the accumulation layer can be deduced from the optical spec-
tra.
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InGaN layers and InGaN/GaN quantum wells with intense
room-temperature photoluminescence in a visible
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Abstract. The results on the plasma-assisted molecular beam epitaxy growth of InGaN layers and InGaN/GaN
quantum-well structures with high In-content are reported. The intense room-temperature photoluminescence with peak
wavelength within a 470–830 nm (2.6–1.5 eV) range was observed in the InGaN layers and related structures showing
inhomogeneous distribution of In with the average content of 20–65%.

Introduction

High-efficiency InGaN/GaN based light-emitting devices for
the long wavelength range (500–600 nm) still remains an ac-
tual problem despite the significant progress in III-nitrides tech-
nology. Different phenomena, such as phase separation, both
surface and bulk In segregation, strain relaxation, morphol-
ogy variation from nano-columnar to atomically-flat, obscure
manufacture of such structures. This paper reports on the suc-
cessful fabrication by plasma-assisted molecular beam epitaxy
(PA MBE) of both InGaN layers and InGaN/GaN quantum-
well (QW) structures with high In-content, which demonstrate
bright room-temperature photoluminescence (PL) with the
wavelengths well beyond 470 nm.

Experiment

InGaN layers with a thickness of 50–700 nm were grown at a
growth rate of 0.1–0.4 m/h in a wide compositional range up
to pure InN, using Compact 21T setup. All InGaN epilayers
were grown on c-sapphire atop of a thick GaN buffer layer de-
posited either in situ by PA MBE or ex situ by metal-organic
vapor phase epitaxy (MOVPE) growth techniques. Different
growth temperatures (TS = 500−670 ◦C), III/N and In/Ga
flux ratios, growth rates were employed. In-situ monitoring
of the growth rate, surface morphology and strain relaxation
give rich opportunities to control In-incorporation into the lay-
ers and QWs with rather high accuracy. The structural and
optical properties of the structures were analyzed using scan-
ning electron microscopy (SEM), X-ray diffraction (XRD), PL
and PL excitation (PLE) spectroscopy, energy dispersive x-ray
analysis, cathodoluminescence (CL), and transmission elec-
tron microscopy.

Results and discussion

Study of InGaN growth kinetics during PA MBE revealed that
TS is the main factor governing the efficiency of In-incorpora-
tion into InGaN (αIn), which is defined as a ratio of the in-
corporated In flux to the incident one. Increase in TS in the
590-670◦C range reduces steeply In down to 0.15, while ris-
ing the incident flux ratio FN∗/(FGa + FIn) enhances In, al-
though the latter effect is much weaker. Knowing the effi-
ciency of In-incorporation αIn, it is possible to change the

composition of InxGa1−xN layers within a wide range from
minimum x ∼= 0 at FN∗/FGa = 1 : 1 (stoichiometric
mode) up to x = 1 − FGa/FN∗ at FN∗/(αInFIn + FGa) < 1
(the group III-rich mode) or x = αInFIn/(αInFIn + FGa) at
FN∗/(αInFIn + FGa) ≥ 1 (the N-rich mode). The latter ratio
also governs a surface stoichiometry of the InGaN layer.

Usage of the stoichiometric mode results in In incorporation
into GaN layer at a level of several percents and at the relatively
high TS(> 600 ◦C) practically whole In flux re-evaporates
from the growth surface, just influencing the surface kinetics
of Ga atoms through segregation effects and, thus, improving
the GaN:In quality. It was confirmed by in situ observation of
the relatively bright and streaky RHEED pattern during growth
of the layer, as well as by ex situ finding by SEM of the droplet-
free layer surface.

InGaN epilayers grown under group-III rich conditions with
relatively low In content (at least x < 0.14, as estimated
by XRD) exhibit atomically smooth surface and no traces of
phase separation. It was confirmed by observation of a single
symmetrical peak in XRD ω/2θ scan with well pronounced
interference fringes that allowed us to determine the thickness
and In content independently. However, the intensity of RT PL
peak at 470 nm, observed for this layer, was rather low. An
increase in the In flux until appearance of metallic In droplets
resulted in rising the In content in the 2D InGaN layers (up to
x = 0.35, according to XRD data). They demonstrate rather
long wavelength PL maximum (∼ 570 nm) detectable at 20 K
only.

Contrary to that, the InxGa1−xN/GaN heterostructures
grown under the N-rich conditions and possessing 3D nanoco-
lumnar surface morphology exhibit the relatively intense PL.
Room temperature PL with peak wavelength within a 470–
830 nm (2.6–1.5 eV) range was observed in the InGaN layers
with average In content of 20–65%, as it has been determined
by XRD and using growth dependences. It has been found that
the increase of TS higher than 600 ◦C causes significant en-
hancement of room temperature PL intensity in InGaN layers
with any In content. An increase of the In-content in InGaN
alloy and corresponding red shift of the PL energy maximum
at constant TS (640 ◦C) can be achieved by reduction of the
Ga flux intensity or raising the activated N flux intensity. Fig-
ure 1 shows variation of the PL spectra shape and intensity of
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Fig. 1. PL spectra of the InGaN layers grown at the N-rich conditions
with constant N-flux, different In/Ga ratios and Ts in comparison
with a reference 3QW MOCVD structure.

PA MBE InGaN layers with the wavelength shift from green
to red. The PL peak intensity of the layers drops 10 times
from 550 to 600 nm, and just 100 times with respect to a ref-
erence MOCVD grown MQW structure emitting at 470 nm.

We suppose that the columnar growth usually observed in
PA MBE of III-N under the N-rich conditions stimulates the for-
mation of defect free InN-rich InGaN clusters resulting in the
PL enhancement, despite the relatively high total threading dis-
location density (∼ 1010 cm−2). Pronounced excitonic peaks
have been registered below the principal edge in PLE spectra
recorded in these layers. The shift of the PLE peak at different
registration wavelengths indicates certain non-homogeneity of
the emitting sites. One should note that some layers with high-
est In content exhibit two-bands PL emission, with the lower-
energy band being within the 1.8–2 µm range characteristic
for pure InN. This evidences an onset of phase separation in
the In-rich InGaN layers.

Using these data the InGaN/GaN QW structures were
grown. The key point of these growth runs is a modulation
of stoichiometric conditions to grow barrier and QW layers.
It has been shown that the nitrogen-rich conditions are prefer-
able for growth of QW layers, whereas group-III rich ones
should be used during the barrier layer growth. The intensity
of the 480 nm emission in the InGaN/GaN QW structure with
the nominal well thickness of 3 nm is comparable with that
in 230-nm-thick bulk InGaN layers grown at the same condi-
tions. Figure 2 gives the PA MBE single QW PL spectrum in

2.0 2.2 2.4 2.6 2.8 3.0 3.2
Energy (eV)

3QW-MOCVD

SQW-MBE

×10

He-Cd laser
300 K

PL
 in

te
ns

ity
 (

a.
u.

)

Fig. 2. PL spectra of single QW structure InGaN/GaN grown by PA
MBE in comparison with a reference 3QW MOCVD structure.

comparison with the PL of MOCVD 3QW structure, demon-
strating the great potential of the employed PA MBE growth
technique in fabricating high emission efficiency InGaN QWs
in the visible spectral region.

Conclusions

These results indicate that MBE-grown InGaN structures are
promising as active regions of green-red-emitting LEDs. In-
homogeneous spatial distribution of In plays a key role in lu-
minescence properties at high In content.
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Abstract. Composition effect on the Raman spectra of InGaN alloys is theoretically studied with a rigid-ion model within a
finite super-cell and a random-element isodisplacement approximations. Complex structure arising from the vibrations
localized on different structural clusters is predicted for A1(TO) and E1(TO) Raman spectra. The results obtained for InGaN
alloys are compared with those for InN/GaN superlattices.

Introduction

III-nitride ternary alloys AxB1−xN (A, B =Al, Ga, In) have re-
cently attracted much attention as very promising materials for
the fabrications of optoelectronic devices operating from the
near IR to ultraviolet spectral regions. It was demonstrated that
one of the most efficient, sensitive, and direct techniques for the
quantitative characterization of these compounds is the Raman
spectroscopy [1,2]. The analytical ability of this technique is
much higher if the observed spectral features are reliably inter-
preted and assigned to particular kinds of atomic vibrations. In
this case, it is possible not only to determine the alloy compo-
sition but also to draw some conclusions about local structures
and mechanisms of atomic interactions.

Theoretical studies of the composition dependences of Ra-
man spectra of III-nitride alloys are few in number [2, 3, 4].
The results of the most comprehensive studies of wurtzite Al-
GaN, InGaN and AlInN are preseted in Ref. [2]. The com-
position dependence of phonon spectra for these compounds
was described within a random-element isodisplacement (REI)
model. The model involves the averaging over disordered con-
figurations and, therefore, such analysis did not offer a micro-
scopic interpretation for particular spectral features. The goal
of our work is a numerical simulation of the lattice dynam-
ics and Raman spectra of wurtzite InGaN alloys in order to
create a basis for the quantitative characterization of related
heterostuctures and nanostructures.

Model

Our approach is based on the rigid ion model (RIM) and the
polarizable bond model which were successfully used in our
recent studies of GaN andAlN [5], and related superlattices [6].
Structural disorder is treated by using a super-cell which obeys
the composition homogeneity condition.
Potential model used in the study was including the terms corre-
sponding to the Coulomb interaction and the pair-wise short-
range repulsion interactions described within Born–Karman
scheme. Thus, the parameter set includes two effective charges
Z(Ga) = 1.14e and Z(In) = 1.06e. Effective charges of ni-
trogen atoms were defined depending on their actual positions
in a tetrahedrons NGan1Inn2 as

Z(N) = 1/4 (n1Z(Ga)+ n2Z(In)) .

The Born–Karman parameters,

A = d2E/dR2 and B = (1/R)(dE/dR)

Table 1. Values of Born–Karman parameters (in N/m) for GaN and
InN crystals.

N-N N-N
Ga-N In-N (in GaN) (in InN) Ga-Ga In-In

A 23 16 1 0.45 2 1.5
B −1.7 −1.085 0 0 0 0

represent the second and the first derivatives of the energy with
respect to bond length. Their values are listed in Table 1.

Raman intensities were calculated by using the polarizable
bond model. More details and the definitions of the model
parameters can be found in Refs. [5] and [6].

The model used in the study represents the structure of In-
GaN alloy as an infinite periodic structure with unit cell built up
as 3× 3× 2 super-cell of wurtzite lattices inherent to the pure
nitride crystals. The super-cell contains 36 cation positions
which are randomly occupied by Ga and In atoms correspond-
ingly to a given composition parameter x.
Selecting the cation positions occupied by ’admixture’ atoms,
we were trying to obey the homogeneity condition which means
that the relative numbers of the tetrahedrons NGa4, NGa3In,
NGa2In2, NGaIn3 and NIn4 in the finite super-cell system must
coincide with those calculated for an infinite absolutely ho-
mogenous mixture of corresponding composition.

Results

In order to simulate the composition dependence of the frequen-
cies of zone-center optical modes, the dynamic matrix of a dis-
ordered lattice was represented as a combination of matrixes of
pure lattices with weighting coefficients proportional to given
concentrations. The results of these calculations are shown in
Fig. 1. It is seen that the model predicts an one-mode behav-
ior for all high frequency modes. This conclusion is in line
with the results of Ref. [2]. The calculated dependence of the
phonon frequencies on the composition parameter x agree well
with the experimental data from Refs. [7, 8]. Fig. 1 presents
also the results of the calculations for InN/GaN superlattices
within the dielectric continuum approximation (the details of
calculations will be given in a separate paper). One-mode type
behavior was found also for A1(TO) and E1(LO) modes in
these nanostructures. However, the dependence of the phonon
frequencies on the composition parameter x in InN/GaN su-
perlattices is different from that in InGaN alloys.

The lattice dynamics simulations within REI approxima-
tion have predicted a pure one-mode behavior for the A1(TO)
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Fig. 1. Frequencies of optical modes versus InGaN composition
calculated by RIM model within REI approximation (solid lines) and
similar dependences for InN/GaN superlattices calculated within the
dielectric continuum approximation (dashed lines).
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Fig. 2. Calculated Raman spectra of InGaN alloys at different com-
positions: (a) A1(TO) and (b) E1(TO). (c) Calculated density of
phonon states for wurtzite GaN and InN crystals. Frequency po-
sitions of A1(TO) and E1(TO) lines in pure crystals are shown by
vertical dotted lines.

mode in AlGaN alloys in the whole compositional range [2].
However, it has been found that the Raman spectra of Al-rich
AlGaN exhibit a complex structure caused by the statistical Ga
clusters in the cation sublattice [9].

It should be noted that the REI approximation does not
allow to detect the spectral manifestation of the local modes
of different statistical clusters. To overcome the shortcom-
ings of the REI approximation, we have simulated the Raman
spectra of InGaN alloys within the super-cell approach. The
A1(TO) and E1(TO) spectra, calculated for x(zz)x and z(xz)z
polarization condition, respectively, are shown in Figs. 2(a)
and 2(b). Their composition dependences are quite similar and
indicate a two-mode behavior. The InN-like branch is clearly
seen up to x = 0.8. At decreasing the In content, this branch
monotonously declines towards the position of the GaN-like
mode. At lower In content, the frequency of this branch ex-
hibit a step-wise behavior. Frequency positions of the “step”
modes are shown by arrows in Figs. 2(a) and 2(b). By ana-
lyzing the calculated eigenvectors, we have revealed that these
intermediate modes correspond to the vibrations localized in
the NInGa3.

It can be seen that at decreasing the Ga content, the GaN-
like A1(TO) and E1(TO) modes shift towards the high-er fre-
quencies. This effect is similar to those revealed in AlGaN al-
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Fig. 3. Calculated Raman spectra of InxGa1−xN alloys in depen-
dence on composition: (a) A1(LO) and (b) E1(LO).

loys [9]. It can be explained by the violation of the wave-vector
conservation law and manifestation of the whole phonon DOS
as a result of the considerable difference in masses of heavy
In atoms substituting the lighter Ga. In order to illustrate this
effect, the DOS for pure GaN and InN wurtzite crystals are
shown in Fig. 2(c).

The A1(LO) and E1(LO) spectra calculated for x(zz)x and
y(xz)x polarization conditions, respectively, are shown in Figs.
3(a) and 3(b). Their composition dependences are quite simi-
lar and indicate a one-mode behavior. The dependences of fre-
quencies of these modes on x agree well with those presented
in Fig. 1. Typically, the one-mode behavior of the longitudinal
polar phonons is explained by the influence of the long-range
dipole-dipole interaction which is not sensitive to the local mi-
croscopic structure and can be adequately taken into account
by the macroscopic models such as REI approximation.

Conclusions

Theoretical study of InGaN alloys shows that the Raman spec-
tra of these compounds should exhibit the trends inherent to
others nitrides ternary alloys. These are the one-mode behav-
ior of longitudinal optic modes and the two-mode behavior of
the transverse optic modes. Complex structure arising from
the vibrations localized on the different structural clusters is
predicted for A1(TO) and E1(TO) symmetry Raman spectra.
Two approaches used in the study — the macroscopic REI
approximation and the microscopic finite super-cell model —
provide the complementary descriptions of the composition
dependence of Raman spectra of the InGaN alloys.
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Abstract. Optical and structural properties of the ultrathin InGaN insertions in a GaN and AlGaN matrices grown both on
sapphire and SiC substrates were investigated. The method of the estimation of the local indium composition in indium-rich
areas in the InGaN ultra thin insertions, using experimental spectra of photoluminescence (PL), was suggested.

Introduction

InGaN based structures are widely used in modern optoelec-
tronics of a visible and ultra-violet range as active medium for
light-emitting diodes and lasers. The band-gap of the solid
solution InxGa1−xN is varied in a wide range from 0.7 to
3.4 eV [1] that depends on In concentration. It permits to
creation of light emitting devices in wide wavelength interval.

The emission intensity of such optoelectronic devices is
defined by nonhomogeneous distribution of In and formation
of indium-rich areas (QDs) due to large lattice mismatch (about
11%) between InN and GaN. The InGaN alloys are unstable
over most of the composition range, desirable for both photonic
and electronic devices, at the temperatures commonly used for
epitaxial growth which leads to phase separation in the InGaN
system [2]. QD formation due to phase decomposition are
observed even at small In concentration. Diameters of the
QDs are usually known to be 1–10 nm in accordance with high
resolution transmission electronic microscopy [2].

The InGaN QDs is supposed to be significant increase of
radiation recombination efficiency due to carrier confinement
that reduces nonradiative recombination. A number of mecha-
nisms such as formation of islands due to deformation, spinodal
decomposition and surface impurity segregation affect on for-
mation of such QDs during growth process and subsequent heat
treatment.

For estimation of local In composition in the QDs using ex-
perimental spectra of photoluminescence, the generalized the-
oretical model and the program were developed. This model
permits calculating of transition energy as a function of In com-
position in QDs, taking into account confinement energy and
effects of spontaneous and piezoelectric fields.

1. Experimental

Three samples (A, B, C) containing multiple InGaN insertions
in an AlGaN matrix were grown on sapphire substrates by the
MOCVD method. Samples consist of 5 periods of InGaN in-
sertions separated by AlGaN barriers.

Two samples (D, E) containing multiple InGaN insertions
separated by GaN barriers were grown on sapphire and SiC
substrates, respectively.

These samples were investigated by the photoluminescence
method in the spectral range from 360 to 600 nm. Spectral
characteristics of these samples were measured in the flowing
cryostat in temperature range from 80 to 300 K. Photolumines-
cence was excited by ultraviolet He-Cd laser with wavelength
325 nm.
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Fig. 1. Temperature dependence of the photoluminescence peak
positions for the investigated samples.

The position of peaks were obtained at 3.14, 3.12 and 3.06 eV
for samples A, B, and C, respectively (Fig. 1a). For the sam-
ples D and E the peak positions at 2.596 and 2.604 eV (Fig. 1b).

These results demonstrate that for all samples temperature
shift of the QD emission is less than renormalization of the GaN
band gap. This can be due to QD formation in the InGaN layers.
Moreover, temperature dependence of the QD emission for the
sample grown on SiC substrate differs from such dependence
for the samples grown on sapphire substrates. These effects
will be investigated elsewhere.

The HRTEM image of the InGaN insertions in the GaN
matrix, shown in Fig. 2, displays the regions corresponding to
the QDs that marked with arrows.

2. Results and discussion

In order to obtain the electron transition energy in the
InxGa1−xN quantum wells as a function of local In compo-
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sition the following expression for energy is used [2]:

Et = Eg + Econf − Ep , (1)

where Eg is the band-gap energy for the bulk InGaN, Ep is
the energy of polarization field and Econf is the confinement
energy. Confinement energy for the samples A, B and C was
calculated in accordance with Brus model [3], believing that lo-
calization of carriers inside QDs is high due to AlGaN barriers.
In this model the shape of QDs is supposed to be spherically
symmetric, and the confinement energy is defined as:

Econf ∼= h̄2π2

2m∗r2 −
1.8e2

4πεε0r
− 0.124e4

h̄2m∗(4πεε0)2
, (2)

wherem∗ = (m−1
e +m−1

h )−1 is the reduced effective mass, r is
the QDs radius, h̄ is the Planck’s constant, ε0 is the dielectric
permittivity of vacuum, e — elementary charge.

The effective masses of electronme and heavy holemh, and
the permittivity constant ε of InxGa1−xN in the expression (2),
were obtained by linear extrapolation according to Vegard’s
law. Dependence of band-gap energy as a function of indium
composition in the solid solution InxGa1−xN is defined as:

EInGaN
g = xEInN

g + (1− x)EGaN
g − b(1− x)x , (3)

where b = 1.9 eV is the bowing parameter.
The total polarization energy Ep, consists of spontaneous

P
sp
InxGa1−xN and piezoelectric P

pz
InxGa1−xN polarizations along

c axis were used in accordance to Fiorentini model as fol-
lows [4]:

Ep =
eLInGaN

W

ε0
(P

pz
InGaN + P

sp
InGaN) , (4)

where LInGaN
W is the InxGa1−xN quantum well width. The po-

larization energy was calculated using reduced layer approach
that equivalent to nonuniform distribution of QDs [5].

The calculated dependences of transition energies as a func-
tion of indium composition of InxGa1−xN solid solution is
shown in Fig. 3. for QDs, the diameters being changed from 2.5
to 6 nm. The accuracy of electronic transitions energy depen-
dence on In composition were checked by comparing the cal-
culated and well-known experimental data for the same InGaN
multilayer structures [6,7] (Fig. 3, points 6 and 7).

As shown in the Fig. 3, the results of Ref. [7] are in ac-
cordance with calculated curve corresponding to QDs having
diameter of 3 nm, and the results of Ref. [6] demonstrate good
agreement between calculated and experimental data.
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Fig. 3. The calculated dependences of transition energies as a func-
tion of indium composition of InxGa1−xN solid solution for QDs
having various diameters (nm): 2.5 — 1, 3 — 2, 4 — 3, 5 — 4,
6 — 5. Points 6 and 7 are the experimental data from Refs. [6,7] at
x = 39.6%, E = 2.67 eV and x = 38%, E = 2.33 eV, respectively.

The local indium compositions in the QDs for the sam-
ples A, B, C, prepared by MOCVD and measured by PL, were
calculated using this theoretical model.

The analysis of obtained experimental data shows that more
probable QD diameters are in the range from 2 to 6 nm. For
diameter of the QDs of 3 nm, local indium composition for
samples A and B is ∼ 26%, for sample C is ∼ 27% (Fig. 3,
dash lines). The variation of the QD diameter from 3 to 6 nm
changes the value of composition about 3%.

The suggested model are supposed to be useful to obtain the
indium compositions of InxGa1−xN solid solutions, using pho-
toluminescence experimental data and will apply for growth
parameters and characteristics of light-emitting devices.
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Radiative and non-radiative recombination
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Abstract. Detailed investigation of radiative recombination intensity and its kinetics on photoexcitation density have been
performed in type-II ZnSe/BeTe superlattices. Excitation power dependence of the intensity demonstrates typical saturation
of non-radiative recombination channels at high excitation levels. Above the saturation region strong shortening of the
emission time with increasing density of spatially separated electrons and holes is found and attributed to the band bending
effect. Surprisingly, very long recombination times (> 10 ns) are observed at low excitation levels, contrary to the expected
short times usual at dominating non-radiative processes. The observed peculiarities of photoluminescence and its kinetics
are explained by strong lateral inhomogeneity that is a specific feature of the investigated heterosystem with no-common
atom at interfaces.

Introduction

Wide gap II–VI and III–V semiconductors like ZnSe and
GaN are usually considered as promising candidates for dif-
ferent sort of devices such as UV/blue/green light-emitting
diodes (LED) and lasers. Despite of great progress and com-
mercialization of III–V nitride-based LEDs, mostly appropri-
ate to blue and UV spectral range, strong interest still remains to
ZnCdSe-based heterostructures, emitting in green-blue range.

First detailed investigations have shown quite low efficiency
of ZnSe/BeTe heterostructures, which is also different for dif-
ferent interface configurations, possible in this heteropair with
no-common atoms at the interface [1]. Thus, knowledge of
the influence of non-radiative centers on the optical proper-
ties in ZnSe/BeTe LED heterostructures is very important for
improving their performance.

In this contribution we present results of investigations
of the radiative efficiency and photoluminescence (PL) ki-
netics depending on the photoexcitation density in symmetric
ZnSe/BeTe SLs. Investigations of power dependencies of ra-
diative characteristics are known as a powerful tool for studying
of non-radiative centers in semiconductors [2]. Unusual behav-
ior of PL is observed pointing to a peculiarity of non-radiative
recombination in this heteropair.

1. Experimental

ZnSe/BeTe SLs were grown by molecular beam epitaxy on
(001)-oriented GaAs substrates. Structures contain 5 mono-
layer (ML) BeTe buffer layer and 5 periods of alternating 5 nm-
thick BeTe and 10 nm-thick ZnSe layers with ZnSe layer at the
top.

PL was excited by a pulsed N2-laser (3371 Å) with a pulse
width of ∼ 0.3 ns. The laser emission is absorbed in the ZnSe
layers only, as the BeTe direct band gap is≈ 4.5 eV [1]. Time-
resolved spectra and PL decay curves, emitted perpendicular
to the SL plane, were recorded by a photomultiplier with a
temporal resolution of ∼ 1 ns. Samples were measured in a
He-flow cryostat at temperature T = 5 K.
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Fig. 1. PL spectra of ZnSe/BeTe SL (10 nm/5 nm) at different
excitation densities (depicted in figure) at T = 5 K. Left panel
displays SL band alignment and D and ID transitions.

2. Evolution of PL spectra and kinetics with photoexcita-
tion density

Fig. 1 displays time-integrated PL spectra of a sample with
symmetric Te–Zn interfaces and different densities of optical
excitation Pexc. Spectra show two bands: direct transition (D)
at ≈ 2.8 eV (not shown in Fig. 1) in the ZnSe layer and a
wide band in the energy range 1.8–2.2 eV, corresponding to
indirect (ID) transition of photoexcited electrons in the ZnSe
layers and holes, relaxed to the BeTe layers [4]. As a result of
increasing Pexc, an appreciable modification of the ID spectral
band occurs: its blue-shift is more than 0.1 eV and both the
intensity and spectral width strongly increase.

Time-resolved PL decays for different Pexc are presented
in Fig. 2a. Direct transition is very short at any Pexc and
corresponds to our temporal resolution. On the other hand,
ID recombination decay is very long at low excitation lev-
els becomes shorter with increasing Pexc and comparable with
D decay at the highest Pexc. Integrated ID intensity and de-
cay times τ at different excitation levels are demonstrated in
Fig. 2b.

3. Discussion

ZnSe/BeTe is a novel semiconductor system with a type-II band
alignment [1] and large band offsets, leading to localizing po-
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Fig. 2. (a) PL decay as a function of excitation density (520, 170,
32 and 11 kW/cm2) at the PL maximum of ID band. D (thick line)
represents direct transition decay. (b) Integrated ID intensity (closed
circles, left scale) and PL decay times τrec (open circles, right scale)
vs excitation density. Dashed lines are linear dependencies.

tentials of≥ 2.0 eV for electrons in ZnSe layers and≈ 0.9 eV
for holes in BeTe layers. Deep potential wells result in a very
small penetration of the carrier wavefunctions into the adjacent
layers. Holes, initially excited in ZnSe layers, quickly (less
than direct recombination time ∼ 0.1 ns) relax to the BeTe
layers [3] and radiative recombination is mostly spatially indi-
rect. The ID transition matrix element is very small because
of the electron and hole wavefunctions overlap within very
narrow region (≈ 1 − 2 ML) at the interface [4], that makes
spatially indirect optical transition also extremely sensitive to
the interface quality. Consequently, the transition oscillator
strength is very small that results in very long radiative recom-
bination times (10–100 ns) and allows to accumulate spatially
separated electrons and holes with huge densities exceeding
1013 cm−2 [4].

At high photoexcitation levels spatially separated electrons
and holes with high density in ZnSe and BeTe layers, respec-
tively, induce strong electric fields inside SL, which, in turn,
give rise to a strong bending of the conduction and valence
bands. This leads to a large blue shift of the carrier energy
levels, as well as to a strong change of electron and hole wave-
functions with increasing of their overlap at the interface at
high Pexc [4]. As a result, radiative time τr shortens and ID
band intensity increases. That is observed in Fig. 1. Large
spectral width of the ID band (150 meV at 250 kW/cm2) and
its spectral shift corresponds to degenerate e-h plasma with
density ∼ 1× 1013 cm−2, according to calculations [4].

The most interesting and intriguing result is a developing
of ID band kinetics. A specific behavior of PL intensity vs
Pexc (like that demonstrated in Fig. 2b) in materials with ini-
tially short non-radiative recombination time τnr, much shorter
than radiative time τr, at low Pexc usually corresponds to sat-
uration of such non-radiative channels [2]. Transition region
with superlinear intensity dependence separates two different
regimes: nonsaturated one with lifetime τ = τnr at low Pexc
and saturated regime with τ = τr at high Pexc when all the
non-radiative recombination channels are saturated.

In our experiments opposite picture is observed. While
shortening of τ with increasing Pexc is explained by the band
bending effect at high density of spatially separated electrons
and holes, investigated by now in details [4], behavior at low
Pexc is completely unclear. On one hand, long τ corresponds
to flat-band limit with low carrier density and absence of non-
radiative recombination channels [1]. On the other hand, the

ID band intensity dependence and low total quantum yield η

evidence about very strong non-radiative recombination pro-
cesses in investigated SLs.

To explain the observed unusual behavior of PL intensity
and its kinetics we suggest that it is due to strong in-plane in-
homogeneity of the SLs, laterally separated on microscopic
regions with different η values. In this case the regions with
high η magnitudes are responsible for long τ observed at
low Pexc. Places with intermediate value of η contribute to su-
perlinear intensity dependence and saturate at high Pexc when
quantum yield η approaches η ≈ 1. However due to low total
quantum yield a lot of regions remain still completely “dark”
with very low quantum yield η ∼ 0 even at the highest Pexc
until mechanical destruction (at % 10 MW/cm2).

As to a physical origin of the presence of such regions
with η → 0 there is good reason to think that it could be
due to specific property of the ZnSe/BeTe heteropair with no-
common atom at the interface. Actually in the case of that sort
of interfaces one ML thickness fluctuation results in a change
of chemical bond Te–Zn to the bond Be–Se at the interface.
As the band gap of BeSe Eg ≈ 5.4 eV is huge as compared
to the Eg (ZnTe) ≈ 2.4 eV, interface fluctuations would act
as a strong static scatterers and, possibly, also contain differ-
ent centers of non-radiative recombination. There are some
evidences of such assumptions. Firstly, structural properties
of ZnSe/BeTe interfaces have been investigated in details by
high-resolution transmission electron microscopy [5]. It has
been found that strain state in ZnSe/BeTe SLs is strongly in-
fluenced by their different shear modules, and that the bond
configuration at the interface plays an important role for its
quality. Thus, both direct and inverted Te–Zn interfaces are
very sharp (of∼ 1 ML) while Be–Se interfaces are broader (of
∼ 3 MLs) [5]. Secondly, X-ray photoemission spectroscopy,
that yielded large value of the valence-band offsets ≥ 0.8 eV,
revealed also the effect of the strain and interface chemical
content on the electronic properties [6]. Further investigations
are required to clarify the situation.
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Abstract. By comparing measured PL spectra with theory we show that the spectra depend sensitively on the primary
excitation mechanism via QD excitons or the cavity mode. Both cases can be distinguished by the relative intensities of QD
and cavity mode. In the latter case a dip in the emission spectrum appears already in the weak coupling regime (due to
interference effect between the cavity and QD oscillators).

Introduction

One of the major trends of current semiconductor research is
towards achieving a strong coupling between electronic and
photonic states of low dimensionality. The simplest system
is a quantum dot (QD) in the active layer of a 3D confined
microcavity (MC) [1]. The 3D confined pillar MC represents
the “ultimate” system, where both electrons and photons are
confined in all dimensions. Such a system should exhibit pe-
culiar effects characteristic of a two-level atom in interaction
with an optical cavity, e.g. an enhancement or inhibition of the
spontaneous emission rate in the weak coupling regime (Pur-
cell effect) [2] and vacuum-field Rabi splitting in the strong
coupling regime. In semiconductor MCs, the optical modes C
are coupled to electron-hole excitations in the QD, X form-
ing a coupled exciton-photon states [1]. The splitting and the
decay of these modes provide important insight into their cou-
plings to their environment, and they also play a critical role in
applications of the optical systems.

In a simple approximation, for interacting X and C modes
at a resonance (EX = EC = E0) the energies of interacting
modes are [3]

E1,2 = E0−i (γC + γX) /2±
[
g2 − (γC − γX)

2 /4
]1/2

, (1)

where γC,X is the FWHM of the cavity (exciton) mode, γC =
EC/2Q � γC, Q is the cavity finesse, and g is the “vacuum
Rabi splitting”. The criterion for the strong coupling regime of
the QD exciton and MC modes (γC � γX) can be determined
as g > γC/2.

The strong coupling regime is fixed as an anticrossing of
coupled QD exciton and cavity modes. In a simplified analysis
one assumes a similar filling of two coupling modes. However
that is definitely not the case especially when the detuning of the
cavity and QD exciton mode becomes comparable or exceeds
Rabi splitting.

We analyze PL from MCs with QDs for various excitation
conditions, namely, under the primary excitation of (i) QD
exciton, (ii) cavity mode and (iii) exciton and cavity mode.

1. Experiment

The samples studied are single λ GaAs MC structures with an
array of InxGa1−xAs QDs placed at the antinode of the reso-
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Fig. 1. PL spectra from MC recorded for various temperatures.

nant mode. The pillars with a circular cross-section have been
processed by ECR and ICP reactive ion-etching of planar MC
structures through the Bragg reflector mirrors. PL of single
pillars has been measured using a micro PL setup. The exci-
tation was carried out by second harmonics of Nd:YAG laser
with wavelength of 532 nm.

2. PL spectra

Figure 1 displays PL from a single pillar MC with the radius
of 0.75 µm containing a set of InGaAs QDs in the range of
10–25 K. The spectra at the lowest and highest temperatures
consist of a narrow line corresponding to the exciton emission
of single QD with γX within 0.055 meV and a markedly thicker
line with γC = 0.18 meV corresponding to the cavity mode
with Q = 7350. The variation of the temperature allows one
to tune the QD emission on and off the resonance with cavity
mode.

Figure 1 shows that with approaching the resonance the
PL spectra demonstrate (i) strong broadening of the X line,
(ii) narrowing of the MC line, and (iii) well pronounced anti-
crossing behavior with splitting /0 = 0.14 meV characteristic
to the strong coupling regime. It is also seen that the cavity line
displays a rather high intensity far from the resonance. That
means that one has to take into account the contribution from
the primary excitation through the cavity mode [4].
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3. MC emission: theory

Depending on the excitation mechanism the spectral density of
the electromagnetic field in the cavity may be represented in
terms of two functions

IC = ω/
[
(ω −�C − P(ω))2 + (γC +Q(ω))2

]
, (2)

IX = g2ω/
{[
(ω−�C−P(ω)) (ω−�X)−(γC+Q(ω)) γX

]2
+ [γX (ω−�C−P(ω))+(γC+Q(ω)) (ω−�X)

]2}
. (3)

Here�j are the corresponding resonant frequencies, P(ω) and
−Q(ω) are the real and imaginary parts of the polarizability of
the QD. In the linear regime

P(ω)− iQ(ω) = g2/ (ω − ωX + iγX) . (4)

Both functions IC(ω) and IX(ω) describe the radiation of
the cavity mode, hybridized with QD resonances but refer to
two different mechanisms of the primary excitation. The dis-
tinction is in the fact, which of participating in the hybridization
partners — cavity mode or QD exciton — is pumped directly
by the primary excitation. The function IX(ω) corresponds to
the process of the primary excitation of QDs (photoexcited ex-
citon is trapped by the QD, then being relaxed to the ground QD
state, which is resonant and therefore hybridized with the cavity
mode). Hybridization itself corresponds to the partial transfer
of the excitation into the electromagnetic field. Unlike that the
function IC(ω) refers to the process of the primary excitation
coming into the cavity mode, and then becoming hybridized.
Both IC(ω) and IX(ω) have exactly the same set of poles in the
complex plane. However, the shape of spectra may be differ-
ent drastically due to the difference in residue values. Surely,
in any case both freedom degrees become excited, however,
with amplitude and phase relations essentially depending on
the excitation path. The mathematical manifestation of that is
clearly seen in the analytical structure of spectral functions and
illustrated in Fig. 2 displaying spectra calculated for primary
excitation of the QD and cavity modes for two cases, g � γC
and g ∼ γC. Figure shows that the plots of IC(ω) and IX(ω)

look like mutually complementary. As expected, the behavior
of spectra under the excitation of slowly decaying QD, IX(ω) is
very similar to one expected from the simple model (Eq. 1). For
the parameter range γX � |g| � γC, the dominating feature in
the plot is the Purcell effect. The MC mode itself is practically
invisible until some dots approach the resonance. Unlike that
the plot IC(ω) is dominated by the strong and broad MC emis-
sion, cut, however, by narrow dip — precursors of the Rabi
splitting — at the resonant QD frequency. The dip results from
the mode interference and exists already for g2 > γ 3

X/(2γC).
Nothing like that can be seen in the IX(ω)) plot, until the usual
strong coupling condition becomes fulfilled.

Generally both types of excitation channels may be effec-
tive. Then the luminescence spectrum can be described as a
sum

I (ω) = aIC(ω)+ bIC(ω) , (5)

where a and b are the partial excitation rates in corresponding
channels. Then peaks of the second term overlap deeps of the
first one, which makes the plot more complicated. The use
of formulas (2, 3, 5) allows one to describe the experimental
spectra and determine Rabi splitting with a high accuracy. In
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Fig. 2. PL spectra from MCs with g � γC (low) and g ∼ γC (up-
per) calculated for primary excitation of the QD and cavity modes,
respectively.

particular, the spectra in Fig. 1 are well described with the
set of parameters a/b ∼ 1 and g = 0.055 meV. The latter
differs markedly from Rabi splitting determined with the use
of simplified model: g = //2 = 0.07 meV.

In conclusion, by comparing measured PL spectra with the-
ory we have shown that the spectra depend strongly on the
primary excitation mechanism via QD excitons or the cavity
mode. In the case of primary QD excitation the PL spectra
demonstrate (i) extremely weak cavity emission, (ii) strong
Purcell effect, and (iii) the appearance of the line splitting only
in the strong coupling regime. In contrast, under the exci-
tation of the cavity mode the spectra demonstrate (i) strong
cavity emission and (ii) appearance of a well pronounced dip
in the cavity peak instead of Purcell enhancement. The lat-
ter appears at a very weak coupling, well before the strong
coupling regime, and the dip halfwidth exceeds strongly the
exciton-photon coupling constant g.
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Abstract. We fabricated three-dimensional a-SiO2 opaline films of various thicknesses and studied coupling of differently
polarized light to their crystalline structure. Photonic stop bands were observed and attributed to the {111} family of
crystallographic planes. Polarization resolved transmission data show strong anisotropy of light coupling to opaline films.
Our studies confirm a collapse of stop bands for TM waves in opaline films, which are representatives of high-contrast
photonic crystals.

Introduction

During the past decade a number of groups demonstrated that
the appearance of band gaps in the energy spectra of photonic
crystals (PCs) [1] is associated with the Bragg diffraction of
electromagnetic waves on a periodic variation of dielectric con-
stant. Of special interest is obtaining a complete photonic band
gap, i.e. the situation when the photonic band gaps overlap in
all directions and form an energy range for electromagnetic
waves which propagation is prohibited irrespective of both the
state of polarization and direction of waves in a 3D PC. It was
theoretically shown that the creation of a complete photonic
bandgap is possible for a sufficiently large dielectric contrast in
the PC having the face-centered-cubic (fcc) lattice — inverted
opals [2], and also in binary titania colloidal structures [3].
A pseudogap in low frequency range was found to exist in an
inverted fcc structure [2]. In Ref. [2] the possibility of open-
ing pseudogap of fcc structure into complete photonic band
gap was considered via reduction of symmetry. However, the
pseudogap does not convert into a complete band gap at the
reduction of symmetry from cubic to tetragonal [2].

From the experimental point of view, it is of great interest
to observe both a pseudogap and a complete band gap, and also
understand their origin. Therefore, experimental studies on po-
larized light coupling to high-contrast 3D PCs are required. It
is worth mentioning that there is the only report on scanning a
photonic band structure (PBS) of such structures [4]. In 2005,
W. Man et al presented a PBS of 3D photonic quasicrystals,
high-contrast PCs made from cells and roads and consisted
of 17.3 (and 7.36) vol.% polymer. An effective Brillouin zone
of a sample having complicated icosahedral symmetry was de-
termined for one chosen state of polarization of microwaves,
however, features of the PBS of icosahedral quasicrystals for
differently polarized light, especially for TM waves, remain
uncertain.

The available experimental data on the polarization-
resolved study of 3D PCs at low dielectric contrast condi-
tions are incomplete and their interpretation is still ambigu-
ous. Note that experimentally measured PBS of 3D opal based
PCs for non-polarized light was demonstrated but once [5].The
polarization- and angle-resolved transmissivity of an fcc col-
loidal crystals was studied along the directions between the
L point and the W point [6]. The results were analyzed in
Ref. [7] showing a disagreement between the experimental and

calculated photonic stop gaps. The polarization-resolved re-
flectivity of the opal-based photonic crystals in the vicinity of
theL point of theBZ was studied in Ref. [8]. The limited angu-
lar range of the incident light could provide only the response
of the (111) planes. Recently, experimental results on coupling
of differently polarized light to synthetic opals (bulk samples)
have been reported [9]. It was demonstrated that transmissivity
and reflectivity (diffraction patterns) change with the state of
polarization of incident light, indicating a strong polarization
dependence of photonic stop bands in synthetic opals. In a
sharp contrast with propagation of the TE modes, it was shown
that there exists a critical angle of incidence on the (hkl) crys-
tal plane, at which no the TM modes are reflected from crystal
planes, the resonance contribution to Bragg diffraction van-
ishes and the related (hkl) stop band does not open.

Here we present polarization resolved transmissivity of a
representative of high-contrast PCs, opaline films. We found a
complete collapse of the TM photonic stop bands, when illu-
minating the samples along certain directions. The TM modes
are shown to propagate in films without coupling, which means
that photonic crystals are transparent for them. Our studies pro-
vide quantitative information on light interaction with opaline
films and their structural characteristics.

1. Experimental

Monodisperse colloidal a-SiO2 spheres with a diameter of
290 nm were assembled on a glass substrate using the vertical
deposition method to form an opaline film. The grown films
consist of two-dimensional hexagonal layers, (111) layers in
the terms of the fcc lattice, which are parallel to the substrate.
Our previous studies show that opaline films grown using ver-
tical deposition are divided by through-thickness cracks into
domains of different size (10–50 µm); note that in the exper-
iment the preferential orientation of cracks coincides with the
axis of rotation [10]. In Ref. [10] the opaline film structure
is found to be the twinned fcc, in which domains are fcc-type
twins. Diameter of a-SiO2 spheres and orientation of the (111)
hexagonal layers on the glass substrate was checked using field
emission scanning electron microscopy.

Transmission measurements were carried out by using po-
larized collimated beams from a spectrophotometer (Shimadzu
UV-3100), cross-sectional size of the light beam was about
4 mm2. When measuring angle resolved transmissivity Tk(λ)
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along the Lg→K→L path, the films under study were ro-
tated about a vertical axis along which a-SiO2 spheres packed
into dense chains. Note that in our experiments the sample
was aligned so that that the beam fell on the film at the external
angle of incidence, θ , and after that entered the glass substrate.
The linearly polarized electric fields were chosen to be normal
E⊥ (TE wave) and parallel E‖ (TM wave) to the scanning plane
Lg0L.

2. Results

The series of transmission spectra for the opaline film of ≈
20 layers in thickness are shown in Fig. 1. Plots (a) and (b)
present the spectra, when scanning the film with the E⊥- and
E‖-polarized light along Lg → K → L path. At normal
incidence on the film (θ = 0, theLg point) transmission spectra
(T⊥- and T‖) for both polarizations, show one deep of equal
intensity, which is the (111) stop band.

In scanning form the Lg point to L point (θ > 0), we find
the following results. First, the (111) stop band shifts to the
short wavelength spectral range and another deep, which is
determined as the (1̄11)stop band, experiences shift to the long
wavelengths. The mentioned spectral shifts are fairly seen in
plot (a), for the E⊥-polarized light. Note that for the TE modes
the spectral width of the (111) stop band is of 50 nm and does
not experience significant change with the angle of incidence,
while the width of the (1̄11)stop band changes to be of about
20 nm at intermediate angles θ ∈ [34◦; 44◦] and of about 35 nm
at other angles. Second, the T⊥(λ(111)

B ) transmissivity for the

Bragg wavelengths, λ(111)
B (θ) is a spectral position the (111)

stop band at the angle θ , gradually decreases as the angle θ

rises. Third, which is a key result for high-contrast 3D PCs,
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Fig. 1. Transmission spectra of an opaline film taken along the
Lg → K → L path on the BZ surface of fcc lattice: illumination
with the E⊥-polarized (a) and E‖-polarized light (b). The external
angle of incidence θ and vertical shifts of transmission spectra are
given.

the T‖ transmissivity for λ(111)
B (θ) behaves in a sharp contrast

to the T⊥(λ(111)
B ) transmissivity, namely T‖(λ(111)

B rises as the
angle of incidence reaches and gains its maximum at θ = 52◦,
a situation when the (111) stop band does not exist and the
TM wave does not couple to the film [see plot (b), thick line];
at angles θ > 52◦ we see that the (111) stop band opens and
becomes more intensive as θ rises. As for the (1̄11) stop band,
one can see that it does not open for a wide range of incident

angles but maximum transmissivity of the TM wave λ(1̄11)
B (θ)

is observed at about θ = 32◦. These transmission spectra (θ =
32◦, 52◦) directly give us the effective refractive index of the
film, which is found to be of ≈ 1.28. Also, our data show that
the spectral positions of the (111) stop band is described well
by the simple Bragg diffraction taking into account refraction
on the film surface, whereas shifts of the (1̄11) stop band is not
fitted with the Bragg low. These can be explained by different
length of the planes — the (111) planes are rather extended but
the (1̄11) planes are short.

Main features of transmission spectra can be qualitatively
understood by analogy with the Fresnel theory and Brew-
ster effect. However, to fit experimental data quantitatively
we used ab initio layered Korringa–Kohn–Rostoker (LKKR)
method [11] and found both the measured and calculated spec-
tra to be in a good agreement. From our results, it became
evident that the vectorial nature of electromagnetic waves pre-
vents formation of a complete photonic band gap for high-
contrast 3D PCs in low frequency range and only a pseudogap
can appear [2].

In this work, we have demonstrated experimentally a strong
polarization dependence of transmissivity and the disappear-
ance of stop bands for TM waves in high-contrast 3D PCs.
Our estimations based on ab initio LKKR numerical simula-
tion confirm that the TM modes propagate through the high-
contrast 3D PC slab without coupling irrespective of the slab
thickness, i.e. number of the (111) hexagonal layers.

Acknowledgements

We are grateful toA. B. Granovsky for helpful discussion. This
work was supported by Grant-in-Aid for Scientific Research
(S) No. 17106004 from Japan Society for the Promotion of
Science.

References

[1] J. D. Joannopoulos, R. D. Meade, J. N. Winn, Photonic Crys-
tals, Princeton Univ. Press (1995).

[2] K. Busch and S. John, Phys. Rev. E 58, 3896 (1998).
[3] R. Biswas, M. M. Sigalas, G. Subramania, K.-M. Ho, Phys.

Rev. B 57, 3701 (1998).
[4] W. Man, M. Menges, P. J. Steinhard, P. M. Chaikin, Nature

436, 993 (2005).
[5] A. V. Baryshev, et al, Phys. Rev. B 70, 113104 (2004).
[6] I. I. Tarhan and G. H. Watson, Phys. Rev. Lett. 76, 315 (1996).
[7] V. Yannopapas, N. Stefanou, A. Modinos, J. Phys.: Condens.

Matter 9, 10261 (1997).
[8] J. F. Galisteo-Lopez, et al, Appl. Phys. Lett. 82, 4068 (2003).
[9] A.V. Baryshev, et al, Phys. Rev. B 73, 033103 (2006); M.V.

Rybin, et al, (in press).
[10] R. Fujikawa, et al, J. Porous Materials (in press).
[11] A. Modinos, et al, Physica B 296, 167 (2001).



14th Int. Symp. “Nanostructures: Physics and Technology” MPC.03o
St Petersburg, Russia, June 26–30, 2006
© 2006 Ioffe Institute

Membrane photonic crystal defect cavities for quantum wire lasers
and 1D polariton
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Abstract. Two-dimensional semiconductor photonic-crystal (PhC) membrane-based microcavities have been considered for
integration with V-groove quantum wires (QWR). Single-QWR laser in a high-Q PhC-cavity is discussed. Numerical
modelling and optimization of L-type PhC-cavities based on 2D finite-differences and 3D finite-differences time-domain
methods is performed, and experimental PhC-samples are fabricated and tested by the internal light source technique.

Introduction

The two-dimensional confinement of the electron wave func-
tion in a semiconductor quantum wire (QWR) results in strong
modification of the density-of-states distribution exhibiting sin-
gularities. As a consequence, the luminescence spectrum of a
QWR is expected to show a linewidth sharpening at low exci-
tation powers, which should lead to an increased material gain
coefficient for a specific spectral range. Therefore, lasers based
on such a structure were predicted to have significantly reduced
threshold operation [1]. In practice however, in order to over-
come the lasing threshold the laser cavity must have minimized
losses while on the other side, the optical confinement factor
should be maximized. Regarding the scientifically interesting
case of a single-QWR laser, this would imply implementing a
cavity that possesses both sufficiently high finesse (Q-factor)
and small modal volume.

Semiconductor photonic crystal (PhC) membrane-based
microcavities provide strong confinement for the electromag-
netic field of certain resonant frequencies attaining very high
Qs together with extremely small modal volumes [2]. More-
over, such a cavity allows for efficient control of the sponta-
neous emission (SE) of the incorporated source, significantly
increasing the SE-into-lasing-mode factor β, which lowers fur-
ther the lasing threshold and may lead even to a thresholdless
lasing phenomenon [3]. Additionally, as a result of PhC-QWR
integration, other phenomena may be observed such as 1D-
polariton when a QWR is incorporated into a PhC-cavity ex-
tended in one dimension.

In the present paper we study both theoretically and exper-
imentally the Ln-cavity type (n missing holes in a row) in a
hexagonal photonic lattice with the aim of the integration of
such cavities with V-groove QWRs [4].

1. Modelling

Our numerical analysis is based on fast 2D finite-difference
(FD) eigenvalue computation with effective-index approxima-
tion. Cavity resonances as well as mode distributions are thus
extracted and further analyzed with respect to their potential
Q-values and primary polarization. The latter is also impor-
tant for efficient coupling with the QWR due to its polarization
anisotropic gain spectrum [5]. As an illustrative example, Fig-
ure 1 shows the near-field distribution of the Ex-component of
a potentially high-Q mode of the L6 cavity polarized mainly
along the QWR (x-direction). In order to determine the Q

of a given mode and deduce the cavity resonance spectrum,

analysis in k-space [6] is performed relying on calculations
of the out-of-plane losses. Since this analysis is done using
a 2D model where the electro-magnetic field is described by
T E-like modes in the center of the slab, only qualitative data
on cavity losses can be extracted. However, it is sufficient
for making a prediction of the general trend and for finding a
relative relationship between modes with lower and higherQs.

The selected modes of potential interest are further ana-
lyzed by using full 3D finite-difference time-domain (FDTD)
simulation. It is found that, by modifying the cavity geome-
try with respect to the given mode distribution symmetry, ex-
tremely high Q-values may be obtained for this specific reso-
nant frequency while the modal volume undergoes only minor
changes. Q > 2×105 can be, for example, attained on a mod-
ified L6 cavity by introducing a certain shift of first upper and
lower rows of the holes (Fig. 2). Following further this ex-
ample, the confinement factor 0 for a single V-groove QWR
of effective cross-sectional area of ∼ 80 nm2 was estimated
using the 3D electric-field distribution. The value 0 ∼ 0.001
was obtained. A rough estimation based on the exponential
field decay assumption in a general lossy cavity suggests that
in order to reach lasing threshold (at threshold material gain of
∼ 104) a Q-factor of ∼ 2×104 is required. Thus in principle
it seems feasible to attain lasing threshold even with a single
short QWR.

Considering a QWR as a 1D electronic system embedded
into a PhC cavity, it is very interesting to study the case when the
photonic system becomes 1D. The coupling between excitons
and photons that both have 1D-like density of states may lead to
the observation 1D polaritons. By extending the Ln-type PhC
cavity in one dimension (i.e. by increasing n) we were able to
model the mode evolution during such a transition. As n is
increased, more and more photonic states come into scene to
form two very dense subbands separated by a gap. The density
of states bears a clear signature of 1D photonic wire formation

y

x a

Fig. 1. Computed Ex-distribution of a x-polarized potentially high-
Q mode of the L6 PhC membrane defect cavity.
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Fig. 2. Geometrical optimization of the L6 PhC cavity for attaining
highQ for a selected resonant frequency. First upper and lower rows
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that starting from Q % 1500 for s = 0, values of Q > 2×105 may
be attained.

representing in the extreme case of an infinitely long cavity the
dispersion diagram of a PhC waveguide.

2. Experimental

The fabrication technology for PhC-membrane realization, be-
ing fully based on e-beam lithography, employs clorine-based
reactive ion etching (RIE) and highly selective wet underetch-
ing of the sacrificial AlxGa1−xAs layer. The RIE may be done
either directly through the PMMA (electron resist) or through
an additional SiO-layer involving in the latter case an additional
pattern transfer step. Best results were however obtained with
SiO. Figure 3 shows an example of one of our samples: 200 nm
thick free-hanging GaAs PhC-membrane (SEM oblique view
– cross-section through the membrane).

1 µm

Fig. 3. SEM oblique view of the sectioned free-hanging GaAs PhC-
membrane.

1 µm
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Fig. 4. (a) SEM top view on a 260 nm pitch PhC-membrane with a
L6 defect cavity in the center and (b) 10 K PL spectrum showing its
dominating mode.

A top SEM view is presented in Fig. 4a where the cavity is
formed by omitting 6 holes in a row. The crystal’s pitch a and
the r/a ratio (r being the opening’s radius) are chosen to match
the 900–1000 nm working spectral range. The characterization
of such cavities is performed by the well-known internal light
source technique [7]. A layer of InAs self-assembled quantum
dots (QDs) incorporated into the membrane during OMCVD
growth is used as a relatively broad-band light source which
at the same time ensures carrier capture and efficient radiative
recombination. Low temperature (10 K) PL measurements
showed that such a cavity has a relatively high finesse (Q ∼
1300 was found, Fig. 4b) and is indeed promising for further
optimization toward the integration with the QWR.

3. Conclusion

Ln-type of PhC membrane-based cavity was numerically stud-
ied, fabricated and tested with a perspective on its integration
with a QWR. Performed numerical calculations have resulted
in a design of PhC cavities appropriate for QWR integration. In
order to attain lasing in the considered PhC-QWR system rela-
tively high cavity Q values are required, which can be reached
by means of optimization of the cavity geometry. Vertical
stacking of QWRs may be also regarded as an efficient solution
to increase the confinement factor and therefore lower the re-
quired cavity finesse. Additionally, the potential phenomenon
of 1D polariton was discussed indicating the perspective of 1D
exciton-photon system formation.
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Photonic properties of a nanoporous metal:
Rayleigh anomalies versus Mie plasmons
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Abstract. We study the plasmonic and photonic properties of metal surfaces, which have a periodic lattice of close-packed
voids buried immediately beneath their surface. There are three type of anomalies that are observed in the reflectivity
spectra of these nanoporous metal surfaces: surface plasmon-polariton resonances, Mie plasmons in voids, and Rayleigh
anomalies. We focus on the interaction between two latter type of the anomalies and show that the Rayleigh anomalies are
drastically enhanced by Mie plasmons in voids. Diffraction spectra are measured and calculated to support these
conclusions, showing good quantitative agreement.

Introduction

Considerable advances having been made recently in template-
assisted assembly of microporous and nanoporous metal struc-
tures with peridocally arranged pores [1–3] prompted the in-
vestigation of their optical properties. There are three type
of anomalies that can be observed in the optical spectra of
such structures: surface plasmon-polariton resonances, Mie
plasmons in voids, and diffractive Rayleigh anomalies. On
one hand, the lattice of voids beneath the flat metal surface
acts as a coupling element, which couples incoming light to
the surface plasmon-polaritons and diffracted beams. On the
other hand, in this specific type of a resonant grating coupler
the inherent confined resonances in the voids (Mie plasmon
resonances) can be excited. Therefore, one can expect a com-
plex optical response associated with different type of plasmon
excitations in periodic porous metal structures. The role of
surface plasmon-polaritons and Mie plasmons in molding the
optical spectra of nanoporous metals has been discussed in re-
cent publications [3–5]. In particular, the interaction between
the surface-plasmon polaritons and Mie plasmons localized
in the buried voids have been observed in reflectivity spectra
of nanoporous metal surfaces [3] and theoretically explained
in [5]. However, the diffractive Rayleigh anomalies on the sur-
face of nanoporous metals, which are associated with opening
the diffraction orders into surrounding medium, have not been
studied neither experimentally nor theoretically.

In this paper, we study the plasmonic and photonic prop-
erties of a hexagonal two-dimensional (2D) lattice of close-
packed spherical nanovoids buried inside metal below a flat
metal surface both experimentally and theoretically. The ex-
perimental sample was prepared using a nanoscale casting tech-
nique with the electrochemical deposition of metal through a
self-assembled latex template [1–3]. To calculate the reflec-
tivity spectra of such a nanoporous metal surface we use a
self-consistent electromagnetic multiple-scattering layer-Kor-
ringa–Kohn–Rostoker (KKR) approach [4, 6]. This approach
allows us to elucidate the behavior of localized Mie plasmons in
voids, delocalized surface plasmon-polaritons, and diffracted
photons. We focus on the investigation of diffracted beams

(Rayleigh anomalies) and their interaction with Mie plasmons
in voids.

Results and discussion

Incoming light is incident at an angle θ to the surface normal
on a flat surface of metal that contains a 2D lattice of voids
just beneath the metal surface (Fig. 1a). The incident light has
p-polarization with its plane of incidence along the 0 − M

direction of the first Brillouin zone (see Fig. 1b). The lattice
of voids has primitive vectors a and b, where |a| = |b| and
a · b = |a|2 cos 60◦.

The frequencies of grazing photons can be estimated in the
‘empty lattice approximation’asω = c|qpq|, where qpq = k‖+
gpq are the wavevectors of grazing photons, gpq = pA + qB
are the reciprocal lattice vectors, A = 2π(b×n)/|a×b| and

(a)

(b)
x
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Fig. 1. (a) Experimental sample and (b) the first Brillouin zone
and the wavevectors of grazing photons qpq in the lowest frequency
subband with k‖ along the 0 −M directions.
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Fig. 2. (a) The measured and (b) calculated intensity of diffractive
beam with in-plane wavevector q−1,−1 as a function of the photon
energy h̄ω and angle of incidence θ for a surface of nanoporous gold
formed by a hexagonal arrangement of close-packed spherical voids
of diameter 500 nm buried just beneath the metal surface. Curves
labeled with q−1−1 mark the dispersion of grazing photons estimated
in the ‘empty lattice approximation’. The horizontal straight lines
mark the energy of the fundamental (l = 1) and second (l = 2)
Mie-plasmon mode of a single void in bulk gold. The calculated
intensity of the diffracted beam is normalized to the intensity of the
incident light.

B = 2π(n×a)/|a×b| are the primitive vectors of the recipro-
cal 2D lattice, p and q are integers, and k‖ = (ω sin θ)/c is
the in-plane component of the incident light wavevector (see
Fig. 1b), which is equal to zero in the case of normal incidence.
The frequencies of void plasmons can be approximated in the
framework of a simple model of the plasmon modes supported
by a spherical void in an infinite metallic medium [1].

Results of both measurements and calculations of intensity
of the specularly reflected beam (not shown here) demonstrate
that the Mie plasmon resonances quench abruptly starting with
the onset of the respective Rayleigh anomaly that corresponds
to the emergence of a grazing photon (diffracted beam). The
reason for this is that the diffracted beam consumes a certain
amount of energy of the specularly reflected beam.

Figure 2 shows the measured and calculated intensity of the
first-order diffracted beam with in-plane wavevector q−1,−1 as
a function of the photon energy h̄ω and angle of incidence θ

for a nanoporous gold surface formed by the hexagonal ar-
rangement of close-packed spherical nanovoids with diameter
500 nm buried just beneath a continuous surface of gold. Natu-
rally, the diffracted beam appears only in the frequency/angle-
of-incidence region to the right of the dispersion curve for graz-

ing photons with wavevector q−1,−1. However, the intensity
of the diffracted beam becomes strong only at the frequency
of the Mie plasmon resonances. Obviously, the polar angle of
diffraction decreases with increasing angle of incidence. Note
that in the case under consideration the diffracted beam with
in-plane wavevector q−1,−1 preserves the polarization of the
incident wave (p-polarization). The theoretical results agree
quantitatively with experimental data, demonstrating that the
diffracted beam gains a significant intensity only at the Mie
plasmon resonance frequency. However, the width of plasmon
resonances in the experimental plot is broader than predicted
by the theory (cf. Fig. 2a and Fig. 2b). One possible reason
for such broadening of the plasmon resonances may be the
scattering of electrons from the void boundaries [7] in thin
membrane-like metal regions between the close-packed voids,
although the role of additional inhomogeneous plasmon broad-
ening caused by imperfections in the experimental sample also
cannot be ruled out.

The Mie plasmon resonance in voids is characterized by
enormous Q-factor, huge local field enhancement and also
can be tuned in frequency by variation of dielectric proper-
ties of a void-infiltrating material [4]. Because of that the
frequency-selective excitation of intensive diffracted beams
can be achieved in nanoporous metal structures.

In conclusion, the Rayleigh anomalies on nanoporous metal
surfaces have been shown to be hugely enhanced due to the
excitation of Mie plasmons localized in the voids. The effect
can be used for characterization of nanoporous metal structures
as well as in optoelectronics for designing various photonic
devices.
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Polarization dependent stop-band collapse in 1D photonic crystal
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Abstract. Bragg reflection spectra of high-contrast silicon-based 1D photonic crystals were measured at oblique incidence
of light. The angular behavior of stop-band width has been investigated in the vicinity of the critical angle of incidence θc

(an analogue of Brewster angle) at which the stop-band for TM-mode disappears. The stop-band inhibition is
experimentally observed against the background of pronounced Fabry–Perot interference due to the finite thickness of a
photonic crystal slab. The conditions for the stop-band collapsing are considered theoretically and shown to be in good
agreement with the experimental data presented.

Introduction

The interaction of electromagnetic radiation with a photonic
crystal representing a periodic dielectric structure with a spatial
period of modulation comparable with the light wavelength
strongly modifies the photon energy spectrum. It exhibits, in
particular, the presence of photonic band gaps and well-defined
effects of resonance Bragg light diffraction [1]. The energy
band structure of photons is determined by their polarization
state and varies with the crystal symmetry and the ratio of
the dielectric constants of materials comprising the periodic
medium [2].

Optical effects due to the propagation of polarized light thro-
ugh a periodic structure are of special interest (see, e.g., [3]).
It is predicted [3], when the oblique incidence of light from
a high-density optical medium approaches a critical angle θc
(an analogue of the Brewster angle), the TM stop-band width
(in p-polarization) has to tend to zero, leading to the stop-
band collapse: the resonance Bragg diffraction is inhibited in
p-polarization. On the other hand, there is a TE stop-band
(in s-polarization), producing a noticeable Bragg diffraction
effect. Experimental studies in this area were limited by an-
gular measurements of Bragg reflection peak intensity from
low-contrast 1D holographic gratings [4, 5].

In the present work high dielectric-contrast silicon-based
1D photonic crystals with finite number (14) of layers were se-
lected as objects for the study. This photonic crystals possessed
rather wide stop-band, whose width is noticeably larger than
the broadening due to the inhomogeneity and radiative decay
of the eigenmodes. The choice of appropriate samples enabled
us to measure the angular dependence of Bragg reflectance
contour in detail and to establish behavior pecularities of the
stop-band width near the critical angle. The experimental data
were compared with model computations.

1. Sample parameters: evaluation and fabrication

We synthesized a 1D photonic crystal representing a 14-
layer Bragg structure made up of alternating quarter-wave
a-Si:O:H and a-Si:C:H layers deposited on a quartz sub-
strate [6, 7]. The thicknesses (a-Si:C:H, a = 190.8 nm; a-
Si:O:H, b = 273.6 nm) and dielectric constants of individual
layers (εa = 4.4, εb = 2.14) were chosen such that the struc-
ture possessed a noticeable dielectric contrast determining the
stop-band width. In order to achieve critical angle of incidence
the sample was placed in a glass vessel filled with liquid CCl4
with εv = 2.01.

We used the above values of εa , εb, a, b, and period
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Fig. 1. The calculated band structure of an infinite 1D photonic
crystal studied in present work. The dashed circle shows the site of
the first stop-band collapse.

L = a + b to simulate the band structure of an infinite 1D
photonic crystal which is depicted in Fig. 1 (the gray regions
are propagating states and the white regions are evanescent
states). The computations show that the TM stop-band disap-
pears (the dotted circle) at the angle θ = θc = 57.82◦ for light
coming from the liquid CCl4 ambient.

2. Results and discussion

The reflection spectra were registered by an automatic grating
monochromator in a lock-in mode. The radiation detector was
an InGaAs photodiode. The model calculations were made
using the transfer matrix method for a structure of 14 alternating
a-Si:O:H/a-Si:C:H layers, accounting for the characteristics of
the quartz substrate εsubstrate = 2.14 and the ambient (CCl4,
εv = 2.01).

The experimental reflectance spectra shown by solid lines
in Fig. 2 were normalized to the theoretical spectra (dashed
lines) for the TM mode and the angles of 40–69◦. Far from θc
the spectra have a wide (∼ 200 meV) contour of nearly 100%
reflectance. The stop-band width /ESB can be estimated from
the experimental data (Fig. 2) as the width /E (FWHM) of
the Bragg reflectance contour. As the incidence angle becomes
larger, the reflected signal intensity decreases, reaching a mini-
mum in the vicinity of the critical angle, and then it rises again.
The width /E behaves similarly. The insert to Fig. 2 shows
magnified reflectance spectra registered at θ = 58.5◦, close
to the critical angle. Of importance is the fact that the reso-
nance contour corresponding to the stop-band is then strongly
masked by the Fabry–Perot interference structure.
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Fig. 2. Experimental (solid lines) and theoretical (dashed lines)
reflection spectra in p-polarization of light for a 1D photonic crystal
consisting of periodic quarter-wave a-Si:O:H and a-Si:C:H layers
at various incidence angles from the ambient (liquid CCl4). The
experimental spectra are normalized to the calculated ones. For
convenience of comparison, the spectra are shifted along the Y -axis.
The insert on the right shows the reflection spectra at θ = 58.5◦,
close to the critical incidence angle in the experimental structure.

Let us discuss in more detail the behavior of reflection spec-
tra in the immediate vicinity of the critical angle. To analyze
their transformation, it is convenient to consider the relative
width /E/Ec, where Ec is the position of the reflection peak
maximum. Figure 3 illustrates the experimental (black circles)
angular dependences of the peak intensities of the Bragg reflec-
tion contour (Fig. 3a) and its relative width /E/Ec (Fig. 3b).
One can see that the reflection intensity of the 14-layer struc-
ture drops by about two orders of magnitude (Fig. 3a), whereas
the relative width /E/Ec decreases only by 50% (curve 1 in
Fig. 3b). Thus TM stop-band collapse has been not observed
experimentally for the 1D photonic crystal of finite thickness.

For comparison, Fig. 3b presents the calculated angular de-
pendence of /E/Ec for a model 40-layer structure possessing
the same parameters (curve 2). It is seen that the relative width
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Fig. 3. (a) The angular dependence (black points) of the Bragg re-
flection peak intensity in p-polarized light for a 1D photonic crystal
consisting of periodic quarter-wave a-Si:O:H and a-Si:C:H layers.
For clarity, the points are connected with a dashed line. (b) The angu-
lar dependences of the relative width/E/Ec of the Bragg reflection
contour for the experimental 14-layer (1) and a model 40-layer (2)
structures. Black points — experiment, solid lines — calculations.

of the Bragg reflectance band decreases with increasing the
number of layers, as compared with the experimental 14-layer
structure. However, the width /E/Ec still has a rather large
finite value of ∼ 5% (curve 2).

The latter circumstance is directly related to the specific of
light propagation in the vicinity of the critical incidence in a
bounded spatially periodic structure. At the angles θ ≈ θc,
the attenuation length ξ = −NL/ ln T (L = a + b is the
period of the structure, N is the number of periods and T is
the transmittance) of the TM mode becomes comparable with
the periodic structure thickness, so light propagates practically
without being scattered by the layer interfaces. Therefore, the
periodic structure can be considered as a quasi-homogeneous
film of thickness NL, located on a semi-infinite substrate.

In this case the experimental FWHM of the reflectance con-
tour (/Emin) is defined by the width of equidistant bands aris-
ing from Fabry–Perot light interference in a film of finite thick-
ness. The value of /Emin varies with the number of layers in
the structure and the dielectric constants of adjacent (ambient
and substrate) media. Our transfer matrix calculations of the
reflection spectra at various incidence angles agree with the
experimental data.

In conclusion, a pronounced supression of stop-band in 1D
photonic crystal forp-polarization has been demonstrated. The
experimentally measured width of Bragg reflectance contour is
limited from below by the Fabry–Perot interference peak width,
which depends on thickness of the structure investigated. The
value of the critical angle found from the Bloch wave equation
fits well the results of numerical simulation and experiments
for bounded 1D photonic crystals.
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Abstract. Intensity of second-harmonic generation from 3D photonic crystals fabricated from opal templates impregnated
by gallium nitride and silicon shows pronounce enhancement for wavelength and angles of incidence corresponding to
efficient nonlinear diffraction along the � direction.

Introduction

Impregnation of three-dimensional (3D) photonic crystals of
opals by functional semiconductors, metals or dielectric (mag-
netic) opens new functionalities of photonic crystals including
modification of photonic band structure by external impacts [1].
The dielectric function periodicity imposed by initial opal ma-
trix is utilized for the control of the optical field propagation
inside such composite photonic crystals. However, the even-
order nonlinear-optical processes such as second-harmonic
generation (SHG) are forbidden in the bulk of amorphous sil-
ica microspheres due to their inversion symmetry. Effective
nonlinear diffraction in SHG can be observed in opal photonic
crystals after impregnation of opal voids by noncentrosymmet-
ric semiconductors.

The III-nitrides, including GaN, InN, and AlN, have proven
to be robust materials for the development of blue or green
LEDs and violet lasers lasers [2]. The detector sensitivity can
be increased in photodetector applications since the wide band
gap of the nitrides aids to minimize the dark current. The trans-
parency to visible light will reduce the need for the extensive
external filters. One-dimensional photonic crystals, such as
multilayered Bragg mirrors and filters fabricated from these
materials also have applications for lasers and photodetectors.
In this way, fabrication of 3D photonic crystals based on ni-
trides is an important topic both from fundamental and practical
reasons.

In this paper, realization of enhancement of second — har-
monic generation in 3D photonic crystals utilizing nonlinear
diffraction is demonstrated. The second-harmonic (SH) inten-
sity is increased significantly if the fundamental wavelength is
close to the Bragg reflection condition. Spectral dependence
of the intensity of the SH light generated in reflection from the
(111) faces of the fcc opal lattice demonstrates the pronounce
enhancement when the fundamental wavelength is tuned across
the photonic band gap (PBG).

1. Experimental

The samples are composed from close-packed silicon oxide
spheres with diameter of 250 to 300 nm in each sample form-
ing an ordered fcc opal matrix. The opal voids are filled by
noncentrosymmetric gallium nitride and centrosymmetric sil-
icon with filling factor close to unit by the thermal chemical
vapor deposition. The photonic band gap is obtained for light
reflected from the (111) face and localized in the spectral re-
gion from 800 to 950 nm for different samples. The PBG is

blue-shifted by approximately 100 nm in comparison with un-
filled opals. Scanning electron microscope images show that
the size of a single domain ranges from 30 to 100 microns.
The reflection spectra measured for small angles of incidence
upon the (111) faces of photonic crystals shows maximum of
reflectance achieved at the wavelength corresponding to the
photonic band gap for this light direction. The PBG center
wavelength is monotonous blue-shifted with the increase of
the incident angle.

SHG spectroscopy is realized by tuning the fundamental
wavelength, λω, at the small angle of incidence, θ % 12◦. The
output of a nanosecond OPO laser system tunable from 720 nm
to 1000 nm is used as the fundamental radiation. Laser energy
is approximately 10 mJ per pulse, pulse width is below 2 ns
and laser spot area is below 0.5 mm2. The second-harmonic
radiation reflected from the (111) photonic crystal surface is
separated by a set of appropriate color filters and detected by
a photomultiplier tube. A monochromator is used to check the
spectral background. The reference channel is used to normal-
ize the SH intensity spectrum over the laser fluence and the
spectral sensitivity of the optical detection system. A z-cut
quartz plate is used as a source of the reference SH signal and
the detection system is identical to the system in the sample
channel.

2. Enhancement of SHG in GaN — opal photonic crystals

Figure 1 shows the spectral dependence of the SH intensity
when the fundamental wavelength is tuned in the spectral re-
gion of the PBG. For comparison, Figure 1 shows also the lin-
ear reflection spectrum. Maximum of reflectance is achieved
at the wavelength of λPBG % 770 nm and λPBG % 790 nm and
corresponds to the PBG for this light direction for each sam-
ple. FWHM of the reflection peak is approximately from 60 to
70 nm. The PBG center wavelength λPBG is monotonous blue-
shifted with the increase of the incident angle θ . Both waves in
the experimental, fundamental and second-harmonic, are po-
larized perpendicular to the plane of incidence corresponding
to the s-in, s-out polarization configuration. The SH intensity
peaks at 800 nm and 840 nm for each sample that is red-shifted
from the PBG wavelength measured at the same angle of inci-
dence. The magnitude and the spectral shape of the SHG peak
are checked to be almost the same for other polarization com-
binations of the fundamental and SH waves. The SHG growth
at the blue edge of the spectra is due to the quadratic suscepti-
bility resonance associated with the direct electron transitions
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Fig. 1. Second-harmonic intensity (filled circles) and linear reflec-
tion (open circles) spectra for two opal — GaN photonic crystals.

in gallium nitride in the vicinity of 3.2 eV.
The SHG enhancement is attributed to combination of lin-

ear diffraction of the fundamental radiation from the (111) opal
layers and nonlinear diffraction utilizing the 3D periodicity
of the quadratic susceptibility of gallium nitride nanocrystals
in opal voids [3]. In medium with spatial periodicity of the
second-order susceptibility, efficient SHG is achieved as the
scattered SH wave vector k2ω satisfies the condition of non-
linear diffraction [4], k2ω = 2kω + GNL, with the reciprocal
vector GNL characterizing the spatial lattice of the second-order
susceptibility. The condition of nonlinear diffraction of the SH
wave from the series of the (111) opal layers has a form

k2ω = 2kω + 2GNL
111 . (1)

In GaN-opal photonic crystals, 3D lattices of dielectric function
and effective quadratic susceptibility are equivalent and recip-
rocal vectors GNL

111 = GL
111 ≡ G111. Here G111 is the reciprocal

vector of the fcc opal lattice directed along the � direction of
the photonic Brillouin zone. Spectral position of the maximal
SHG achieves at the fundamental wavelength in the vicinity of
the long-wavelength-edge of the PBG, where group velocity
of the fundamental radiation takes the minimum. Small value
of group velocity is equivalent to the enhancement of the pho-
tonic mode density in this spectral region and the SH intensity
is increased significantly at the PBG edge [5].
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Abstract. We report a full two-dimensional numerical model of the polariton-polariton scattering in a semiconductor
microcavity (i.e., accounting for any angular orientation of the scattered polariton planes of incidence). In this model, we
investigate the threshold behavior of the polariton parametric scattering for the situation when the pump energy is above the
resonant polariton energy (corresponding to the pump angle). Then, the system becomes bistable, and the time evolution of
the angular scattering diagrams shows dramatic changes with the jump of the internal cavity field. Polariton density
fluctuations result in considerable Rayleigh scattering of the pumped mode.

Introduction

Effect of parametric instability in the system of microcav-
ity (MC) exciton polaritons was investigated in a number of
recent studies [1–5]. We consider a strongly coupled exciton-
photon system that contains a single source of nonlinearity,
namely, a contact exciton-exciton interaction. Numeric sim-
ulations allow to take into account a multi-mode structure of
the studied system: it is crucial for understanding the nature of
sharp transitions caused by instabilities in the pumped polari-
tonic system. Recently there was described the so-called rigid
regime of stimulated parametric polariton scattering [1], which
happens in systems with bistable response of the pumped mode.
The bistability occurs if the pump frequency is above the res-
onant one (i.e., for positive pump detuning). Then, on reach-
ing the threshold value of the pump intensity, the amplitude
of the pumped mode rises very quickly, and such a transition
may deliver the system into the region of very strong instabil-
ity in regard to polariton-polariton scattering. The numerical
model developed in [1, 2] was a quasi-one-dimensional one; it
helped to understand the essence of the studied effects. Two-
dimensionality (that corresponds to the cavity plane) brings
several distinctive features, those are presented here. Two-
dimensional model for similar system was developed ([5]) only
for the case of negative pump detuning, when bistability does
not occur.

1. Theoretical model

The initial point of our study is a system of semi-classical equa-
tions [1] for EQW(k, t), the quantum well electric field in a
microcavity, and P(k, t), exciton polarization (integrated over
the QW width):[
i
d

dt
− EC(k)

]
EQW(k, t)= α(k)Eext(k, t)+ β(k)P(k, t) ,[

i
d

dt
− EX

]
P(k, t)= A(k)EQW(k, t)

+F
∑
q,q′

P(q′, t)P∗(q + q′ − k, t)P(q, t)+ ξ(k, t) .

Here, Eext(k, t) = δk,kpE(t) exp(−iEpt) is the external elec-
tric field of the incident pump wave far from the MC, which is
assumed to be a macro-occupied photonic mode with a fixed
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Fig. 1. Right panel: The response of the pumped polaritonic mode,
|P0|2 vs. |Eext|2 (arbitrary units). The vertical arrow symbolizes a
jump through the region of the pumped mode self-instability. Left
panel: k-space distribution of increment0(k;P0) (quasi-1D model).
It is symmetrical relative to k = kpump. The shown contours corre-
spond to the set of positive values from 0 to 0.22 meV with the step
of 0.02 meV. Note that the vertical scales in both panels coincide.

frequency Ep, the wave number kp and the time-variable am-
plitude E(t). ξ(k, t) is the stochastic Langevin force, which
allows to model the quantum fluctuations of the scattered sig-
nals. Let us consider a solution of the above equations in the
form

EQW(k, t) = Ẽ(k, t)+ δk,kpE0e
−iEpt ,

P(k, t) = P̃(k, t)+ δk,kpP0e
−iEpt ,

here, P̃ and Ẽ are assumed to be small deviations from the
solution with the single macro-occupied mode (|P̃/P0| � 1,
|Ẽ/E0| � 1).

In the zeroth order approximation over P̃ and Ẽ , it’s easy [2]
to find the response of the pumped polaritonic mode itself, i.e.
the dependence of |P2

0 | on |E2
ext|. Starting with certain positive

values of pump detuning [/ ≡ Ep−ELP(kp)], this dependence
has an S-shape type as shown in Fig. 1; it means the bistability
of the response ([1–4]).

In order to analyse the stability of the system in regard to
the scattering process (kp, kp)→ (ks, 2kp − ks) (the pumped
state breaks-up onto the “signal” and the “idler” states, [3]),
one must linearize it [2] over small deviations of “signal” and
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“idler” amplitudes. Such procedure allows to write an “ef-
fective Hamiltonian” Heff(k;P0) in the form of 4 × 4 matrix
for each mode k ≡ ks. It is convenient to define an incre-
ment 0(k;P0) of the k-th state as the greatest value among
imaginary parts of 4 eigenvalues of Heff(k;P0). As soon as
the increment 0(k;P0) becomes positive for some k (e.g. be-
cause of increasing of the pump intensity and corresponding
growth of P0, see in Fig. 1), the system loses its stability, so the
mentioned linear model breaks up. The scenario of a further
evolution depends strongly on excitation conditions, and can
be only modelled numerically.

2. Numerical simulation

In the considered system, the cavity photon and the free exciton
states are detuned by δ ≡ EC(0) − EX = −1 meV and Rabi
splitting amounts to 6.4 meV (this corresponds roughly to the
experiments in [3]). Free exciton level EX = 1454 meV, the
pump frequency exceeds the resonant one on / = 0.35 meV.
The pump angle corresponds to |kp| = kpx = 1.95 µm−1,
while the inflection point of the LP branch (the so-called “magic
angle”) is kinfl = 1.6 µm−1. The calculations are made
on a rectangular mesh in the momentum-space (with a step
0.15 µm−1.

In the numerical model discussed below, the pump firstly
rises up to |E (0)

ext |2 = 0.275 (a.u.) within 50 ps, and then re-
mains steady during next 1000 ps. As a result, the amplitude
of the pumped mode rises up to P0(E (0)

ext ), in accordance with
the one-mode approximation. However, at the same time the
system enters the region of sharp instability (see in Fig. 1).
About 20 ps later an explosion-like occupancy of the states with
k $= kp develops, so the linear model breaks up and |P(kp)|2
decreases drastically. Thus the computation like that repre-
sented in the Fig. 1 reveals only an “entry point” to the regime
of rigid scattering. Nevertheless, in this case it allows a correct
prediction for locations of the main maxima of scattered inten-
sity [k1 = (0, 0) and k2 = (2kp, 0)] (Fig. 2, 3). Note that the
diagram of scattered intensity reveals the two separate modes
occupied sufficiently greater than all others (Fig. 3), though

the distribution of increment 0
(
k;P0(E (0)

ext )
)

has the maxima

with the certain width of about 1 µm−1 (Fig. 1). Thus, macro-
occupation of the states with k1 = 0 and k2 = 2kp results in
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Fig. 3. Momentum-space distribution of intensity scattered in the
direction of pump pulse, i.e. 〈|EQW(kx, 0)|2〉 (a.u.). The shown ener-
gies of main peaks are counted off from the bottom of renormalized
lower polariton branch, ELP(0).

formation of a new quasi-stationary regime.
It is significant to note that the resulting distribution de-

velops via a self-organization of scattered signals. The initial
stochastic populating of states in a wide range of k-space (hap-
pened at the time of the breaking-up of the “unperturbed solu-
tion”) makes possible an appearance of an elastic (Rayleigh)
scattering within the lower polariton branch (LPB). Namely,
the semicircle-shaped structure (clearly visible in Fig. 2 to the
left from the peak at k = 0) corresponds to the states with the
frequencies approximately equal to the pump one (Ep). This
circle can be defined as an intersection of LPB surface by the
plane of E = Ep.

3. Discussion

The considered model of parametric polariton scattering shows
a good qualitative correlation with the experiments [3]. The
mentioned case of rigid scattering in systems with positive
pump detuning implies the “jump” of the pumped mode am-
plitude through the region of its self-instability. This transition
results in predominant instability of the states with k ≈ 0 and
k ≈ 2kp, for sufficiently wide range of pump frequencies.
Such a behavior is considerably different from the case of a
scattering in a stable system (when the quasi-momenta of the
main maxima depend essentially on the pump frequency, [3]).
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Abstract. The photonic eigenmodes near a band gap of a type of one-dimensional disordered photonic crystal have been investigated
statistically. For the system considered, it is found that the tail of the density of states entering the band gap is characterized by a certain
penetration depth, which is proportional to the disorder parameter. A quantitative relation between the relative penetration depth, the
relative width of the photonic band gap and the disorder has been found. It is apparent that there is a certain level of disorder below
which the probability of the appearance of photonic eigenstates at the centre of the photonic band gap essentially vanishes. Below the
threshold, the ensemble-averaged transmission at the centre of the photonic band gap does not change significantly with increasing
disorder, but above threshold it increases much more rapidly.

Introduction

At present it is impossible to produce an ideal photonic crystal (PC) for
use at optical wavelengths [1, 2]. Imperfections in PCs can damage the
photonic band gap (PBG) significantly and result in a finite value of the
density of states across the whole of the intended gap [3]. In 1987 John
stated, that the “photonic band gap is filled with localized photonic states
even in the case of weak disorder” [8], but no quantitative estimate of the
density of states or other characteristics of the gap states were provided.
However, in 1999 Vlasov and co-authors [9] found that as long as the
disorder does not exceed a certain threshold value, the attenuation length
within the PBG does not change significantly with increasing disorder. As
a result, they suggested that, in contrast to John’s statement, localized states
do not appear in the PBG for disorder below threshold, but they did not
demonstrate that explicitly by calculating the mode spectrum.

Therefore, in an effort to clarify the physical picture of light localization
in disordered photonic crystals we have conducted ab inito calculations
of both the mode structure of the electromagnetic field and the photon
transport properties of 1D disordered photonic crystals.

1. Results and discussion

We consider a one-dimensional periodic structure, which is a sequence of a
pair of layers A and B of the same thickness D/2, whose refractive indices

are n(0)A,B = n0 ± g where g is the modulation of the refractive index, and
n0 is the average refractive index. An infinite structure possesses PBGs,
and the centre of the first PBG is at ω0 = πc/n0D, and the relative width
of the gap is /ω/ω0 ≈ 4g/πn0. In the case of a structure of finite size,
the mode spectrum is discrete and the eigenfrequencies can be obtained
by setting outgoing wave boundary conditions, corresponding to light not
being incident on the structure, using the equation

A

(
1
−nf

)
= M̂

(
1
nl

)
. (1)

Here nf and nl are the refractive indices of the semi-infinite media sur-
rounding the structure, M̂ is the transfer matrix through the whole structure,
and A is a constant.

For the study of the properties of disordered structures we introduce
random fluctuations of the refractive indices: for each pair of layers A
and B in the unit cell, the refractive indices are defined by the formula
nA,B = n0 ± g + n0δP , where P takes random values in the interval
from -1/2 to 1/2 and δ is the constant for a particular structure that specifies
the level of disorder. Thus the optical lengths Di of the unit cells in a
particular disordered structure are given by

Di = D (nA + nB) /2 = Dn0 (1+ δP ) = D0 (1+ δP ) , (2)

where D0 = n0D and the range of the random fluctuations in Di/D0 is
given by δ.

Circles in Fig. 1 shows the density of states averaged over 104 random
configurations of disorder obtained using equation (2) and characterized
by different values of δ. For δ = 0.035, the eigenfrequencies fluctuate near
the values corresponding to the eigenmodes of the ideal structure. Some
of the modes penetrate into the PBG but there is no qualitative change of
mode spectrum.

P

1 D D/ 0

δ
δ = 0.15

0.98 1.0 1.02
ω/ω0

δ = 0.1

δ = 0.07

δ = 0.035
ρ

ρ

0.98 1.0 1.02
ω/ω0

Fig. 1. Density of states averaged over ensembles of 104 structures with
δ = 0.035, 0.07, 0.1, and 0.15, plotted on a logarithmic scale. Circles
(squares) correspond to the case of fluctuation of the optical length of the
periods Di with a square distribution function, shown in the inset of the
lower graph by the solid line, due to fluctuations of the refractive indices
(widths) of the layers. Stars correspond to the near Guassian distribution
of Di shown in the inset by the dotted line. Vertical solid lines show the
boundaries of the PBG for the ideal structure. Dashed lines show the fit
for the density of states within the PBG using equation (3). Vertical dotted
lines indicate the penetration depth � for each case.

The fluctuation of Di can also be obtained by varying the thicknesses
as described above for the refractive index, and for this case the resulting
DOS is shown by squares in Fig. 1.

When the refractive indices and thicknesses of the layers are taken
to fluctuate simultaneously and independently, and the fluctuation of each
quantity is characterized by a top-hat distribution of relative width δ, the
distribution function of the optical lengthDi of a period of the structure will
be almost a Gaussian with width close to δ, as shown in the inset to Fig. 1
by the dotted line. The resulting DOS is shown in Fig. 1 by stars. Note
that due to similar widths of the top-hat and Gaussian distributions of Di ,
the densities of states are practically identical for all the types of disorder
considered. Thus we conclude that the density of modes in a disordered
photonic crystal is defined by the relative fluctuation of the optical length
of one period of the structure.

The shape of the tails in the density of modes within the PBG is de-
scribed with very high accuracy by the formula

ρ ∼ exp

(
− (ω − ωe)

2

�2

)
, (3)

where ωe is the angular frequency of the relevant band edge in the crystal
and � is penetration depth. The penetration depth � is found to be pro-
portional to δ but does not depend on the length of the structure (as is to
be expected since the density of states is a self-averaging quantity).
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Fig. 2. Transmission coefficient averaged over 106 structures (solid sym-
bols) and its standard deviation (open symbols) as a function of the disorder
parameter δ for the photonic crystals with n0 = 2.0 and different levels of
modulation of the refractive index: g = 0.025; 0.05; and 0.1. Circles and
triangles corresponds to the “refractive index” and “thickness” disorder
with top-hat distribution of Di ; squares corresponds to the “Gaussian” dis-
tribution. Vertical arrows indicate the threshold levels of disorder predicted
by the formula δth =

√
(/ω/ω0)/3.

When δ is increased to 0.07, the edge states penetrate further into the
PBG and the fluctuations of the lifetime of the modes increase. The width
of the PBG is reduced but nevertheless remains substantial. Eventually,
when δ is increased to 0.1 the probability of the appearance of eigenmodes
in any part of the original PBG becomes substantial and the fluctuations in
the lifetimes of the eigenstates are greater.

An increase of δ to 0.15 leads to a decrease in the dip of the density of
states, an increase of the fluctuations of the lifetime, and a slight decrease
of its mean value. Further increase of δ leads to the disappearance of the
effects associated with the periodic modulation of the refractive index, and
the system becomes completely disordered. We believe that the filling of
the PBG with states is the reason for the transition from anomalous to
normal behaviour of the Lyapunov exponent observed in Deych et al [12].

For all the structures considered the penetration depth� is proportional
to the square root of the relative band width /ω/ω0.

Analysis of the density of states for the structures with different parame-
tersn0, g andL indicate that the dimensionless quantity (�/δω0)

√
ω0//ω

is approximately constant. The latter leads us to conclude that the pene-
tration depth is decribed by the formula

�

ω0
≈ δ

5

√
/ω

ω0
(4)

i.e. the relative penetration depth exhibits a universal dependence on the
relative gap width.

Equation 4 provides a means to specify a practical criterion for the
resilience of the PBG to the presence of disorder. Assuming that for a
particular application there is a certain acceptable level of the density of
states at the centre of the gap described by a suppression factor Sth, which
is defined as the ratio of the densities of states at the centre and the edge of

the PBG, the threshold value of the disorder δth is

δth ≈ 5

2
√− ln Sth

√
/ω

ω0
. (5)

For example, suppression of the density of states at the centre of the PBG by
a factor 10−8, would correspond to � ≈ /ω/9, and a threshold disorder
parameter given by δth ≈

√
(/ω/ω0) /3. Note that the square root of

the logarithm in equation (5) varies very slowly with the change of the
argument, and the above estimate can be considered as an almost universal
criterion for the stability of the PBG in one-dimensional photonic crystals
in the presence of disorder.

The existence of a threshold level of disorder is illustrated in Fig. 1,
where the dependences on disorder parameter δ of the transmission co-
efficient 〈T 〉 and its standard deviation at the centre of the band gap for
structures, characterized by different refractive index modulation g are
shown for the three models of disorder. For all the cases considered the
dependences are characterized by a threshold; when δ < δth, 〈T 〉 grows
slowly with increasing δ, and the attenuation length ξ virtually does not
change. When δ reaches δth, 〈T 〉 grows much faster with increasing δ.
The threshold in the dependence of 〈T 〉 on δ is accompanied by a crossing
of 〈T 〉 and its standard deviation; below threshold 〈T 〉 is larger than its
standard deviation, but smaller for δ > δth. For all cases the position of
threshold is well described by the formula δth ≈

√
(/ω/ω0)/3.

Such behaviour can be easily explained. The increase of 〈T 〉 is a
consequence of the appearance of sharp spikes, corresponding to localized
eigenmodes, in the transmission spectrum of individual structures [13].
When δ < δth, the increase of the transmission coefficient is provided by
the tails of such spikes and therefore is very small. When δ > δth, localised
states and corresponding peaks in the transmission spectra can appear in
the centre of the PBG, and 〈T 〉 starts to grow faster with increasing δ.
Note, that for an individual structure in the ensemble, when δ > δth the
transmission coefficient at a given frequency can be any value from zero
to one, and the standard deviation of 〈T 〉 exceeds its mean value.

For the “refractive index” and “thickness” disorder, the dependences
of 〈T 〉 and its standard deviation on δ are identical, but for the Gaussian
distribution the threshold is achieved at a slightly smaller value of δ. This
is further confirmation that the relative fluctuation of the optical length of
the unit cell is an appropriate parameter to describe the disorder.

Conclusion

To conclude, we have analyzed quantitatively the penetration of states into
the band gap of a type of one-dimensional disordered photonic crystal.
We have shown that the tail of the density of states in the band gap has a
Gaussian form characterized by a penetration depth parameter and there
is an allowed level of disorder below which the probability of the appear-
ance of photonic eigenstates at the centre of photonic band gap essentially
vanishes. A relationship between the relative penetration depth, relative
gap width and disorder parameter has been found and a scaling formula
relating the attenuation length to the gap width and disorder has also been
obtained.
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Propagation of circularly polarized light waves
in magneto-photonic crystals
V. A. Kosobukin
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A theory is presented for propagation of circularly polarized electromagnetic waves through magneto-photonic
crystals at normal incidence. For Bragg structures consisting of alternating magnetic and dielectric layers two models are
treated with the magnetic layers being (I) atomically thin and (II) macroscopically thick. In the spectral ranges of photonic
stop-bands, the Faraday rotation and the magnetization-induced modulation of in-plane intensity are shown to change
considerably, the latter being enhanced.

Introduction

Optical properties of photonic crystals, i.e. solid-state struc-
tures with periodically modulated dielectric permittivity, are
extensively studied. Recently, the magneto-photonic crystals
were fabricated by layer-by-layer growth of periodic mag-
netic structure with dielectric spacers [1] and by filling the
voids of three-dimensional opal lattice with magnetic sub-
stances [2]. Magneto-optical spectroscopy revealed signifi-
cant changes in the Faraday rotation near the stop-bands of
such materials [1, 2]. In this work, a theory is proposed
for propagation of circularly polarized electromagnetic waves
through one-dimensional magnetic Bragg structures (magneto-
photonic crystals). Within a self-consistent propagator (the
Green function) formalism [3] the transfer matrices of circu-
larly polarized waves and magneto-optical observable quanti-
ties are analytically derived, and preliminary results are pre-
sented.

1. Models of magneto-photonic crystals

Consider an array of N magnetic layers surrounded by a di-
electric and having the identity period d along the z-axis. The
magnetization M||ez is assumed to be along the layer normal
(the z-axis). The dielectric permittivity tensor has the non-zero
components εαα = ε and εxy = −εyx = ig in magnetic layers
with g ∼ |M|, while it is isotropic with the diagonal compo-
nents ε1 in surrounding dielectric. Two circularly polarized
waves

E± = Ex ± iEy (1)

can be excited by a normally incident wave with linear polariza-
tion to propagate along the magnetization direction (Faraday’s
geometry). Difference in the propagation constants of the two
waves (1) results in the Faraday rotation and other magneto-
optical effects that are of most interest for us near the stop-bands
of magneto-photonic crystal.

On passing the nth (1 ≤ n ≤ N ) magnetic layer centered
at z = zn = d (n− 1/2) the electric fields (1) in the dielectric
spacer are

E± (z) = a
(n)
± eik1(z−nd) + b

(n)
± e−ik1(z−nd) . (2)

Here, k1 = k0
√
ε1, k0 = ω/c, ω is the frequency and c is the

speed of light in vacuum. The amplitudes entering Eq. (2) on
the left and on the right of the nth magnetic layer are related

as follows(
a
(n)
±
b
(n)
±

)
= 1

t±

((
t2± − r2±

)
eik1d r±

−r± e−ik1d

)(
a
(n−1)
±
b
(n−1)
±

)
. (3)

Here, the transfer matrix of circularly polarized waves is ex-
pressed through the reflectivity r± and transmissivity t± of
single magnetic layer centered at z = 0. We calculated the co-
efficients r± and t± for two models referred to as I and II below.
The model I is that with microscopically thin magnetic layers
described within the quasi-microscopic (non-local) electrody-
namics [3]. The model II treats thick magnetic layers within
the macroscopic (Fresnel-type) approximation.

(I) Ultrathin magnetic layers. For such layers as metal-
lic monatomic layers or semiconductor quantum wells a non-
local dielectric permittivity continuous at interfaces is neces-
sary [3] rather than a macroscopic (local) one. Starting from
the macroscopic electrodynamics with the uniform permittiv-
ity ε1 as the zeroth-order approximation, one can introduce
the non-local dielectric /ε

(
z− zn, z

′ − zn
)

and gyrotropic
ig
(
z− zn, z

′ − zn
)

perturbations due to the response of the
nth magnetic layer [3]. Self-consistent solution of the result-
ing non-local electrodynamics problem gives t± = (1− α±)−1

and r± = α±t± in Eq. (3). Here,

α± = ik0
√
ε1

2

〈/ε〉 ± 〈g〉
ε1

(4)

is expressed via the constants 〈/ε〉 and 〈g〉 obtained by inte-
grating the non-local perturbations over z and z′.

(II) Thick magnetic layers. For the magnetic layer whose
thickness a exceeds the atomic size considerably, one obtains
that in Eq. (3)

r̃± = e−ik1as±
(

1− e2ik±a
)
/−1
± ,

t̃± = e−i(k1−k±)a
(

1− s2
±
)
/−1
± ,

/± = 1− s2
±e

2ik±a .

Here

k± = √
ε±k0 , ε± = ε ± g ,

s± =
(√

ε1 −√ε±
)
/
(√

ε1 +√ε±
)
.

2. Magneto-optical observable quantities

If the circularly polarized waves (1) are excited by the lin-
early polarized incident wave Einc = exa(0)eik1z, one gets
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a
(0)
± = a(0) in Eq. (2). Then, the amplitude reflectivities

ρ± = b
(0)
± /a

(0)
± and transmissivities τ± = a

(N)
± /a

(0)
± of the

whole crystal are calculated following [4] under the conditions
b
(N)
± = 0. This gives

(ρ±, τ±) =
(
r±
t±

Q
(N)
± , 1

)(
P
(N)
± − L±Q(N)

±
)−1

, (5)

where P (N)
± = cos (q±Nd), Q = sin (q±Nd) / sin (q±d),

L±=(2t±)−1
[(
t2±−r2

±
)
eik1d−e−ik1d

]
=K±−t−1

± e−ik1d .

(6)
The dispersion equation

cos (q±d) = K± (7)

gives the eigenvalues λ± = exp (iq±d) of the transfer ma-
trix entering Eq. (3) with q± being the quasi-wavenumbers of
Bloch-type circularly polarized waves in an infinite (N →∞)
crystal.

For the transmitted wave, the Faraday rotation angle is ex-
pressed in terms of (5) as follows

R = 1

2
arg

(
τ+
τ−

)
. (8)

The magneto-optical modulation of the power reflectivity
/R (g) = R (g)−R (0) in the analyzer plane making an angle
of � with the incidence polarization plane is

/R (g) = 1

4

∣∣∣ρ+e−i� + ρ−ei�
∣∣∣2 − |ρ0|2 cos2 � , (9)

with ρ0 = ρ±|M=0 from Eq. (5).

3. Discussion

For the non-local model I, explicit Eq. (7), i.e.

cos (q±d) = cos k1d + iα± sin k1d (10)

gives the dispersion relation q± (ω) of circularly polarized
waves. The condition k1d = mπ in Eq. (10) corresponds to
Bragg diffraction of themth-order. Under this condition, using
Eq. (4) for α± = α0 ± /α with α0 = α±|〈g〉=0 one obtains
from Eq. (5)

{ρ± − ρ0, τ± − τ0} = ±/α

α0

Nα0

(1−Nα0)
2

{
(−1)m , (−1)mN

}
to the lowest-order terms in |/α/α0| = |〈g〉 / 〈/ε〉| � 1.
Here, τ0 is given by Eq. (5) with 〈g〉 = 0.

For the model II with thick magnetic layers, Fig. 1 shows
the spectra of transmissivity |τ0|2, normalized rotation angle
R/ (|g|N), Eq. (8), and magneto-optical reflectivity modula-
tion/R (g), Eq. (9). The spectrum of/R evaluated at the opti-
mum angle of� = 45◦ is the magneto-optical correction to the
in-plane reflectivity |`0|2/2 = (1− |τ0|2)/2 in the absence of
dielectric loss. The minima of transmissivity (a) in Fig. 1 corre-
spond to the photonic stop-bands caused by the Bragg diffrac-
tion with the reciprocal lattice vectors bm = −2πmez/d in the
orders m = 1 and 2, the Bragg conditions being 2k1 = |bm|.
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Fig. 1. Transmissivity |τ0|2 (a), normalized Faraday rotation angle
R/ (|g|N) (b) and magneto-optical reflectivity modulation /R in
the � = 45◦ analyzer plane (c) vs. wavelength. Calculated for
model II in the range of the stop-bands m = 1 and m = 2 of a
magneto-photonic crystal with N = 40, d = 240 nm, a = 0.3d,
ε = 1.52, g = 10−2, ε1 = 1.352.

It is seen from Fig. 1 that the spectra of magneto-optical re-
sponses (b) and (c) change substantially in the range of the
stop-bands, where the modulus of the in-plane reflectivity cor-
rection (c) increases. Physically, the enhancement of |/R| is
associated with increasing the number of reflected photons in
each of the two orthogonal linear polarizations under the Bragg
resonance conditions.

Conclusion

In conclusion, a theory is developed for propagation of cir-
cularly polarized light waves undergoing the Bragg diffrac-
tion from a one-dimensional dielectric lattice of a magneto-
photonic crystal. The magneto-optical characteristics are
found to change significantly in the spectral ranges of photonic
stop-bands, the intensity modulation being strongly enhanced.
One may expect the results to be qualitatively valid for both 1D
magneto-photonic crystals and 3D opal-based photonic crys-
tals with magnetic filling near their long-wavelength diffraction
edge where the only diffraction m = 1 from the planes (111)
occurs [5].
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Giant magnetic nonlinear-optical effects in magnetophotonic
microcavities
T. V. Murzina1, O. A. Aktsipetrov1, R. V. Kapra1, I. E. Razdolskii1 and M. Inoue2
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Abstract. Experimental studies of quadratic and cubic nonlinear magneto-optical effects in planar magnetophotonic
microcavities (MPMC) are presented. It is shown that for the case of MPMC the magnetization-induced contribution to
optical second harmonic generation exceeds the non-magnetic one. Nonlinear third-order Faraday effect is observed.

Introduction

Photonic crystals (PhC) and microcavities have been a subject
of intensive studies over recent years [1]. Tremendous progress
in fabrication techniques of these photonic band-gap (PBG)
materials brought about the observation of new phenomena in
contemporary optics related to the interaction between the ra-
diation field and matter. These studies also generate a lot of
technological applications of photonic crystals in microelec-
tronics and optical and microwave communications.

Magneto-photonic crystals and microcavities (MPMC), i.e.
PBG materials partially consisting from magnetic materials or
microcavity with a magnetic spacer, exhibit unique optical and
magneto-optical responses that is due to a strong confinement
of light in these structures. For the case of MPMC, the electro-
magnetic wave is localized in the magnetic defect layer that
brings about many-fold enhancement of magneto-optical and
nonlinear magneto-optical effects in these materials. Large
values of magneto-optical Faraday effects, both in linear- and
nonlinear-optical response, have been demonstrated in one-
dimensional MPMC composed of a Bi:YIG half-wavelength
thick film sandwiched between dielectric Bragg reflectors [2].
Significant nonlinear magneto-optical Kerr effect (NOMOKE)
rotation of the second-harmonic (SH) wave polarization and
magnetization-induced variations of the SHG intensity were
detected in the vicinity of the localized photonic state. At the
same time, important questions remained to be unclear, one
being connected with the relative values of the magnetization-
induced components of the quadratic response. Another ques-
tion that is of interest for the case of MPMC is the search of new,
higher-order, nonlinear-optical effects which can be expected
in such structures due to high concentration of electromagnetic
field in the MC spacer.

In this work the results of the experiental studies of quadratic
and cubic nonlinear-optical effects at SH and fundamental fre-
quencies are reported.

The samples under study are MPMC composed byλ/2 thick
Bi1Y2Fe5Ox layer squeezed between two Bragg mirrors, each
of them being of the composition (SiO2/Ta2O5)

5. The samples
are grown on a glass substrate by rf sputtering of corresponding
targets in an Ar+ atmosphere. Prior to the fabrication of the
top Bragg reflector, the sample with Bi:YIG layer is annealed
in air at 700 ◦C for 20 min for the residual oxidation and crys-
tallization of the Bi:YIG spacer. For the composed MPMC
with 245 nm-thick spacer the wavelength of 1064 nm was in
resonance with the MC mode at ∼ 30◦ angle of incidence.

As a fundamental beam, the output of a Nd3+:YAG nanosec-

ond laser operating at 1064-nm wavelength is used. The SH or
the fundamental radiation reflected from MPMC is selected by
appropriate filters and detected by a photomultiplier tube or a
photodiode, respectively. The resonant angle of incidence of
the pump radiation ≈ 30◦ is chosen for the experiments. The
saturating magnetic field of 2 kOe is applied in the plane of the
sample using the permanent FeNdB magnets.

1. Nonlinear magneto-optical Kerr effect in MPMC

Figure 1 shows the dependence of the SHG intensity reflected
from the MPMC as a function of the azimuthal angle of the ap-
plied magnetic field, I2ω(φ). The rotation of the magnetic field
in the plane of the sample is achieved by azimuthal rotation of
the housing with permanent magnets, φ = 0 corresponds to
the transversal (i.e. perpendicular to the plane of incidence)
configuration of the magnetic field. The p−polarization of
the fundamental wave is used and the SH wave polarization is
kept to be p or s. Filled circles in Fig. 1 show the dependence
I2ω(φ) obtained for p − p combination of polarizations. It is
known that in this case variations of the transversal component
of the magnetic field can change the intensity of the SH wave
due to the contribution of magnetization-induced components
of quadratic susceptibility which are odd with respect to mag-
netization [3]. Interference between non-magnetic (crystal-
lographic), χcr and magnetization-induced, χM, components
of quadratic susceptibility brings about odd in magnetization
changes in the SH intensity.

It can be seen in Fig. 1 that for the opposite directions of the
transversal magnetic field achieved at φ = 0◦, 180◦ the values
SH intensity are different, the magnetic contrast commonly
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Fig. 1. Dependencies of the SHG intensity on the azimuthal angle
of the applied magnetic field for p-in, p-out combination of polar-
izations; zero angle corresponds to the transversal magnetic field.
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Fig. 2. Transmittance of MPMC as a function of its position with
respect to the focusing plane of the lens.

introduced as
I2ω(0◦)− I2ω(180◦)
I2ω(0◦)+ I2ω(180◦)

,

reaches the value of about 0.6. Zero values of SH inten-
sity attained in the vicinity of φ = 70◦, 290◦ are the re-
sult of the destructive interference between non-magnetic and
magnetization-induced components of the SH field and are a
direct proof that magnetization-induced contribution to the SH
wave is larger than non-magnetic one. The approximation of
the experimental I2ω(φ) dependencies gives the ratio of these
components χM/χcr ≈ 3.

In order to visualize the pure magnetization-induced SH
radiation, I2ω(φ) dependence is measured for the p − s com-
bination of polarizations shown by open circles in Fig. 1. It
is well known that for isotropic nonlinear medium s-polarized
SHG is absent for nonmagnetized samples and can appear only
if longitudinal or polar magnetic field is applied [3]. Maxima of
the SH intensity observed for φ = 90◦, 270◦ correspond to the
longitudinal magnetic field and are caused by pure magnetic
SH components.

2. Nonlinear Faraday effect in MPMC

Third-order nonlinear-optical effect which we intended to ob-
serve in MPMC is nonlinear Faraday rotation at the fundamen-
tal wavelength, governed by the imaginary part of third-order
optical nonlinearity χ(3) (ω = ω+ω−ω). To study this effect,
the polarization-sensitive Z-scan technique is developed. The
MPMC was translated in the direction parallel to the laser beam
that was focused by a lens. The angle between the plane of the
MPMC surface and the fundamental beam corresponds to the
excitation of the microcavity mode. Transmitted through the
MPMC beam passed through a Glan analyzer fixed at+45◦, 0◦
or −45◦ with respect to the input polarization. The nonlinear
Faraday angle, ϑZ, was estimated from the expression:

sin(2ϑZ) = Iω(Z,−45◦)− Iω(Z,+45◦)
Iω(Z, 0◦)

,

where Iω(Z) is the intensity of the detected signal of the fun-
damental frequency measured as a function of position of the
translator, Z, for the orientation of the analyzer +45◦, 0◦ and
−45◦. Such experimental procedure allows for the highest
detection sensitivity of the polarization plane rotation.

The results obtained show the existence of the nonlinear
contribution to the Faraday rotation due to the increase of the

intensity of the fundamental beam in the vicinity of the beam
waist. The maximum values of the nonlinear Faraday rotation
observed in MPMC is about 6◦±1◦. The angle of the nonlinear
Faraday rotation is obtained for the intensity of the fundamental
beam in the waist region of about 10 MW/cm2. It should be
noted that the magnitude of the nonlinear Faraday effect for
the case of Bi:YIG MPMC in the transparency spectral region
exceeds the linear magneto-optical Faraday effect under the
same experimental conditions.
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Abstract. We have developed a theory of exciton polaritons in resonant three- and two-dimensional photonic crystals for
arbitrary dielectric contrast and effective mass of the exciton that is excited in one of the compositional materials. The
calculation has been carried out for a periodic array of spheres or parallel cylinders embedded in a dielectric matrix. It has
been shown that the position of the lower branches of the polariton dispersion curve monotonously depends on the exciton
effective mass and is determined by the coupling of light with the first few states of the mechanical exciton
quantum-confined inside each sphere or cylinder. We have also calculated the optical reflection spectra from the finite array
of cylinders and compared the spectral features with the arrangement of exciton-polariton branches.

1. Introduction

The concept of photonic crystals was put forward by Yablono-
vich [1] and John [2] in 1987. Since then this term is used for
media with the dielectric susceptibility varying periodically in
the space and allowing the Bragg diffraction of the light. The
simplest model realization of a three-dimensional (3D) or two-
dimensional (2D) photonic crystal is a periodic array of spheres
or cylinders of the materialA embedded in a dielectric matrix B.
Periodic structures where the dielectric susceptibility of one of
the compositional materials, as a function of the frequency ω,
has a pole at a certain resonance frequency are grouped into
a special class of resonant photonic crystals where the normal
light waves are polaritons.

In Refs. [3, 4] the dispersion of light waves has been cal-
culated taking into consideration the frequency dependence of
the dielectric susceptibility in the frame of the local material re-
lation between the electric displacement and the electric field.
In Ref. [5] the dispersion of exciton polaritons in a resonant
3D photonic crystal has been calculated taking into account
only one level of the quantum-confined exciton in a sphere A
and neglecting the difference between the dielectric constant
εB and the background dielectric constant εA of the material A.
In the present work we have studied theoretically the disper-
sion of exciton polaritons in a resonant 3D and 2D photonic
crystals making allowance for all available exciton quantum-
confinement levels as well as for the dielectric contrast, i.e., for
εA $= εB.

2. Face-centered cubic photonic crystal

The structure under consideration is characterized by seven
parameters: R, a, εB, εA, ωLT, ω0 and M . Here R is the
radius of the spheres A, a is the lattice constant for the FCC
lattice, εB is the dielectric constant of the matrix, ω0, ωLT
and M are the resonance frequency, longitudinal-transverse
splitting and translational effective mass of the triplet 1s exciton
excited inside the spheres A, εA is the background dielectric
constant. Thus, we take into account both the frequency and
spatial dispersion of the material A. The radius R is chosen
so that, on the one hand, the spheres A do not overlap, i.e.
R < a/

√
8, but, on the other hand, R should exceed the Bohr

radius of the 1s-exciton in the materialA and, hence, the exciton
can be considered as a single particle with the mass M . It
follows then that the problem is reduced to the solution of a

system of two vector equations, namely, the wave equation

rot rot E(r) = (ω/c)2 [ε(r)E(r)+ 4πPexc(r)] (1)

and the material equation for the 1s-exciton contribution to the
dielectric polarization

[−h̄/(2M) /+ ω0 − ω] Pexc(r) = εaωLTE(r)/4π , (2)

where ε(r) = εA inside the spheres and ε(r) = εB outside the
spheres, E(r) and Pexc(r) are the electric field and the exci-
ton polarization at the frequency ω. On a surface separating
materials A and B we impose the standard Maxwell bound-
ary conditions: continuity of the tangential components of the
electric and magnetic fields, and the Pekar additional bound-
ary condition for the exciton polarization: the vanishing vector
Pexc(r) at |r−a| = R, where the translational vectors a define
the centers of the spheres A.

Below we present the results of calculation of the exciton-
polariton dispersion ωnk, where n is the branch index. The
computation has been performed by using a photonic analogue
of the Korringa–Kohn–Rostoker (KKR) method [6, 7, 8]. In
this method (i) the electric field is decomposed in the spherical
waves, and (ii) following the consideration of the light scatter-
ing by a single sphere and the introduction of a structural factor
the dispersion equation is transformed to∣∣∣1̂− t̂ (ω)Ĝ(ω,k)

∣∣∣ = 0 . (3)
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)

X U L Γ X W K
Fig. 1. Exciton-polariton band structure of a photonic crystal with a
FCC lattice of spheres A inserted into the matrix B. The calculation
is performed neglecting the dielectric contrast and for the set of
parameters indicated in the text.
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Here t̂ is a single-scatterer T matrix and Ĝ(ω,k) is the ma-
trix of structure constants [8]. Both t̂ and Ĝ are considered
as matrices with matrix elements labelled by pairs of angular
momentum numbers and a vector-wave polarization index.

Ajiki et al [9] have calculated elements of t̂ (ω) taking into
account the exciton resonance in the spheres A and the finite
exciton effective mass M .

Fig. 1 presents the dispersion of exciton-polaritons calcu-
lated for a FCC lattice and the following set of structure param-
eters: εA = εB = 10, R = a/4, h̄ω1 = 2 eV, h̄ωLT = 1 meV,
P ≡ (

√
3πc/ω1nBa)

3 = 1.1,M = 0.5m0. Herem0 is the free
electron mass in vacuum and, instead of the bulk exciton res-
onance frequency ω0, we introduced the resonance frequency
ω1 = ω0 + h̄π2/(2MR2) of the ground state of the exciton
quantum-confined in a sphere of the radius R. For P = 1.1,
the anticrossing between the horizontal lineω = ω1 (“bare” ex-
citon branch) and the lineω = ck/

√
εB (“bare” photon branch)

occurs inside the Brillouin zone at k amounting approximately
97% of kL and 84% of kX.

3. 2D quadratic photonic crystal

Fig. 2 presents the dispersion of exciton-polaritons in a reso-
nant 2D photonic crystal with the dielectric contrast. We have
studied exciton polaritons propagating perpendicularly to the
cylinder axis and polarized along this axis (TE-polarization).

In Fig. 3a the solid curves show the same dispersion
branches as in the previous figure but in an increased scale
and in the vicinity of the X point. The resonance frequency of
the exciton quantum-confined in a cylinder of the radius R is
given by ω1 = ω0 + h̄γ 2/(2MR2), where γ ≈ 2.40 is the
first zero of the Bessel function J0. Parameters of the structure
were chosen in such way that it lies inside the stop-band of the
analogous photonic crystal without excitons.

It is instructive to analyze the polariton dispersion in two
opposite limiting cases, namely, for M → 0 and M → ∞.
The lower polariton branch is formed as a result of “repulsion”
of the photon branch towards the longwavelength side because
of the interaction with the exciton quantum-confinement levels.
ForM → 0 butω1 = const, this branch is remarkably affected
by the lower level only. For M → ∞, other levels act upon
this branch to the maximum since in this limit their resonance
frequencies coincide and are equal toω0. We conclude then that

M

XΓ
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−40

XM MΓ ∆

(ω
 −
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/ω

1
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)

Fig. 2. Dispersion of TE-polarized exciton-polaritons in a 2D reso-
nant photonic crystal. The calculation is carried out for the following
set of parameters: εA = 11, a = 0.99cπ/(ω1

√
εB),R = 0.3a. Here

a is the lattice constant for a 2D square lattice, and R is the radius
of the cylinders. Other parameters are the same as in Fig. 1.
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Fig. 3. (a) Dispersion of TE polarized exciton-polaritons in an ar-
ray of parallel cylinders. Only two lower branches of the disper-
sion curve are shown for the system with the exciton effective mass
M = 0.5 m0. Instead of presenting a dense network of upper po-
lariton branches, only the exciton-polariton eigenfrequencies at the
X point are indicated by short horizontal lines touching the vertical
line X. Dotted, dashed, solid and dashed-and-dotted lines repre-
sent the branches of the dispersion curve calculated neglecting and
taking into account exciton-photon coupling for the exciton effec-
tive mass M → 0, M = 0.5m0 and M → ∞. (b) The reflection
spectra for the TE-polarized light incident from the material B upon
64 layers of cylinders. The spectrum for M = ∞ is omitted in or-
der not to overload the figure. Spectra were calculated with exciton
nonradiative damping h̄0 = 0.1 meV.

the lower polariton branch corresponding to the finite mass M
must always lie between the dashed-and-dotted and dashed
lines, in agreement with the results of calculation shown in
Fig. 3a.

The optical reflection spectra presented in Fig. 3b are cal-
culated by using the 2D layer KKR method [6]. In this method
electromagnetic field is decomposed in cylindrical waves in
order to perform the calculation of light scattering by a single
cylinder and in plane waves in order to describe field propa-
gation between neighboring layers of cylinders. Comparing
Figs. 3a and 3b one can see, that the reflection coefficient R
reaches a maximum inside the forbidden gaps and rapidly de-
creases in the adjoining allowed bands. In a frequency region
ω > ω1 the reflection spectra calculated for the exciton mass
M = 0.5m0 has a series of sharp maxima at frequencies cor-
responding to the horizontal lines in Fig. 3a.
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Light scattering in hetero-opals
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Abstract. Light scattering in hetero-opals consisting of two thin opal films with different lattice constants has been
compared to scattering in single opal films. It has been shown that the reversing of angles of the incidence and detection
changes the scattering spectra of hetero-opals, in contrast to spectra of single opal films, which remains unchanged.
Squeezing of the scattering diagram of hetero-opals compared to single opal films has been also observed. These effects
have been assigned to anisotropy of scattering at the photonic bandgap interface.

Introduction

An important step to realise potential of photonic crystals
(PhCs) is to tailor-design the inhomogeneities in a periodic
structure to perform waveguiding, lasing or wave division mul-
tiplexing. Among functionalised structures, the interface be-
tween two PhCs with different properties can be considered
as a basic component. Photonic devices for light transport are
usually characterised with respect to light losses. There are two
kinds of scattering in non-absorbing PhCs: the coherent one,
which opens the photonic band gap (PBG), and the incoher-
ent scattering, which deteriorates the PBG. The scattered light
carries more comprehensive information about conditions of
light propagation, compared to transmitted/reflected one, ow-
ing to its inherent coupling to all optical modes of the PhC.
The light transport can be either diffusive or ballistic depend-
ing on the correlation between the mean free path of photons
and the optical path length. In bulk opals with the diffusive
propagation, the PBG structure, which is resolved in the spec-
tra of the scattered light, is associated with the last portion of
the photon trajectory [1, 2]. In thin opal films with the bal-
listic transverse propagation, the weakly scattered light retains
the memory about propagation along both the incident and exit
directions [3, 4]. Multiple-film opals consisting of films with
different lattice constants [5] contain PBG interfaces. Group
velocity mismatch of optical modes at interfaces gives rise
to specific losses. We studied two configurations of angle-
resolved collection of forward scattered (FS) light to underpin
the effect of the interface upon the light scattering. Direction-
ality diagrams of scattering light were extracted to quantify the
scattering directionality. Comparing single- and double-film
opals, we showed that the PBG interface induces the scattering
anisotropy but does not destroy the ballistic propagation.

1. Experimental

Hetero-opals were prepared by convective crystallisation from
a colloidal suspension of PMMA spheres of 349 nm and 290 nm
in diameter beads. Angle-resolved transmission spectra were
compared to angle-resolved forward scattered (FS) light spec-
tra. The FS1 (FS2) configurations correspond to fixing either
the incidence angle θ = 0◦ (variable α) or the scattering angle
α = 0◦ and scanning over another angle. Angle diagrams were
extracted from angle-resolved spectra of the FS1 light.

2. Results and discussion

FS1 and FS2 scattering spectra of a single opal film look alike,
although they differ in spectral positions of minima. These
minima refer to the diffractive attenuation of the weakly scat-
tered light along directions of incidence (E) and detection (X)
as follows from comparison with transmission spectra (Fig. 1a)
The FS1 and FS2 spectra contain non-directional and one di-
rectional minima associated with one constant and one variable
angle.

At θ = 0◦ and θ = 40◦ the transmission spectra of the
double film opal contain (111) and minima for each of films
(Fig. 1b). Both FS1 and FS2 spectra differ from transmission
spectra because they show different number of minima. Angle
dispersions of FS1 and FS2 minima of the single film opal
are the same, thus reflecting the reciprocity of the scattering.
On contrary, angle dispersions of attenuation minima in the
hetero-opal differ from each other (Fig. 2a, b).

The illuminated film retains the non-directional E1 mini-
mum and, partly, the directional X1 minimum in FS1 spec-
tra, while the next film demonstrates directional X2 and non-
directional E2 minima. FS2 spectra demonstrate a splitting
of the directional E1 minimum into two branches due to at-
tenuation by (111) and planes and non-directional X2 mini-
mum. This observation permits the assessment of the PBG
interface. In the FS1 configuration the incident beam suffers
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Fig. 1. (a) FS1 and FS2 spectra of the single opal film from 349 nm
beads at θ = 0◦, α = 40◦ and at θ = 40◦, α = 0◦, respectively,
and transmission spectra at θ = 0◦ and θ = 40◦. Spectra are
shifted for clarity. (b) The same for the hetero-opal. E1 (E2) and
X1 (X2) minima correspond to entry and exist photon trajectories in
the bottom (top) films.
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Fig. 3. (a) FS1 scattered light diagrams of double (dots) and single
opal films (squares) of the same thickness at 1.745 eV. Numbers are
the k exponents obtained in the fit.

scattering either in the second film or at the interface. Be-
cause the X2 minimum appears irrespectively to the scattering
regime, the observation of non-directional E1 and E2 minima
suggests that photons approaching the interface along the film
normal can be then scattered only once before being detected,
whereas photons approaching the interface at oblique angles
are deemed to undergo the multiple scattering.

In the case of the off-normal incidence, the photons scat-
tered in the first film have no chance to reach detector bal-
listically, i.e., FS2 scattering is dominated by the interface.
The transport remains to be ballistic, because the E1 minimum
would be lost otherwise.

The angle diagram of the scattered light in the FS1 con-
figuration reflects the probability of a photon to be scattered
to a given angle. The intensity of scattered light decreases as
IFS1(α) ∝ Iincα

−1 with increasing angle α, where Iinc is the
incident light intensity. Remarkably, squeezing of the scatter-
ing diagram along the direction of the incident light occurs in
the hetero-opal (Fig. 4).

The diffraction attenuation of the scattered light is about
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Fig. 4. Squeezing of the scattering diagram in the double-film opal.

30–50% of the transmission suppression. This is not sufficient
for the hyperbolic drop of the scattered light intensity.

Summarizing, we showed that the PBG interface becomes
the place of major scattering, especially for oblique light in-
cidence. Squeezing of the scattering diagram in the hetero-
opal as compared to single opal films is a consequence of the
anisotropy of the interface scattering. Fortunately, the regime
of weak scattering, which is characterised by a large contri-
bution of single scattered photons in the flux propagating off
the direction of the incident light beam, is preserved in hetero-
opals.
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Abstract. Spontaneous emission (Em) of CdTe nanocrystals has been modified by the local field of the 2D colloidal
photonic crystal in the photonic bandgap frequency range. The spectrum broadens as compared to the bare emitting film, the
Em diagram becomes wider and the Em extraction increases at the photonic bandgap.

Introduction

Recently, semiconductor LEDs were realised via an all-chemi-
cal approach using colloidal semiconductor nanocrystals (NCs)
encapsulated in polyelectrolyte films [1]. To improve the ex-
ternal quantum efficiency, photonic crystals (PhCs) can be pre-
pared on the surface of such light emitting film. In spite the
fact that only a fraction of the Em can be coupled to PhC eigen-
modes due to spatial separation of the emitter, the interaction
of PhC and NCs in the near field zone of the PhC remains high
enough to affect the NC emission.

We report the preparation of the thin polyelectrolyte film
embedded with size-selected colloidal CdTe NCs coated by
colloidal PhC deposited using the Langmuir–Blodgett (LB)
technique [2]. This method offers large area coating and depo-
sition of several sphere monolayers. Comparison of emission
from bare and coated NC films revealed flattening of the Em
spectrum, broadening of the Em diagram and frequency depen-
dence of the Em extraction efficiency. In spite of the simplicity
of the examined architecture and weakness of the effects, the
underlying physics is very interesting.

1. Experimental

Thin films of CdTe NCs [3] were prepared by layer-by-layer
(LbL) infiltrating NCs assembling in polyelectrolytes (PE).
20 bi-layers consisting of a polymer/NC composite were de-
posited with the total thickness ca. 60 nm. 2 nm NCs were used
with an emission maximum around 530 nm. SiO2 spheres of
519 nm in diameter were deposited on the LbL PE-CdTe films
using LB technique, which will be referred further as PhC coat-
ings.

Angle-resolved transmission spectra were acquired at dif-
ferent angles of incidence, θ , with respect to the film normal.
The photoluminescence (PL) spectra were excited by 457.9 nm
line of the Ag-ion laser. The spot size was 5 mm in diameter to
mimic the emission from a large-area display. The illumination
conditions — the laser power and the spot size, were maintained
constant at all angles of the emission detection. Emission and
transmission spectra were obtained at angles between 0 and
50◦ with a step of 5◦.

2. Results and discussion

The transmission minimum for the light traversing the 2D
hexagonal grating assembled from 519 nm spheres is centred at
∼ 535 nm (Fig. 1a). This PBG survives in the case of 5L coat-
ing. The PBG structure of a 2D lattice of dielectric spheres [4]
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Fig. 1. (a) transmission spectrum of 1L LB film. Inset — schematics
of the sample. (b) emission spectrum of bare CdTe film. Inset —
the angle diagram of emission and the Lambert law (dash).

explains reasonably well the minimum and its angle disper-
sion. Another minimum is observed at 441 nm. PL spectra
of the bare CdTe-LbL film are shown in Fig. 1b. At θ = 0◦
the PL spectrum consists of overlapping 508 nm and 535 nm
bands. The PL intensity at a given wavelength, I (λ, θ), rapidly
decreases with increasing the angle of detection. The angle di-
agram of the emission intensity at 535 nm (Fig. 1b) shows that
two-fold decrease occurs at θ ≈ 15◦.
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To evaluate the angle width of the Em diagram I(λ, θ,N),
the fraction occupied by the diagram area, Sθ (λ,N), in the
rectangle of dimensions Imax(λ, θ,N) and the angle interval,
/λ, from 0◦ to 50◦, Fθ(λ,N) = S(λ,N)/Imax(λ, θ,N)/θ ,
(Fig. 2a) was calculated. The spectra of this fraction for the
coated NC films differ from that of the bare film by a well-
defined minimum (Fig. 2b). With the increase of the number of
coating layers, the magnitude of the diagram fraction saturates
at two layers.

RFθ(λ,N) = (Fθ (θ,N)−Fθ(θ, 0))/Fθ (θ, 0)-the relative
fraction, characterises the increase of the emission diagram
width after coating. This quantity increases by 10 to 30%
depending on the wavelength. Averaging over all wavelengths
shows that the diagram broadening achieves 25% for the 2L
PhC coating (Fig. 2c).

By construction, the minimum in the Fθ(λ,N) spectra can
appear either due to a decrease of the diagram area or an in-
crease of the emission intensity along the film normal. Because
the area spectrum Sθ (N) does not show the minimum in the
wavelength range of the transmission minimum (Fig. 3a), this
minimum should relate to an increase in the out-of-plane emis-
sion intensity. We compared for 1L-NC film in Fig. 3b the
ratio spectra of the diagram areas corresponded to the first 5,
10 and 15◦ to the total diagram area, S1θ /S1total: the broad
maximum of S15/S1total spectrum is centred at 551 nm, i.e., at
the transmission minimum (Fig. 3b). This maximum degrades
with increasing the angle interval, indicating its angular selec-
tivity. Hence, the emission extraction increases towards the
PBG of 2D PhC.

Since ratio spectra in Fig. 3c are superimposed on the same
decreasing background, the extraction maximum can be assign
solely to the PhC coating. With increasing the number of coat-
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Fig. 3. (a) Normalised spectra of angle diagram areas for bare
NC film (squares) and 1L (circles), 2L (triangles) and 5L (dia-
monds) coated NC films. (b) Spectra of emission extraction from
1L coated NC film for different angle intervals from 0 to 5 (stars), to
10 (hexagons) and to 15◦ (triangles) normalized to their maximum
value. (c) Spectra of emission extraction from 0 to 5◦ for different
coating thickness. (d) Spectra of emission extraction from 1L coated
NC film at different angle intervals from 5 to 10 (squares), from 10
to 15 (circles) and from 15 to 20◦ (diamonds).

ing layers, this effect saturates at 2L coating. Apparently, the
deviations of the diagram broadening and light extraction in a
sample with 5L coating (Fig. 2b, 3c) can be associated with the
higher dimensionality of the PhC.

The scenario of emission in the vicinity of the 2D PhC is
following. The emission is generated in a NC film and emitted
primarily in the substrate. If the light emitting film is in the
near-field region of the 2D PhC coating, two processes take
place. On the one hand, the PBG reflected radiation is partly
recycled, that leads to broadening of the emission spectrum.
On the other hand, emission is coupled to in-plane leaky PhC
eigenmodes. These modes are responsible for broadening of
the light emission diagram.

Model [5] suggests a 5–100 times increase of the local field
at the surface of PhC coating. Since this effect is a property
of evanescent waves, it decays on a scale of a lattice constant.
The local field enhances the radiative properties of NCs. Thus,
instead of PBG shadow the diagram displays the maximum.
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Abstract. With use of the generalized Gross–Pitaevskii equation it is shown that the polaritons in semiconductor
microcavity form a linearly polarized condensate with two anisotropic co- and cross-linearly polarized branches of the
excitation spectrum. The formalism is applied to describe the real-space dynamics of a polarized polariton superfluid.

Introduction

Exciton-polaritons in planar microcavities with embedded qu-
antum wells (QWs) are composite bosons which retain the
properties of both excitons and cavity phonons. Due to the ex-
citonic component polaritons can efficiently interact with each
other, while the photonic component makes their effective mass
extremely small. Consequently, they are expected to condense
at unusually high temperatures (up to room temperature) [1].

The exciton polaritons have only two allowed spin projec-
tions on the QW axis: +1 and -1. The projection 0 is forbidden
for the polaritons formed by heavy-hole excitons. This repre-
sents an important peculiarity of the polariton condensates with
respect to the Bose-condensates of cold atoms having usually
0 spin projection allowed. Interactions mix linearly polarized
polariton states, moreover, additional mixing comes from the
longitudinal-transverse (LT) splitting of exciton-polaritons [2].

All this makes the polariton condensates behave differently
from the atomic condensates or superfluids even in the thermo-
dynamic limit. In particular, the real-space dynamics of polari-
ton droplets is expected to be qualitatively different from the
superfluid dynamics and to reveal strong polarization effects.
While theoretical simulations of the real-space propagation of
polariton condensates have been reported recently [3], neither
dispersion nor the real-space dynamics of polarized exciton-
polaritons have been addressed till now.

In this work we show that a dramatic dependence of the
renormalized exciton-polariton dispersion on the polarization
strongly affects the real-space dynamics of the condensed po-
laritons.

1. Renormalization of the polariton dispersion

The spectrum of excitations of the polariton condensate at equi-
librium can be studied on the basis of Gross–Pitaevskii equation

i
∂ψi

∂t
=[Tij (−i∇)−µδij

]
ψj+U0ψ

∗
j ψjψi−U1ψjψjψ

∗
i , (1)

with the liner term given by

Tij (k) = ωt(k)δij + [ωl(k)− ωt(k)]
kikj

k2 . (2)

Here i, j = x, y and ωl(t)(k) is the dispersion of the noninter-
acting longitudinal(transverse) polaritons in the lower polariton
branch. In terms of nonlinear optics, theU0-term describes po-
larization independent properties of the condensate, while the

U1-term defines so-called linear-circular dichroism. he equi-
librium properties of polariton condensates depend crucially on
the presence and the sign of the dichroic U1-term. For U1 > 0
the condensate with linear polarization is formed, while in the
case U1 < 0 the circular polarization of the condensate be-
comes energetically favourable. The realistic polaritonic sys-
tem ciorresponds to the former case.

To obtain the renormalized dispersion, we follow the method
of Ref. [4] and look for the solutions of Eq. (1) in the form

ψ(r, t) = √n e+ Aei(k·r−ωt) + B∗e−i(k·r−ωt) . (3)

Linearizing Eq. (1) with respect to the small amplitudesAi and
Bi we obtain the dispersion equation

ω4−
[
ω2
l + ω2

t + 2(u0 − u1)ω+ + 2u1ω−
]
ω2

+[ωlωt + 2(u0 − u1)ω−
] [
ωlωt + 2u1ω+

] = 0 , (4)

whereω± = [ωl+ωt±(ωl−ωt) cos(2ϕ)]/2 and ϕ is the angle
between the condensate polarization e and the wave vector k.
As in the case of two-component atomic condensates in the re-
gion of small wave vectors, where ωl,t � min{(u0−u1), u1},
the solutions of (4) give two sound-like branches of excitation
spectrum. In the case of polariton condensates, however, these
branches are anisotropic. This anisotropy is both due to the
cylindrical-symmetry breaking due to the presence of conden-
sate and the existence of LT-splitting. The dispersion becomes
isotropic and more simple if one neglects the LT-splitting of
noninteracting polariton band by putting ωl = ωt = ω0. In
this case one obtains the co-polarized with the condensate

ω2 % ω2
0 + 2(u0−u1)ω0 = ω2

0 + 2µω0 , (A ‖ B ‖ e) , (5)

and cross-polarized

ω2 % ω2
0 + 2u1ω0 , (A ‖ B ⊥ e) . (6)

Bogolyubov-like polariton branches. The linear character of
the dispersion at small k is a signature of the superfluid transi-
tion in the system.

2. Propagation of the polariton superfluid

The anisotropic splitting of the two branches has a remarkable
impact on the dynamics of the polariton superfluid. The co-
herent dynamics of the nonequilibrium condensate created by
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Fig. 1. Real-space image of the polariton the wave function, showing
evolution of a Gaussian shape pulse in non-linear regime in X and
Y polarizations. Zero time corresponds to the peak intensity of the
pulse.

a pumping pulse within a limited spot and propagating in the
real space can be written as

i

(
∂

∂t
− 1

τ

)
ψi =

[
Tij (−i∇)− µδij

]
ψj +

+U0ψ
∗
j ψjψi − U1ψjψjψ

∗
i , (7)

It is just Gross–Pitaevskii equation with finite polariton life-
time added. We consider a CdTe microcavity showing a Rabi
splitting of 10 meV at zero detuning between exciton and pho-
ton modes at k = 0. The constant U0 is approximately given
by [5]:

U0 = 6xa2
BEb , (8)

where aB is the exciton Bohr radius, Eb is the exciton binding
energy, x is the exciton fraction in the polariton wave func-
tion. In what follows we take U1 = 0.55U0 in accordance
with the estimation of Ref. [6] and x = 0.5. We consider a
1.8 ps exciting pulse of light having a lateral size of 15 µm.
It resonantly excites the ground state of the lower polariton
branch as well as some of the excited states because of its fi-
nite broadening. It is polarized horizontally (along the X-axis).
We assume zero temperature, the polariton life time of 3.5 ps.
Fig. 1 shows the 2D plot of the absolute value of the polari-
ton wave function at different times for both horizontal and
vertical polarizations. One clearly sees the appearence of the
Y-polarized component in the diagonal directions, which are
the directions where the horizontal and vertical polarizations

are no more eigenstates because of the anisotropic LT split-
ting. 2.4 ps after the maximum of the pulse, the X-polarized
component forms a ring having the same width as the initial
Gaussian pulse. This way of motion is characteristic of a linear
dispersion and strongly contrasts with the normal spreading of
a wave packet moving in a parabolic dispersion. We believe
that the observation of such a ring would be a clear experimen-
tal evidence of polariton superfluidity. It is also interesting to
notice that in the same time the quarter rings formed by the
cross-linear polarization become sharper. These rings propa-
gate without deformations, new rings forming from the center
while the external ones are expanding. The velocity of sound
can be directly extracted measuring the speed of propagation of
these rings (about 5×106 m/s in our case, which corresponds
to the value given by c2 = µn/m). This velocity is linked with
the density n of the polariton condensate and it changes with
time because of the radiative decay of the polariton population.

RecentlyW. Langbein [7] reported observation of cross-like
dynamics of polarization propagation in microcavities showing
remarkable similarities to our Figure 2. However, this result
cannot be associated with the superfluidity since it was obtained
exciting resonantly polariton excited states and not the ground
state like in our work. We believe that spatial disorder in realis-
tic cavities may have a strong impact on the spatial structure of
polariton condensates and may substantially affect the motion
of the polariton superfluid. Observation of the superfluid be-
havior remains an important challenge to the experimentalists.
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Design, dispersion analysis and fabrication of a photonic
microcavity resonant structures
O. A. Usov, A. V. Nashchekin, S. A. Blokhin, E. M. Arakcheeva and E. M. Tanklevskaya
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A two-dimensional (2D) hexagonal lattice photonic crystal (PhC) with different type defect superlattices such as
coupled-cavity resonator array (CCRA) with In(Ga)As/GaAs quantum dots as active region were fabricated by standard
nanotechnology methods [1]. The numerical calculations by transfer matrix plane wave and finite element methods showed
that the designed CCRA structures with different coupling strength have a quasiflat impurity band with reduced group
velocity over all range of wave vectors.

Introduction

The problem of slowing light down is very attractive now since
both of fundamental understanding of light-matter interaction
and possible applications such as controllable optical delay
lines, data storage, optical memories, and other optical compo-
nents for photonic integrated circuits. There have many demon-
strations of slowing the speed of light in different optical res-
onant media [2, 3]. But one of the most prominent candidates
for the control of the propagation of electromagnetic waves
and slowing light is supposed to be a photonic crystals (PhCs),
which are periodic structures of two or more materials with
different refractive indices. Interference of optical waves scat-
tered at different lattice planes of the PhCs determines their op-
tical properties. For instance, if the scattering is strong enough,
e.g. at strong index contrast, a photonic band gap (PBG) can
be created. The resonant photon scattering gives a significant
dispersion and a strong reduction of the group velocity at the
band edges of the gap. However it is limited to a very nar-
row range of wave vectors in a particular direction and there-
fore an optical pulse propagating through the structure implies
a significant distortion. A microcavity array of high-Q res-
onators in PhCs with opening impurity bands in PBG which is
known as coupled-cavity resonator array (CCRA) or coupled-
resonator optical waveguide (CROW) [4, 5] are supposed to
have wide frequency range. Besides it has wholesome features
since based on the structural dispersion and fabricated using
standard technology [1]. Their optical properties depend on
the configuration of the CCRA, mainly on transmission prop-
erties of single defect and also its coupling. The properly de-
signed and fabricated CCRA structures exhibit quasiflat bands
with reduced group velocity, which minimizes the distortion
and attenuation of an optical pulse propagating.

1. Technology and fabrication

The PhCs and CCRAs were fabricated using technology of
the optical and electron lithography, chemical and reactive
ion etching (RIE). As electron resist was used positive resist
polymethylmethacrylate (PMMA) with thickness as large as
300 nm spinned on the surface of the grown waveguide struc-
ture. The 20 nm Ni layer as a mask for RIE was deposited
before PMMA. The direct electron lithography was applied
using regime of scanning optimization along longitudinal axis
and proximity effect correction to reach the correct shape of
the assigned geometry of 2D PhC. The Ni layer argon etching
was applied after PMMA development. Further, RIE was used

Fig. 1. Single air hole defect in a 2D PhC, the air holes being
arranged in a triangular lattice in GaAs background.

Fig. 2. The CCRA structure consists of defect superlattice created
by periodically remove or change size or shape of holes.

for drilling the active region in GaAs waveguide through the Ni
pattern. Thus, 2D photonic hexagonal lattice with the air-holes
size as large as 300–400 nm and period 600 nm were obtained.
The etching depth was about 1000 nm with a good vertically
aligned smooth surface walls. The air-hole radius was selected
about 0.25–0.3 times of the lattice period. The samples of pre-
pared single hexapole defect and CCRA of such defects in0-M
direction of 2D PhC structure are shown in Fig. 1, 2.

2. Results and discussion

The ordered superlattice defect structure in 2D PhC shown in
Fig. 2 can be used for variety of passive and active optical de-
vices. In such structures, light is confined within the defect

313



314 Microcavity and Photonic Crystals

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

a

r

K

M

Incident light Output light

N defects

          

m n n m

Fig. 3. The equivalent 1D PhC scheme, used for calculations dis-
persion, group velocity and time delay. The total number of defects
is N , number periods between two neighboring defects is n, and the
number of periods at both ends is m.

regions by the combined action of distributed Bragg reflection
and internal reflection. The most significant loss in such slabs
is radiative loss for mode lies above the light line. But de-
signing defects with multi-nodal modes such as quadrupole or
hexapole, i.e. whispering gallery (WG) type modes in which
radiation in the vertical direction is reduced due to destructive
interference, permits to realize an small-Vm and high-Q res-
onators and also resonator arrays in 2D PhC slabs [5]. The
CCRA structure and its 1D model used for calculation are also
shown in Fig. 3. The photonic dispersion of TE type modes
of 2D PhC calculated by plane wave transfer matrix method
are shown in Fig. 4, where points with low group velocity and
partial PBG in 0-M direction being marked. The CCRA based
on evanescent field coupling between high-Q hexapole WG
modes of defect microcavities which designed such that the
resonant frequency falls within PBG of 2D PhCs and creates
impurity band. In the tight-binding (TB) approximation the
group velocity and band dispersion were determined such as:

vg(k) = dω(k)/dk = ��κ sin(k�) , (1)

ω/� = 1− κ cos(k�) , (2)

where k — wave vector, � — period superlattice, � — fre-
quency of single resonator, κ — coupling strength parameter
calculated numerically in the TB nearest neighbor approxima-
tion. The impurity band formed by the coupling of N defect
modes containN resonances in the transmission spectrum. The
coupling strength depends on defect mode Q-factor and con-
finement or defect separation, which assign as n in Fig. 3. The
coupling strength is reduced with increasing confinement. For
1D PhC transmission coefficient of CCRA TN(ω) which char-
acterizes impurity band can be calculated analytically as fol-
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Fig. 4. Band structure of 2D triangular lattice PhC. The air-hole
radius is 0.30a, where a is a lattice period. Three band-edge points
(M2, K2 and G2) with low group velocity are shown.

lows: 1/TN(ω) = (1/T1(ω)) sin2(Nβ)/ sin2(β), where T1(ω)

is a transmission coefficient of unit cell, the Bloch phase β is
determined as cosβ = Re(1/T1(ω)).

The optimized the CCRA structures of 2D PhCs in accor-
dance with calculations were fabricated. The experimental
photonic band (PB) structure will be determined by variable-
angle reflectivity spectroscopy. The angle-resolved photolu-
minescence which permits tracing of the photonic dispersion
and revealing the PB structure of leaky modes will be also
used. Application of quantum dots (QDs) as active material
promising due to reduced diffusion in QD layer and so reduced
surface nonradiative recombination for PhCs. Another impor-
tant feature of QDs is a wide spectral bandwidth for emission
which results from QD size fluctuations and helps for probing
PB structure over a wide wavelength range. The transmission
measurements will be also used to obtain the group velocity
dispersion and slowing light due to quasiflat impurity band of
the CCRA superlattice structures.

3. Conclusions

The technology of fabrication of 2D PhCs with coupled-cavity
resonator array (CCRA) that is patterned into an active planar
waveguide containing In(Ga)As/GaAs quantum dots has been
developed and the samples with different coupling strength
were prepared. The numerical calculations with transfer ma-
trix and finite element methods confirmed that the photonic
structure can be optimized to achieve impurity band with re-
duced group velocity. The optical characterization and exper-
imental analysis slowing light and group velocity dispersions
of the CCRA are in progress now.
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Special frequencies in optical spectra of resonant Bragg
structures
M. M. Voronov, E. L. Ivchenko, A. N. Poddubny and V. V. Chaldyshev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We demonstrate theoretically that there exist two special frequencies in the optical reflection spectra from the
resonant Bragg quantum-well structures at which the absolute value of reflection coefficient r(N) is almost independent of
the quantum well number N . We give an analytical explanation of this effect in terms of a linear-fractional transformation
r(N) sending points N on the real axis to a circle in the complex plane. It has been shown that allowance for the dielectric
contrast gives rise to a third special frequency at which the contributions to the reflectivity related to the dielectric contrast
and the exciton resonance compensate one another. The absorption spectra are shown to have special frequencies as well;
however the latter lie not outside the polariton band gap as in the case of reflection spectra but inside the gap.

1. Introduction

In resonant Bragg structures without the dielectric contrast,
i.e., with coinciding the dielectric constant n2

b of the barrier
material and the background dielectric constant n2

a of the quan-
tum well (QW), the reflection spectrum for small enough num-
ber N of wells is described by a Lorentzian with the halfwidth
N00 + 0, where 00 and 0 are exciton radiative and nonra-
diative damping rates [1]. For a very large number of wells
the reflection coefficient is close to unity within the forbidden
gap for exciton polaritons and rapidly decreases near the gap
edges ω0 −/ and ω0 +/, where ω0 is the exciton resonance
frequency and / = √

2ω000/π [2, 3, 4]. In Refs. [4, 5] the
reflection spectra are calculated for arbitrary values of N . The
calculations have demonstrated an existence of two special fre-
quencies at which the reflection coefficient from the resonant
Bragg structure is practically independent of the QW number
and very close to that for reflection from a semi-infinite homo-
geneous medium with the refractive index nb. In the present
paper we give for the first time an analytical interpretation of
this effect and question its existence in the absorption spectra.
Moreover, we analyze the role of dielectric contrast and the de-
tuning from the exact Bragg condition nb(ω0/c)d = π in the
formation of the special frequencies (d is the structure period).

2. Reflection spectra

The structure under consideration contains a cap layer of the
thickness b′ (material B), N QWs (material A), each of the
width a, separated by the barriers B of the thickness b and the
semi-infinite medium B. Under normal incidence of the light
wave of the frequency ω, the amplitude reflection coefficient
can be written as [1]

r(N) = r01 + r̃Ne2iφ

1+ r01r̃Ne2iφ . (1)

Here r01 = (1−nb)/(1+nb), φ = kb(b
′−b/2), kb = nb(ω/c),

r̃N is the reflection coefficient from the structure with N QWs
placed between the infinite barriers. It is given by [6]

r̃N = r̃1

1− t̃1
sin(N−1)Kd

sinNKd

, (2)

where the complex coefficients r̃1, t̃1 describe the reflection
from and transmission through the layer of the thickness d =
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Fig. 1. The reflection spectra RN(ω) from N -QW structure with the
matched dielectric constants of compositional materialsA and B.The
calculation is performed for the background refractive index nb =
3.45, the exciton resonance frequency, radiative and nonradiative
damping rates defined by h̄ω0 = 1.533 eV, h̄00 = 50 µeV, h̄0 =
100 µeV and b′ = (a/2) + b. Curves correspond to six structures
with different number of QWs indicated at each curve.

a+b containing a QW in its center, K is the wave vector of an
exciton polariton at the frequency ω in an infinite regular QW
structure.

Fig. 1 shows the reflection spectra from the resonant Bragg
structures with matched dielectric constants. Parameters of
the structures are indicated in the figure caption. In agreement
with [4, 5], one can see that for two frequencies labelled ω+
andω− the reflection coefficientRN = |r(N)|2 is indeed close
to r2

01 and almost independent of N , at least for N < 100. The
special frequencies are tied to the exciton-polariton forbidden-
gap edges ω0 ± / in such a way that ω+ − (ω0 + /) � /

and (ω0 − /) − ω− � /. On the other hand, the reflection
coefficient R∞ from the semi-infinite structure (curve ∞ in
Fig. 1) shows an abrupt fall from values close to unity at 0 $= 0
(or equal unity at 0→+0) inside the forbidden gap to values
R∞ < r2

01 in the adjoining allowed bands.
An existence of the special frequencies ω± in the reflection

spectra can be understood if one notices that in the vicinity of
the edge frequenciesω0±/, where |N(Kd − π)| is small, the
ratio of the sine functions in (2) can be approximated by

sin [(N − 1)Kd]/ sin (NKd) ≈ −(N − 1)/N . (3)

Therefore, the reflection coefficient r̃N and, hence, the reflec-
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Fig. 2. The reflection spectra from Bragg QW structures with the
dielectric contrast. The calculation is performed for h̄0 = 100 µeV,
a = 120 Å, na = 3.59 and nb = 3.45. Curves are calculated for
six structures containing different number, N , of wells indicated at
each curve.

tion coefficient (1) can be presented as the Möbius or linear-
fractional transformation

r(N) = (αN + β)/(γN + δ) (4)

with α = r01(1 + t̃1) + e2iφr̃1, β = −r01 t̃1, γ = 1 + t̃1 +
e2iφr01r̃1 and δ = −t̃1. Let us continue analytically the depen-
dence r(N) to the whole complex plane z = z′ + iz′′ and take
into account that the linear-fractional transformation r(z) sends
a circle to a circle, a straight line can be considered as a circle
of the infinite radius, and the points z = 1, 2, . . ., N, . . . lie
on the real axis. It follows then that the complex values r(N)

lie on the circle of some radius ρ centered at some point w0 so
that one has r(N) = w0 + ρeiφN , where only the phase φN is
N -dependent. The values of w0 and ρ are related to α, β, γ
and δ by [7]

w0 = i

2

αδ∗ − βγ ∗

Im(γ ∗δ)
, ρ =

∣∣∣∣αγ − w0

∣∣∣∣ . (5)

If there exists a frequencyωwherew0 vanishes (or is very close
to zero) then the reflection coefficient RN at this frequency
is independent of N and equal to |α/γ |2. We see that the
approximation of r(N)by a linear-fractional transformation (4)
and a smallness of the minimal value of the function |w0(ω)|
allows us to explain the existence of special frequencies ω±.

Fig. 2 shows the N -dependence of reflection spectra from
the resonant Bragg structures with the different refractive in-
dices na and nb. The values of parameters are indicated in the
figure caption. One can see that, instead of two, there are three
special frequencies in the reflection spectra. They are labelled
as ω−, ω+ and ω′+. An appearance of the special frequencies
ω± can be explained in terms of the linear-fractional trans-
formation as well as for the structures without the dielectric
contrast. Unlike the frequencies ω±, at the frequency ω′+ both
the absolute value and the phase of the reflection coefficient
r(N) are practically independent of N . This happens because
the contributions to the reflectivity due to the dielectric con-
trast and the exciton resonance compensate one another [8].
As a result, the amplitude reflection coefficient from the whole
structure r(N, ω′+) equals r01 and is independent of N .
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Fig. 3. The absorbance spectra from Bragg QW structures with
the matched dielectric constants. The parameters of the structures
coincide with those indicated in the caption to Fig. 1. Inclined lines
point to the special frequenciesω+ andω−, vertical arrows touching
the abscissa indicate the polariton-gap edges in the infinite Bragg
structure.

3. Absorption spectra

In Fig. 3 we depict the absorbance spectra, AN(ω), of QW
structures with the same parameters as in the caption to Fig. 1
but for different numbers of wells (indicated at each curve).
The absorbance is defined as AN = 1 − RN − TN , where
TN is the transmission coefficient. It determines the fraction of
the incident photon flux absorbed in the QWs and is nonzero
only for nonvanishing exciton nonradiative damping. In agree-
ment with Ref. [5], the spectra are also characterized by special
frequencies similar to those in the reflection spectra. A crucial
difference between the special frequencies in the reflection and
absorption spectra is that the former and latter lie, respectively,
outside and inside the polariton band gap. Moreover, in the
case of absorption spectra the special frequencies are formed
beginning from a rather large number of wells, N ≥ 90. It is
worthwhile to notice a narrow dip in the absorbance spectra at
the resonant frequency ω0 which is absent for few QWs and
becomes pronounced with the increase inN . The origin of this
dip will be explained elsewhere.

The calculation shows that allowance for a small dielectric
contrast or the slightest detuning from the resonant Bragg con-
dition strongly modifies the reflection and absorption spectra
and remarkably shifts the special frequencies.
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Low frequency noise in monodispersed platinum nanostructures
close to the percolation threshold
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Abstract. We report, for the first time, on the low frequency noise in monodispersed nanostructures. The platinum (Pt)
spheres of 1.8 nm in diameter were deposited on a dielectric substrate using the laser ablation technique. The low-frequency
noise was studied in the frequency range 1 Hz–50 kHz at temperatures from 9 to 300 K. Noise processes have been
investigated both above and below the percolation threshold. The level of the 1/f noise in “metallic phase” (above the
threshold) indicates a strikingly high level of the Pt structure quality in the spheres. In the “dielectric phase” (below the
threshold), the noise spectral density SI is proportional to the squared current only at very small currents I . Deviation from
the conventional SI ∝ I 2 law occurs in these samples at current densities which are 5–6 orders smaller than that in metallic
phase.

Introduction

Investigation of the granular nanostructures transport proper-
ties is in the forefront of solid state physics. Such structures
have an excellent potential for applications in nanoelecronics
and single electron devices [1, 2]. One of the most promising
technologies for fabrication of these structures is the laser ab-
lation technique [3]. This technique allows obtaining spherical
metallic nanoparticles with extremely small dispersion of the
particles sizes. The dispersion in the diameters of Pt and Ni
spherical nanoparticles does not exceed, for example, the thick-
ness of a single atomic layer. Investigations of the low fre-
quency noise in such systems can provide important informa-
tion about the character of the current percolation. In addition,
the level and character of the low frequency noise is one of the
most important characteristics of nano-devices, which can be
potentially used in microwave and optical communication sys-
tems (see, e.g. [4]). However, to the best of our knowledge, the
low frequency noise in metallic monodispersed nanostructures
has not been investigated until now.

1. Experimental

In this work we studied the low frequency noise in monodis-
persed nanostructures of Pt spheres with the 1.8 nm diameter
deposited as a monolayer on a dielectric substrate by the laser
ablation technique. The spectral noise density of the current
fluctuations SI was measured in the frequency range 1 Hz–
50 kHz in the temperature interval 9–300 K. Temperature mea-
surements were made in the LTS-22 cryostat. Low frequency
noise was measured using the low noise Signal Recovery 5184
amplifier and SR770 spectrum analyzer.

2. Result and discussion

The percolation threshold,p0, for the monolayer of the Pt parti-
cles in question corresponds to the condition 0.51 < ϑ < 0.76,
where ϑ is the part of the area occupied by the Pt spheres.

At ϑ = 0.76 (quasi metal phase), the level of the noise as
well as its temperature dependence are very close to those of
thick pure metallic layers of platinum. The conductivity of such
samples is also very close to the conductivity of bulk platinum.
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Fig. 1. Typical temperature dependences of the relative spectral
noise density for “metallic” samples (θ = 0.76, above percola-
tion threshold). Inset shows the temperature dependences of rel-
ative Hooge parameter (normalized to (300 K) for different metals
and alloys with different level of the structural perfection. Curve 1
represents the data obtained in this work for nanospheres of amor-
phous Pt. Curves 2 and 3 show the data for the 70 nm thick Au and
Ag films. Curves 4 and 5 show the data for Au60Pd40 films subjected
to different temperature treatments.

This result is quite unexpected one, because even in the layers
of a much larger thickness than the diameter of nanospheres
under investigation, the conductivity is appreciably smaller and
the level of the 1/f noise is much higher than those in bulk
platinum.

The frequency dependence of the relative spectral noise
density SI /I

2 has the form SI /I
2 ∝ 1/f , where γ is close to

unity across all temperature range 9–300 K (flicker noise).
The Hooge constant, α, is about 10−2 at room temperature

and decreases monotonically with temperature decrease in the
region from 300 to 60 K (Fig. 1).

At current density j < 107 A/cm2, the spectral noise den-
sity, SI , is approximately proportional to I 2. With a further in-
crease in j , the SI (I ) dependence becomes noticeably steeper
due to generation of excess defects by the flowing current [5].
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Fig. 2. The current dependences of the noise spectral density for
“dielectric” samples. 1 — typical dependence; 2 — the dependence
for a sample with maximum noise level. 300 K. Dashed lines corre-
spond to the law SI ∝ I 2. 300 K. Frequency of analysis f = 10 Hz.

At θ = 0.51 (below the percolation threshold), the tem-
perature dependence of the conductivity, σ , follows the well
known law σ exp[−(T0/T )

1/2]. The relative noise spectral
density SI /I 2 exceeds by many orders the corresponding value
of SI /I 2 for the quasi metallic structure (θ = 0.76). The value
of SI is approximately proportional to I 2 only at very small
currents and increases very sharply with a further increase in
current (Fig. 2).

In dielectric samples a deviation from the SI ∝ I 2 law
takes place at current densities 5–6 orders smaller than those
for quasi metallic samples. One can assume that in dielectric
samples, close to the percolation threshold, the voltage applied
to the sample drops across several tunnel junctions between
“metallic filaments” of conducting clusters. In this case, even
at a small applied voltage, the electric field in these junctions
is very high.
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Low-temperature magnetic properties of In-opal nanocomposites
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Abstract. The method of production of superconducting (SC) nanoparticles ensembles inside a regular porous dielectric
opal matrix with spatially modulated electrical and magnetic properties was applied. Magnetic properties of In-opal
nanocomposite materials were investigated in SC state. Size and collective effects in magnetic properties of nanoscale
superconductor ensembles in SC state with grain sizes comparable to the coherence length ξ are discussed.

Introduction

Superconductivity of three-dimensional regular ensembles of
metallic nanoparticles was studied much less extensively than
SC of two-dimensional systems, mainly because of technologi-
cal difficulties. The recent finding of size and collective effects
in such nanoscale superconductor ensembles [1] stimulated in-
terest in studying the magnetic properties of these systems.

1. Samples and their characterization

3-dimensional regular ensembles of SC nanosize In grains were
prepared using porous opals as templates [2]. The voids be-
tween contacting SiO2 spheres of diameterD = 230−290 nm
were filled by molten In under pressure (sample 60.1). The
method [3] of molecular layer-by-layer deposition of TiO2 ox-
ide on inner surfaces of the voids and channels interconnecting
the voids was used to prepare several samples with different
numbers of TiO2 monolayers (up to 60 for the samples 60.2,
60.3, 34). This method of changing the opal inner surface al-
lows to vary the geometric parameters of the In grain lattice
down to the limit when the size of octahedral voids dO, tetra-
hedral voids dT, which are interconnected by narrow bridges
db (Table 1), are less than the coherence length (ξ0 = 640 nm
in bulk In) and the London penetration depth (λL = 64 nm in
bulk In).

Table 1. Geometric characteristics and superconducting parameters
of the In-opal nanocomposites.

Sample 60.1 60.2 60.3 34
kIn 0.26 0.22 0.19 0.08
D (nm) 290 290 290 230
dO (nm) 120 115 109 69
dT (nm) 66 60 55 26
db (nm) 45 40 34 10
Hc1 (Oe) 52 280 320 1250
ξ0 eff (nm) [4] 208 147 130 < 48
λeff (4.2 K) (nm) [4] 94 47 36 < 5

The dc magnetic properties were studied in the temperature
interval 1.72–10 K and in magnetic fields up to 10 kOe using a
commercial SQUID magnetometer. Before each measurement
near-surface region of the samples was etched in hydrochloric
acid in order to remove thin In layers possibly deposited on the
surfaces.

2. Results and discussion

Fig. 1 shows for all the composite In-opal samples studied that
with increasing magnetic field the Meissner state is followed

by the “mixed state” and eventually the normal state, as for
type-II superconductors. The observed numerous magnetiza-
tion jumps manifest first-order phase transitions L → L + 1
inside the SC state, associated with the subsequent vortex en-
tering into minimal In contours with four Josephson junctions
in the (110) plane. For the sample No. 34 the jumps on in-
creasing field occur at H0→1 = 1.45 kOe, H1→2 = 2.5 kOe,
H2→3 = 3.2 kOe, H3→4 = 3.7 kOe, H4→5 = 4.15 kOe and
H5→6 = 4.45 kOe. For sweeping down the magnetic field only
the transition into L = 1 state was observed for the samples
No. 60.2 and No. 60.3 (H2→1 ≈ 0.3 kOe for both compos-
ites), yet no such effect was observed for the sample No. 34.
Instead, a similar series of magnetizations jumps as given above
appeared on the negative side of the magnetization loop (see
Fig. 2). Apparently, pinning of vortices brings about a substan-
tial magnetic hysteresis that increases with decreasing the In
grain sizes (cf. Fig. 1). Such a hysteresis is associated with the
existence of the critical current, which can be estimated using
the Bean model that predicts Jc(H, T ) = a/σ(H, T )/R (Jc in
units of A/cm2, in Gs, R in cm), with the coefficient a = 16.97
for a sphere of radius R [6] and a = 15 for a cylinder.

The observed screening is produced by Josephson super-
currents flowing between the SC grains through the bridges in
response to the applied magnetic field. The magnetic field gen-
erated by these supercurrents screens the interactions between
the fractionally charged vortices in the array. In most cases the
screening length was proven to be larger than the size of the
sample itself.
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Fig. 3. The magnetization isotherms of the sample No. 34, plotted as
a function of lnH in the region between the first and second critical
magnetic fields.

Markedly, the shielding fraction of the sample No. 34, cal-
culated from the low-field data, was about 80% of that pre-
dicted for an ideal diamagnet, in spite of the volume fraction
of In grains in this sample was only 8%. In order to estimate the
penetration depth the magnetization isotherms were analyzed
in terms of the relation dσ/d(lnH) ∼ 1/λ2(T ) ∼ nS(T ),
valid in intermediate-field region, as displayed in Fig. 3. Some
deviation of (lnH ) curves from a straight-line behavior seen in
stronger magnetic fields may be due to contribution of the vor-
tex core energy to the magnetization [5], because the volume
of vortex cores (SiO2 spheres) is in the sample studied much
larger than the overall volume of In insertions.

The temperature variations of the magnetization in the sam-
ple No.34, measured in a few different magnetic fields upon
cooling the specimen in zero field, are shown in Fig. 4. Evi-
dent from this data is a paramagnetic response that occurs when
flux enters inside a unit cell of the Josephson-junction array. In
such a case the screening SC current changes from a negative
value that compensates the external magnetic field to a positive
one, which gives rise to an additional flux density generating
the fluxoid equal to 0 (the phase difference around the cell
changes by 2). This circular SC current gradually diminishes
with increasing H and reaches zero for φint = φext = φ0. For
the sample No. 34 it happens for H ≈ 1.4 kOe (cf. Fig. 4).

3. Conclusions

The present study revealed the key role of SiO2 spheres in In-
opal composites (with TiO2 layers deposited on the inner sur-
faces of the voids) in controlling the magnetic hysteresis and
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Fig. 4. Temperature dependencies of the magnetization in the sample
No. 34, taken in different fields in ZFC regime.

flux capture processes inside the SC nanoparticle regular en-
sembles. The systems studied were characterized by the size of
the nanoparticles being less than the London penetration depth
and the magnetic vortices being unable to form in the grains
via the regular Abrikosov mechanism. It was clearly demon-
strated that the magnetic dynamics in such three-dimensional
Josephson-junction arrays significantly differs from that char-
acteristic of homogeneous superconductors.
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Abstract. Magnetization-induced optical third-harmonic generation (MTHG) is observed in magnetic nanostructures:
Co nanolayers and granular films containing Co nanoparticles. Magnetization-induced variations of the MTHG
characteristics in these nanostructures exceed the typical values of linear magneto-optical Kerr effect by at least an order of
magnitude. Correlation between the concentration dependencies of magnetic contrast of MTHG intensity and coefficient of
giant magnetoresistance is observed in nanogranular films below the percolation threshold. This points out the obvious
relations between nanomagnetism and nonlinear magneto-optical phenomena.

Introduction

Magneto-optics, with its more than century-long history, re-
mains one of the most important experimental methods in
studies of magnetism. Recently, significant attention has been
directed exclusively towards nonlinear magneto-optics: first
magnetization-induced second harmonic generation (MSHG)
was observed experimentally in yttrium-iron garnet films [1],
then at surfaces of magnetic metals [2], in magnetic multilay-
ers [3] and nanogranules [4]. For the period of MSHG studies it
was well recognized that MSHG is a powerful probe of surface
and interface magnetism. These magnetization-induced effects
in MSHG overshadowed third-order nonlinear magneto-optical
effects because of their small expected value. Moreover, the
pessimism in observation of the third-order magneto-optical
effects increased when authors of [5] failed in observation of
MTHG in thin magnetic films. Meanwhile, experimental ex-
tension of nonlinear magneto-optics from MSHG to the MTHG
probe is desirable as can provide complementary information
about magnetic contribution related to the bulk of nanostruc-
tures whereas MSHG probes the surface and interfacial contri-
butions to nanomagntism.

In this paper, considerable magnetization-induced THG
is experimentally observed in the magnetic nanostructures:
Co nanolayers and granular films containing Co nanopar-
ticles. The correlation between giant magnetoresistance
and magnetization-induced THG is observed in magnetic
nanogranular films.

1. Experimental

The samples of magnetic nanostructures studied in this work
are: (1) magnetic nanogranular films of the composition
CoxAg1−x and (2) thin homogeneous Co films. The CoxAg1−x
films are prepared by the co-evaporation of Co and Ag from
two electron-beam sources onto glass-ceramic substrates. The
structure of CoxAg1−x films is characterized by X-ray diffrac-
tion and reveals the existence of nanogranules with the diam-
eter ranging from 3 nm to 6 nm for the composition x <

0.4. The fabricated granular films exhibit giant magnetore-
sistance (GMR) effects that are characterized by the GMR co-
efficient: ρGMR = −[R(0)− R(M)]/R(0), where R(M) and
R(0) is Ohmic resistance measured in magnetized and demag-

netized material. ρGMR is measured by the four-probe method
at room temperature in a magnetic field up to 8 kOe. Homoge-
neous Co films 400 nm thick are deposited in similar conditions
using a single Co source.

The output of an OPO laser system “Spectra-Physics
MOPO 710” at 800 nm wavelength, pulse duration of 4 ns,
pulse intensity of 2 MW/cm2, and a Q-switched YAG:Nd3+
laser at 1064 nm wavelength, pulse duration of 15 ns and pulse
intensity of 1 MW/cm2 are used as the fundamental radiation.
The THG radiation is filtered out by appropriate glass bandpass
and is detected by a PMT and gated electronics. To normal-
ize the THG signal over the OPO and YAG:Nd3+ laser fluency
and the spectral sensitivity of the optical detection system, an
independent reference arm is used with a Z-cut quartz plate
as a reference and a detection system identical to that in the
“sample” arm. The THG interferometry is performed by trans-
lating a 30 nm thick indium-tin-oxide (ITO) film on a glass
substrate in the direction parallel to the laser beam. An in-plane
dc-magnetic field up to 2 kOe is applied in nonlinear magneto-
optical measurements at the magnetic samples by permanent
Fe-Nd magnets.

2. Magnetization-induced third-harmonic generation

Figure 1 shows the THG interference patterns for Co film for
the opposite directions of magnetization. These interference
patterns demonstrate considerable magnetization-induced ef-
fect in THG intensity and the magnetization-induced phase
shift of ϕ3ω(M) = 70◦ between optical fields of magnetic and

2 4 6 8 10

40

30

20

10

0

T
H

G
 in

te
ns

ity
 (

ar
b.

 u
ni

ts
) ϕ = 70° ±10°

M↑

M↓

Reference position (cm)

Fig. 1. The MTHG interferometry patterns in Co film for the oppo-
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crystallographic (nonmagnetic) contributions. The MTHG in-
terferometric measurements allow to get both relative contri-
bution of MTHG in the total THG intensity, relative phase shift
between magnetic and crystallographic THG fields and, as a
consequence, a ratio of magnetic and crystallographic (non-
magnetic) third-order susceptibilities. Results of these com-
plex measurements of the magnetic contrast in the THG in-
tensity, the relative phase shift of magnetization-induced THG
field and the ratio of the magnetic and crystallographic compo-
nents of the third-order susceptibility are summarized in Table 1
for homogenous Co nanolayer and Co0.31Ag0.69 nanogranular
film.

Table 1.

ρ3ω ϕ3ω(M) χ
(3)odd
eff (M)/χ

(3)cryst
eff

Co 0.09±0.03 70◦ ±10◦ 0.55±0.1
Co0.31Ag0.69 0.09±0.03 17◦ ±5◦ 0.16±0.05

These magnetization-induced variations of the MTHG
characteristics exceed the typical values of linear magneto-
optical Kerr effect (MOKE) by more an order of magnitude.

3. Correlation between GMR and nonlinear magneto-
optical Kerr effect

The observation of magnetization-induced effects in THG from
CoxAg1−x nanogranular films allows one to perform a com-
parative analysis of MTHG and GMR effects. Figure 2 shows
the dependence of ρ3ω on the concentration of Co in CoxAg1−x
films, which reveals a monotonic increase for x > 0.4 and a
local maximum in the vicinity of x ≈ 0.3. The monotonic
increase corresponds to a straightforward monotonic enlarge-
ment of the ferromagnetic phase in the Co fraction of the com-
posite material as the concentration of Co exceeds the perco-
lation threshold. As a result of this general relation between
Co concentration and magnetic contrast the latter is reduced in
the granular materials relative to the continuous films. A lo-
cal maximum corresponds to the specific magnetic properties
of nanogranules: ρ3ω(x) attains a local maximum at the same
region of Co concentration (0.3–0.35) as the concentration de-
pendence of ρGMR. It is worth noting that correlation between

GMR
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Fig. 2. Magnetic contrast of the THG intensity for CoxAg1−x
nanogranular films at the fundamental wavelength of 1064 nm as a
function of Co content x (shown with open circles). The SHG mag-
netic contrast at the fundamental wavelength of 1064 nm (closed
circles), and 800 nm (half-closed circles), respectively. Magnetore-
sistance as a function of x in the CoxAg1−x films (triangles).

ρ3ω(x) and ρGMR(x) is almost the same as for ρ2ω(x) for the
MSHG intensity as it is shown in Fig. 2 and is recently observed
in [4]. GMR in CoxAg1−x nanogranular films is attributed to
the spin-dependent electron scattering and is highly sensitive to
the quality of nanoparticle structure and interface that can be-
come apparent in correlations between GMR and both MSHG
and MTHG.

In conclusion, magnetization-induced optical third-har-
monic generation is observed in magnetic homogeneous Co
nanolayers and magnetic films containing Co nanogranules.
Magnetization-induced variations of the THG parameters ex-
ceed the typical values of the linear MOKE by at least an
order of magnitude. Correlation between the dependencies
of ρ3ω/2ω(x) and ρGMR(x) is observed below the percolation
threshold in CoxAg1−x films, which reveals the spin-dependent
scattering GMR mechanism. The general conclusion about
correlation between MTHG and GMR in CoxAg1−x films de-
mands further detailed studies.
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Giant optical third-harmonic generation in Ag nanoparticles:
nonlinear-optical spectroscopy of local fields in nanostructures
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Abstract. Surface-enhanced optical third-harmonic generation (THG) is observed in silver island films. The THG intensity
from Ag nanoparticles is enhanced by more than two orders of magnitude with respect to the THG intensity from a smooth
and homogeneous silver surface. This enhancement is attributed to local plasmon excitation and plasmon resonance of the
local field at the third-harmonic wavelength.

Introduction

Observation of surface-enhanced nonlinear optical effects
in silver island films dates back to paper by Wokaun et
al [1], where surface-enhanced optical second-harmonic gen-
eration (SHG) and surface-enhanced Raman scattering were
observed in silver island films. The enhancement of the SHG
intensity was attributed to the resonant enhancement of the lo-
cal field at the SHG wavelength, mediated by the excitation of
the local surface plasmons in silver nanoparticles.

According to this approach, the third-order nonlinear po-
larization of a rough metal surface or an array of small metal
particles is given by: P3ω = L3ωχ

(3)(3ω)L3
ωE

3
ω at the third-

harmonic generation (THG) wavelength, whereχ(3)(3ω) is the
third-order susceptibility of metal;Eω is the optical field at fun-
damental wavelength; andLω andL3ω are the local field factors
at the corresponding wavelengths. The spectral dependence of
the local field factor of an array of small metal spheroids em-
bedded in a dielectric matrix within the simple approach in
dipole and effective media approximations, is given by:

L(λ) = εd(λ)

εd(λ)+ [εm(λ)− εd(λ)] (N − q/3)
, (1)

where εd(λ) and εm(λ) are the dielectric constants of the di-
electric matrix and of the metal, respectively; N is the shape-
dependent depolarization factor of the spheroids; and q is the
filling factor, i.e., the relative fraction of the metal in a com-
posite material. The resonant wavelength of the local field fac-
tor, λres, corresponds to setting the real part of the denominator
in Eq. 1 to zero:

Re [εd(λres)+ [εm(λres)− εd(λres)] (N − q/3)] = 0 .

For an isolated small Ag sphere in vacuum λres ≈ 200 nm.
Three factors result in the red-shift of λres up to the visible
range for an array of particles: (1) the distortion of the particle
shape, (2) the dipole-dipole interaction between particles and
(3) an increase in the dielectric constant of the matrix material.
The resonant increase of the local field factor at λres results in
a many-fold increase of the nonlinear-optical response from a
nanoparticle array.

In this paper, surface-enhanced THG and third-order hyper-
Rayleigh scattering is observed in Ag island films. The reso-
nant plasmon mechanism of the THG enhancement is proved.

1. Experimental

The films were prepared by thermal evaporation of silver onto
the substrates of silicon Si(001) wafers at a rate of 3–4Å/s and

residual pressure of 10−5 Torr. The silicon wafers were chosen
as substrates because of, first, the flatness and homogeneity of
the surface, and, second, the simplicity of the chemical etching
procedure that is used for the preparation of a step-like SiO2
wedge. Three types of Ag films are studied: Ag island film
with a mass thickness of dM ≈ 1 nm and expected plasmon
resonance at λres ∼ 355 nm, Ag island film with plasmon
resonance in the vicinity of λres ∼ 270 nm on the silicon oxide
step-like wedge, and a thick homogeneous Ag reference film
with a thickness of dR ≈ 40 nm. The thick homogeneous Ag
film is used as a reference source of non-enhanced bulk THG for
the measurement of the THG enhancement from island films.
An atomic force microscopy with a height resolution of 1 nm
and lateral resolution of approximately 10 nm, shows that the
average lateral size and height of silver nanoparticles is about
40 and 3 nm, respectively. The outputs of two laser systems
are used as the fundamental radiation in the THG experiments:
(1) an OPO laser system, “Spectra-Physics MOPO 710”, with a
wavelength which is tunable in the spectral range from 490 nm
to 680 nm, a pulse duration of 4 ns, and a pulse intensity of
2 MW/cm2; and (2) a Q-switchedYAG:Nd3+ laser at a 1064 nm
wavelength, a pulse duration of 15 ns, and a pulse intensity
of about 1 MW/cm2. The THG radiation is filtered out by
appropriate UV and bandpass filters and detected by a PMT
and gated electronics.

2. Surface-enhanced third-harmonic generation

The black circles in Fig. 1 show the azimuthal dependence of
the THG intensity from the sample ofAg island film in the spec-
ular direction for the s-in, s-out combination of polarizations of
the fundamental and TH waves. The anisotropic component of
the THG signal is related to the nonlinear response of Si(001)
substrate, whereas the isotropic THG is attributed to both Ag
nanoparticles and Si substrate. To distinguish the THG contri-
bution ofAg island film from that of the substrate, the azimuthal
dependence of the THG intensity from Si(001) is measured in
the same s-in, s-out geometry (open triangles in Fig. 1). The
ratio of the anisotropic components of THG from silver island
film on Si(001), I anis

IF+Si(3ω), and silver-free Si(001) substrate,
I anis

Si (3ω), gives an attenuation coefficient of the THG response
from substrate due to the absorption and scattering in the silver
coverage: α3ω = I anis

IF+Si(3ω)/I
anis
Si (3ω) = 0.46 . The estima-

tion of the α3ω coefficient is the first step in the determination
of the THG enhancement for Ag island films. The relative
value of the THG intensity from Ag nanoparticles in the spec-
ular direction is I spec

IF (3ω) = I is
IF+Si(3ω)− α3ωI

is
Si(3ω), where
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Fig. 1. The THG intensity as a function of the azimuthal an-
gle from: (black circles) silver island film with dM ≈ 1 nm
on Si(001) substrate, (open triangles) silver-free Si(001) substrate,
(black squares) thick homogeneous reference Ag film with a thick-
ness of dR ≈ 40 nm; the solid lines are results of approximations.

I is
IF+Si(3ω) and I is

Si(3ω) are the isotropic components of THG
from the island film on Si(001) and from silver-free substrate,
respectively. Obtaining the total intensity of the diffuse THG
from Ag nanoparticles demands the measurement of the THG
scattering pattern or depends of the THG intensity on the polar
scattering angle. Inset in Fig. 2 shows the experimental scat-
tering pattern of diffuse THG from silver island films where
the angular width of the normalized form-factor is approxi-
mately 3◦ ± 0.5◦. This sufficiently exceeds the angular width
of 1◦ ± 0.5◦ of the scattering pattern of linear Rayleigh scat-
tering. The total intensity of the diffuse THG can be obtained
by angular integration of the THG scattering pattern and in the
case of the small angular width of S3ω(θ), is given by:

IIF(3ω) = I
spec
IF (3ω)

 1

�

∫
/θ

S3ω(θ)dθ

2

≈ 0.6·102I
spec
IF (3ω) ,

where� is an angular aperture of the THG detection system and
/θ is the angular interval of integration. To estimate quantita-
tively the THG enhancement, we consider the total THG inten-
sity of the specular THG from a model homogeneous film with
an equivalent thickness of dH = 1 nm and compare this with
the THG intensity from a thick homogeneous reference film
with a thickness of dR ≈ 40 nm. The THG intensity detected
from the reference film comes from the Ag layer correspond-
ing to the escape depth LEsc of the THG wave (black squares
in Fig. 1). In our experimental conditions, LEsc ∼ 7 nm for
λ3ω = 355 nm. Thus, the enhancement of the THG intensity
from Ag island film with respect to a thick homogeneous Ag
film is given by:

G = IIF(3ω)

IHF(3ω)
≈ IIF(3ω)

IRef(3ω)

[
LEsc

dH

]2

≈ 1.2 · 102 , (2)

where IHF(3ω) and IRef(3ω) are the THG intensity from the
model homogeneous film with the thickness of dH ≡ dM and
thick homogeneous reference Ag film, respectively.

3. Spectroscopy of third-harmonic generation: local
plasmon mechanism of enhancement

The main panel in Fig. 2 shows a set of THG spectra for dox
increasing in the range from 2 nm to 100 nm. The observed
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Fig. 2. Main panel: dependencies of the THG intensity on the
fundamental wavelength for Ag island films deposited on the SiO2

step-like wedge for dox = 2 nm (open squares), 70 nm (black circles)
and 100 nm (open circles). Inset: THG scattering pattern, the THG
intensity from the island film as a function of polar scattering angle
(angular width is 3◦±0.5◦) and the linear Rayleigh scattering pattern
with angular width of 1◦ ± 0.5◦.

effects of dox on the THG spectra as SiO2 thickness increases
from 2 nm to 100 nm is two-fold: (1) an apparent blue-shift
of approximately 6 nm of the THG resonance and, (2) a more
than four-fold increase of the THG resonant intensity. These
changes correspond to the decrease of the effective dielectric
constant of Ag islands situated at different steps of the SiO2
wedge. The impact of the dielectric constant of the substrate
on the resonant properties of surface-enhanced THG proves the
plasmon-assisted mechanism of the enhancement.

Normalized form-factors of scattering pattern at the THG
wavelengths is given by:

S3ω(θ) ∼ exp
[
−M3ωk

2
3ωl

2
cor(3ω)

]
, (3)

where lcor(3ω) is the correlation length at the THG wavelength,
k3ω = 2π(sin θ−sin θ0)/λ3ω andM3ω is an adjustable param-
eter at the THG wavelength, respectively; and θ0 is the angle
of incidence. The approximation of the diffuse THG scattering
patterns (inset in Fig. 2, solid line) corresponds to the correla-
tion lengths of lcor(3ω) ≈ 42 nm. This probably corresponds
to the averageAg particle size of 40 nm obtained from theAFM
measurements.

In conclusion, surface-enhanced THG is observed in Ag
island films with an enhancement of 1.2·102, which is attributed
to the local surface plasmon excitation in Ag nanoparticles at
the THG wavelength.
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Effect of increase of conductivity in nanometer island metallic films
under the influence of weak electric field
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Abstract. The variation of differential conductivity in island Ti-films were studied.

A study of the conductivity of ultrathinTi films in weak elec-
tric fields is presented here. Thin Ti films were grown by RF
sputtering onto glassceramic substrates; a thin dielectric layer
(Al2O3, d = 8Å) was sputtered on top of each metallic film as a
protective layer. The electric-field dependences of the specific
surface conductivity at T = 77 K and T = 300 K were mea-
sured for three samples of this type, differing by the thickness
of the Ti film (d = 7, 8.7, and 11Å). In addition, the surface
morphology of the structures was investigated by atomic-force
microscopy. AFM experiments show that Ti films with d ∼ 7Å
consist of islands with dimensions of ∼ 150−300Å. The dis-
tance between the islands is 15–100Å. As the film thickness
increases, the island size grows and the distance between them
decreases.

In Fig. 1, the relative change of the conductivity of these
three films (d = (1) 7, (2) 8,7 and (3) 11Å) is plotted as a
function of the applied electric field (F ). The specific con-
ductivity at F = 0 was σ1 = 7.5 · 10−8 �−1 for sample 1,
σ2 = 8.2 · 10−6 �−1 for sample 2, and σ3 = 9.3 · 10−5 �−1

for sample 3. The dependences of relative change of specific
surface differential conductivity for titanium films in depend
on applied electric field and measured at temperature T = 77
(curve a) and 300 K (curve b) are presented on Fig. 2 for struc-
tures with thickness d = 7Å.

One can see from Fig. 1, that considerable changes and
complex behavior of σ are observed for thinner sample, which
has lower conductivity (sample 1). Thus, a steep rise of σ
in electric fields up to 20 V/cm is observed in Ti films with
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Fig. 1. Dependence of relative change of specific surface conduc-
tivity of Ti — films on electric field (1 — d = 7Å; 2 — 8.7Å; 3 —
11Å).

d = 7Å and 8,7Å; for F > 20 V/cm, σ increases linearly with
the field. The conductivity of the Ti film with d = 11Å has
linear character at F > 5 V/cm.

The shape of the electric-field dependences of /σ in the
structures under study can be explained in the framework of
the well-known mechanism of the current flow in island and
granular films [1, 2]. The current flow in the island films is
related with two processes. First, thermodynamic equilib-
rium is established in the system via electron tunneling be-
tween the islands. As a result, a number of positively and
negatively charged islands appear (due to electron tunneling
from one initially neutral island to another) in addition to neu-
tral islands. As an electron passes from one neutral island to
another, the energy of the system changes by E ∼ e2/εR

(R is the island size and ε is the permittivity). The num-
ber of such islands N+− ∼ T exp(−E/kT ) for E � kT .
Second, formation of charged islands results in the possi-
bility of the current flow via tunneling of electrons between
charged and neutral islands, which does not require consid-
erable energy changes. Indeed, in such tunneling process
the energy can be changed by /E ∼ e2/ε(1/R1 − 1/R2)

(where R1 and R2 are the sizes of the two islands), if the
islands have different dimensions. The probability of such
transition W ∼ T exp(−/E/kT ) for /E � kT ; note that
E � /E. Ultimately, the conductivity of a such metallic
structure σ ∼ N+−W ∼ exp(−E/kT ) · exp(−/E/kT ) [2].

Apparently, the variation of σ with the electric field orig-
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Fig. 2. Dependence of relative change of specific surface conduc-
tivity of Ti — films on electric field (d = 7Å; a — T = 77 K, b —
T = 300 K).
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inates from the fact that, upon electron transitions between
the islands, the energy of the system changes (a) by the value
eU (where U is the potential difference between positive and
negative islands) in the case of tunneling from one neutral is-
land to another and (b) by the value eU1 (where U1 is the po-
tential difference between charged and neutral islands) in the
case of transitions between charged and neutral islands. Since
E � /E, the increase of σ in the low-field region is deter-
mined by the increase in the transition probability of electron
tunneling between charged and neutral islands; this probability
finally approaches some saturation value when U1 ≈ /E/e.
When the potential difference between the islands becomes
still higher, the only effect is an increase in the number of pos-
itively and negatively charged islands; it is this process that
determines the increase of the film conductivity in this regime.
As the film thickness increases, the energy /E is reduced due
to the growth of the island size. When the island size be-
comes sufficiently large, the energy /E � kT ; therefore, the
contribution to /σ related to the variation of the probability
of electron transition between charged and neutral islands with
the electric field disappears. Really, the dependence of conduc-
tivity for film with thickness d = 7Å at temperature T = 77 K
on electric field has difficult character as follow from Fig. 2.
As mention above, in this case the growth of film conductiv-
ity at increasing of electric fields determine by increasing of
charged island number and increasing of probability of electron
tunneling between charged and neutral islands in electric field
direction. When the relation /E/kT decrease approximately
in four times at temperature T = 300 K, the contribution in
growth of conductivity at increase of electric field from proba-
bility of electron tunneling between charged and neutral islands
is decreased as can see from approximately linear dependence
of film conductivity (Fig. 2, curve b).
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Ferromagnetic clusters and transport in Mn and Mg
co-implanted GaAs
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Abstract. Ferromagnetic clusters were incorporated into GaAs samples by Mn implantation and subsequent annealing.
Additional Mg implantation was used to provide the enhancement of p-type doping in GaAs:Mn layer. We characterized the
samples with SQUID magnetometry and magnetotransport measurements in the temperature interval 4.2 K< T <400 K.
Magnetization measurements reveal ferromagnetism up to 400 K (limited by the experimental setup). The anomalous Hall
effect elucidates the interaction the Mn spins and the itinerant holes. Negative magnetoresistance was observed at low
temperatures which changes to enchanced positive magnetoresistance effect at higher temperature.

Introduction

Mn-doped GaAs is an attractive diluted magnetic semiconduc-
tor (DMS) for a new spin-based electronics. It has been shown
that the Curie temperature (Tc) in Ga1−xMnxAs can be raised
by increasing the hole concentration as well as Mn concentra-
tion [1]. Although Mn acts as an acceptor in GaAs, the hole
activation ratio is much less than unity and the hole concentra-
tion tends to saturate due to the compensation of Mn acceptors
by the defects [2, 3]. Therefore, some additional doping of
acceptor impurity is needed to achieve a high hole concentra-
tion. It has been theoretically shown that the formation of Mn
interstitials and Mn-related clusters are enhanced with increas-
ing the hole concentration due to the Fermi energy effect [4].
A significant reduction of Mn interstitials is achieved by the
spatially separated doping of Mn and Be in GaAs applying the
migration-enchanced epitaxy (MEE) method [5, 6]. The other
method is the molecular beam epitaxy (MBE) growth of the
GaAs based heterostructures followed by low-temperature an-
nealing. Such procedure leads to the value of Tc = 250 K [7].

Ion implantation of Mn is also one of methods to fabricate
samples with carrier-mediated ferromagnetism. This method
was used to produce ferromagnetic hole-doped (Ga,Mn)As [8–
10].

In the present study we investigated the influence of Mn and
Mg ion implantation accompined by rapid thermal annealing
on magnetic and galvanomagnetic properties of p-GaAs.

1. Samples and experimental

Investigated structures were fabricated on semi-insulating
GaAs (100) substrate by ion implantation by Mn+ with the
energy of 100 keV and dose of 1016 cm−2. To stimulate an
enhancement of hole concentration in implanted layers, ad-
ditional acceptor doping by Mg+ ion implantation was per-
formed. The energy of Mg+ ions (45 keV) was selected for
coincidence of peaks for Mg+ and Mn+ ion distributions.
Dose of Mg+ ion implantation was varied from 1×1014 to
1×1015 cm−2. Thus p-type conductivity layer in GaAs was
formed by double implantation. All implantations were per-
formed in conditions to avoid a canalization of incident ions.
The implanted samples were submitted to rapid (10 s) thermal
annealing (RTA). Temperature Ta of RTA was varied in the

range from 700 to 800 ◦C. Some parameters of samples are
listed in Table 1. Annealing forms in the samples clusters of
solid solution Ga1−xMnxAs and MnAs [8–10]. Surface mor-

Table 1. Mg dose, annealing temperature Ta and sheet resistivity ρ.

Sam- Mg ion dose Ta ρ (k�/✷)
ple (1014/cm2) (◦C) T=300 K T=77 K T=4.2 K
#3 3 800 1.27 9.1 —
#4 10 700 5.07 29.5 —
#5 10 725 2.90 8.7 —
#6 10 750 2.38 20.5 29.5

phology (AFM) and magnetic imaging (MFM) of implanted
and annealed samples were investigated at room temperature
by microscope “Solver Pro”, fabricated by NT-MDT company
(Zelenograd, Russia). According to AFM, clusters with height
up to 50 nm and diameter up to 300 nm are visible on the sur-
face. Some of them reveal magnetic contrast, principally, of
single-domain type. For measurements of the magnetization in
the temperature interval 4.2–400 K in magnetic fields up to 7 T,
a SQUID magnetometer Quantum Design Co. Ltd. MPMS-7
was used. The measurements were perfomed by applying the
magnetic field parallel to the surface of samples. Temperature
dependences of resistance have been measured in the temper-
ature range 4.2 ≤ T ≤ 300 K. Magnetoresistance and Hall
effect have been measured by a conventional four probe tech-
nique in the temperature range 4.2 ≤ T ≤ 300 K in magnetic
field B up to 6 T applied perpendicular to the sample surface.

2. Results and discussion

All samples had p-type conductivity. When temperature
decreased resistivity ρ of Mn and Mg co-implanted samples
increased. In the temperature range between 50 and 110 K a
kink is visible in ρ(T ), which is a characteristic of the ferro-
magnetic transition [11]. At T < Tc the spin flip scattering dis-
appears [12], mobility increases and resistance decreases. This
effect results in a kink for an activation type of the experimental
dependence of ρ(T ) as we have observed. All samples showed
ferromagnetism, as indicated by hysteresis loop in the magne-
tization (all samples studied showed qualitatively similar mag-
netic behavior). The hysteresis loops show clear temperature
dependence over the entire range of temperatures studied, as
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Fig. 2. Zero field cooling (ZFC) and field cooling (FC) data for
sample 6.

can be seen in Fig. 1. The coercive field at T = 400 K is nearly
identical to that at T = 40 K. In Fig. 2 we plot ZFC and FC
data for one of the sample. Due to diamagnetic matrix the value
of M is negative. As it is seen in Fig. 1 and Fig. 2 there are at
least two different magnetic phases in the samples, one with Tc
about 50 K and second with Tc above room temperature. The
first value of Tc is very typical for hole mediated ferromag-
netism in Ga1−xMnxAs solid solutions and the second one is
due to formation of MnAs clusters. The Curie temperature for
bulk MnAs is about 310–320 K. The enhancement of Tc in
the Mn containing layer may be due to quasi-2D character of
MnAs clusters, their size and stehiometry as it was observed
in digital alloys GaSb/Mn [13].

One of the methods to detect the spin-polarized carriers
is the anomalous Hall effect. The anomalous Hall effect is
measurable up to 195 K and shows the hole-mediated ferro-
magnetism of Ga1−xMnxAs solid solution formed after Mn
implantation and rapid thermal annealing. Above this temper-
ature, ferromagnetism survives due to the MnAs clusters. The
interaction between these clusters and holes in the semicon-
ducting matrix should be very small because of the Schottky
barriers at the boundaries.

The magnetoresistance shown in Fig. 3 for one of the sam-
ples changes from negative to positive with increasing temper-
ature near T = 35 K. The high value of positive magnetoresis-
tance can be explained by the enhanced geometric magnetore-
sistance effect in inhomogeneous semiconductors [14].

Thus the ferromagnetic clusters were embedded into GaAs
by Mn ion implantation and rapid thermal annealing. A detailed
theoretical study is needed to fully understand the mechanisms
involved to the observed ferromagnetism at higher temperature.
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Current driven magnetization switching and resistance
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Abstract. Current flowing through a spin-valve type magnetic nanojunction is considered. Two current-induced effects take
into account, namely, the longitudinal spin injection and transverse spin-transfer torque. It is shown that the prevailing
mechanism is determined by lattice magnetization viscosity constant. Switching between parallel and antiparallel
configurations under current cycling leads to hysteretic behavior of the junction resistance. The hysteresis is possible only in
presence of spin injection.

Introduction

The current driven exchange switching effect in magnetic junc-
tions attracts great attention of theorists and experimentalists
since it was predicted in [1, 2]. Switching from high resistive
antiparallel configuration of the magnetic layers to low resistive
parallel one occurs when the current density through the junc-
tion exceeds certain threshold value. The switched junction
remains in the parallel state under current lowering below the
threshold value. Switching to the initial antiparallel state oc-
curs, when the current density reaches certain negative value,
so that the back current switching takes place. Therefore, a
hysteresis appears under current cycling. Such a hysteresis
has been observed repeatedly in experiments (see [3, 4], for
example).

Theoretical study of the switching effect was carried out,
usually, in scope of the spin-transfer torque approach. It was
considered, that this mechanism was able to describe the hys-
teresis effect. Meanwhile, there is another mechanism of cur-
rent effect on the magnetic junction state, namely, the nonequi-
librium longitudinal spin injection [5]. In general, both mech-
anisms coexist and can dominate each other depending on the
experimental conditions [6]. As to the back current switching
and subsequent hysteresis effect, it will be shown here for the
first time that only the spin injection causes these effects.

1. Model, equations, and boundary conditions

We consider a spin-valve type magnetic junction, containing a
ferromagnetic layer 1 with pinned lattice magnetization, free
ferromagnetic layer 2 and nonmagnetic contact layer 3. A very
thin spacer is placed between layers 1 and 2 to prevent direct
exchange interaction between the layers. The current flows
perpendicular to the layers (CPP mode).

The equations used include Landau–Lifshitz–Gilbert (LLG)
equations for the free layer 2 lattice magnetization vector M2
and continuity equations for mobile electron magnetization
vectors m1, m2, m3 of the corresponding layers. External mag-
netic field, anisotropy field, demagnetization field and sd ex-
change between the mobile electron and lattice magnetizations
are taken into account. We assume that the external magnetic
field is less than the anisotropy field, and the latter is much
less than the demagnetization field. The initial orientation of
M2 vector is assumed to be parallel to the external magnetic
field, while the layer 1 magnetization M1 is antiparallel to it.

The boundary conditions at the layer interfaces include

continuity conditions for total magnetization flux and spin-
polarized electron chemical potentials. It is shown that the
current can be excluded from LLG equations and taken into
account in the boundary conditions only. Two mechanisms
mentioned play different role in the boundary conditions. The
spin injection and spin-transfer torque mechanisms are deter-
mined by the longitudinal and transverse (with respect to the
collector layer lattice magnetization vector) electron spin cur-
rent components, respectively. The spin injection produces
nonequilibrium spin-state populations near the interfaces and
thereby modifies the electron sd exchange interaction with the
lattice, while the spin torque transfers to the lattice within a
very small (∼ λF, the Fermi wavelength) distance from the
boundary. When the current flows from the pinned layer to
the free one (forward direction, 1 → 2), both mechanisms act
simultaneously. On the other hand, spin-transfer torque mech-
anism does not work under the back current direction (from the
free layer to the pinned one, 2 → 1), because the transferred
transverse magnetization flux is lost in the pinned lattice.

2. Instability conditions and hysteresis

Using the equations of motion and boundary conditions men-
tioned, the spectrum and damping have been found for the
magnetization fluctuations in the free layer 2. We consider an-
tiparallel and parallel magnetizations of layers 1 and 2 (upper
and lower signs in Eq. (1)), the current being in 1 → 2 di-
rection. In the case of thin layer 2, so that its thickness L is
small compared to the longitudinal spin diffusion length l, the
fluctuation spectrum is described by the following expression:

ω

ω0
=
√[(

1± h

ha

)
− |j |

j0

]
−
(

κ0

2
√
ha

)2 (
κ

κ0
∓ j

j0

)2

−i
(

κ0

2
√
ha

)(
κ

κ0
∓ j

j0

)
. (1)

Here ω is fluctuation frequency, ω0 is spin wave frequency
in absence of the current and external magnetic field, ha =
Ha/4πM2, Ha is anisotropy field, M2 is saturation magnetiza-
tion, j is current density through the junction, κ is dimension-
less damping (viscosity) constant in LLG equation,

κ0 = 2haν

αγM2τλ
, j0 = 4πeM2halν

αµBQ1τ
,

α is dimensionless sd exchange constant, γ is gyromagnetic
ratio, τ is longitudinal spin relaxation time, λ = L/l, ν is
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Fig. 1. Threshold current density as a function of the damping con-
stant under forward and back current conditions. The arrows corre-
spond to current cycling.

matching parameter between the layers 2 and 3, µB is Bohr
magneton, Q1 is conductivity polarization degree in layer 1.

The fluctuations become unstable under Imω > 0 condi-
tion. The threshold current density jth is determined by

jth

j0
= κ

κ0
at

κ

κ0
< 1± h

ha
(2)

and
jth

j0
= 1± h

ha
at

κ

κ0
> 1± h

ha
. (3)

At low damping (see Eq. (2)), the threshold current den-
sity is proportional to the damping constant and does not de-
pend on the external magnetic field. This case corresponds to
the spin-transfer torque mechanism. On the contrary, at high
damping (Eq. (3)) the threshold depends on the magnetic field
and does not depend on the damping constant. In this range
the spin-injection mechanism dominates. The parameter κ0
has a meaning of a characteristic damping constant that deter-
mines the instability mechanism. At typical parameter values
(α ∼ 2×104, λ ∼ 0.1, ha ∼ 0.1, ν ∼ 1, γM ∼ 1010 c−1,
τ ∼ 3×10−13 c) we have κ0 ∼ 3×10−2. The aforementioned
parameter j0 has a clear sense also: it is the threshold current
density in absence of external magnetic field and spin-transfer
torque mechanism. At parameter values cited, j0 ∼ 107 A/cm2.

The imaginary part of the fluctuation frequency becomes
negative at all values of the current density. Therefore, a paral-
lel state remains stable under the any current in forward direc-
tion. In particular, the switching of initially antiparallel state
to parallel one remains stable too.

There is a specific situation under the back current (2 → 1).
Only the longitudinal (with respect to M2 vector) electron spin
current exists in layer 2. The spin current passed to layer 1 has
both longitudinal and transverse components with respect to
M1 vector. The first creates nonequilibrium spin-state popula-
tion in that layer, while the second transfers to the lattice and
is lost there because of its pinning. As to the lattice magnetiza-
tion flux from layer 2, it vanishes at the interface, because the
spacer is not transparent to the lattice magnetization flux. As
a result, only the injection mechanism works under back cur-
rent flowing. The threshold current density as a function of the
damping constant under forward and back current conditions
is shown in Fig. 1.

Note, the two mechanisms that are spin-transfer torque and
spin-injection field, should be considered together. Spin in-
jection creates spatial nonuniformity in the layer 2 near the

j j/ 0

A B

C

0.50−1

RAP
R

RP

Fig. 2. Resistance hysteresis. RAP and RP are the junction resis-
tances in antiparallel and parallel states, respectively. The arrows
indicate the current change directions. The marked points A, B,
C correspond to the points of the same name in Fig. 1.

interface. This nonuniformity turns on the spin-transfer mech-
anism of switching. To consider the switched parallel state
behavior under back current, the following modifications in
aforementioned formulae should be done. First, only the in-
jection mechanism is to be considered. This corresponds to a
limit κ0 → 0. Second, the current density sign is to inverted
in Eq. (1). Finally, the sign of the external magnetic field (h)
should be inverted too, because the vector M2 becomes antipar-
allel to the field in the switched state. As a result, the switched
parallel state appears to become unstable under back current
conditions at the current density

|j | > j0
κ

κ0
. (4)

As to the antiparallel state, it remains stable at back current
densities. Hence the back switching remains stable as well.
Thus, the hysteresis behavior takes place under current cycling,
because of different junction resistance in initial and switched
states (Fig. 2). Note one more, that such a behavior would be
impossible if only the spin-transfer torque mechanism (without
injection) is present.
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Abstract. Current flowing through a spin-valve type magnetic nanojunction is considered. Two current-induced effects take
into account, namely, the longitudinal spin injection and transverse spin-transfer torque. It is shown that the prevailing
mechanism is determined by lattice magnetization viscosity constant. Switching between parallel and antiparallel
configurations under current cycling leads to hysteretic behavior of the junction resistance. The hysteresis is possible only in
presence of spin injection.

Introduction

The terahertz (THz) range of frequencies is often referred to as
the “terahertz gap”, since it lies in between the frequency ranges
of electronic and photonic devices and it is difficult to achieve
from both sides. Therefore, the development of the THz emit-
ters and detectors is of the high importance. Dyakonov and
Shur, proposed to use the nonlinear properties of plasma ex-
citations in a 2D gated electron gas for terahertz detectors,
mixers, and THz radiation sources [1, 2]. A short FET channel
of a given length, L, acts as a resonant “cavity” for the plasma
waves with the eigen frequencies given by ωN = ω0(1+ 2N),
where N = 1, 2, . . . and the fundamental plasma frequency
ω0 = π/2L

√
e(Ugs − Uth)/m can be easily tuned by changing

the gate voltage, Ugs. Here Uth is the threshold voltage, e is
the electronic charge and m is the electron effective mass.

The basic idea of detection can be formulated as follows: An
electromagnetic radiation with the frequency ω excites plasma
waves in the channel. The nonlinear properties of such waves
and asymmetric boundary conditions at source and drain lead
to the radiation-induced constant voltage drop along the chan-
nel/U [1, 2], which is the detector response. Whenω0τ � 1,
(τ is the momentum relaxation time), the detector response is
a smooth function of radiation frequency and the gate voltage
(broadband detector). When ω0τ � 1, the FET can oper-
ate as a resonant detector. For submicron gate lengths, the
resonant detection frequency f = ω0/2π can reach the THz
range [1]. If the quality factor of the resonant cavity, ω0τ � 1,
the electron flow in the channel may become unstable (at certain
boundary conditions) with respect to the growth of the resonant
plasma oscillations. Due to the coupling with electro-magnetic
waves, the instability should lead to generation of radiation
with the same frequency ω0. In this paper, we review our re-
cent experimental results for the detection and generation of
terahertz and subterahertz radiation by submicron heterostruc-
ture field effect transistors.

1. Detection

The experimental exploration of the subject has begun long
time ago, starting from the observation of the non-resonant
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Fig. 1. Photoresponse of InGaAs device vs. the gate voltage at dif-
ferent device temperatures at 2.5 THz. Curves are shifted vertically.
Dashed lines show zero levels. (After Ref. [14]).

detection in high mobility transistors [3, 4]. A new boost to
the research in this direction was given by a series of publica-
tions [5–7], reporting observation of the far-infrared detection
in short channel high-electron-mobility transistors (HEMTs)
fabricated from different materials and in Si MOSFETs. The
publications reporting non-resonant detection were followed
by the demonstration of the resonant detection in GaAs
HEMTs [8, 9] and gated double quantum well heterostruc-
tures [10, 11]. In all these devices, the 2D plasmons were tuned
to the frequency of subterahertz radiation by varying the gate
bias. In our recent papers [12, 13], we have demonstrated that
the detection might be strongly affected by a dc drain current.
We found that driving a transistor into the saturation region
enhances the non-resonant detection and can lead to the reso-
nant detection even if the condition ω0τ � 1 is not satisfied,
since the effective decay time for plasma oscillations becomes
1/τeff = 1/τ − 2v/L, where v is the electron drift veloc-
ity. However, most of the experiments described above were
performed with the sub-THz radiation sources. Reference [8]
reported on the THz detection, but the resonant character of the
response was only weakly pronounced.

Recently, we observed the resonant detection using THz

331



332 Infrared and Microwave Phenomena in Nanostructures

sources in the range from 0.7 to 3.1 THz [14]. The exper-
iment was performed using a InGaAs/AlInAs HEMT with
a 50 nm gate, employing the CO2 pumped FIR gas laser
as a source of THz radiation. Figure 1 presents the results
of the photoresponse measured in InGaAs/AlInAs-based de-
vices. At the device temperature below 100 K, the shoulder
becomes pronounced in the lower gate voltage side, in between
−0.4− − 0.3 V, in addition to the temperature-independent
non-resonant detection peak near the transistor threshold volt-
age. The shoulder further evolves to the clearly resolved
temperature-sensitive spike nicely visible below 40 K. We at-
tribute these peaks to the resonance detection of THz frequen-
cies by plasma waves. Since the electron mobility at 60 K is
about 36.000 cm2/Vs, which corresponds to the momentum
relaxation time of 800 fs, we should expect the quality fac-
tor at 2.5 THz to be ω0τ ≈ 13. However, even at 10 K, the
resonance peak still remains very broad, about 60 mV (about
1.5 THz in the frequency domain). The corresponding relax-
ation time and the quality factor determined from the reso-
nance half width are τ = 1/π/f = 212 fs corresponding
to ω0τ ≈ 3. This resonance peak broadening shows that ad-
ditional mechanisms of the plasma waves damping must be
involved. These mechanisms might include the effect of bal-
listic transport [15], viscosity of the electron fluid due to the
electron-electron collisions [1], and a possible effect of oblique
plasma modes [16].

The relaxation time due to ballistic contact effects can be
estimated as τ = µbalm/e, where µbal = 2eL/πh̄

√
2πnch is

the ballistic mobility. This time is about 150 ns (assuming the
electron concentration in the channel, nch, to be 1011 cm−2).
The viscosity causes an additional damping of plasma waves
with the decrement a = ηk2 = η(π/4L)2 [1]. The viscosity
of the 2D electronic fluid in the InP matched InGaAs chan-
nel is of the order of η = h̄/m ≈ 2.7×10−3 m2/s. Then for
plasma oscillations at fundamental frequency the relaxation
time, τ = 1/2a ≈ 740 fs. Hence, the resonance width might
be explained by taking into account the effects discussed above,
even without involving the oblique plasma modes. Figure 2
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Fig. 2. Photoresponse in InGaAs device vs. gate voltage at three
different excitation frequencies (1.8 THz, 2.5 THz and 3.1 THz)
at 10 K (right axis). Curves are shifted vertically. Dashed lines
indicate zero photoresponse. Arrows indicate resonance positions.
Calculated plasmon frequency as a function of the gate voltage for
Uth = −0.41 V is shown by the dash-doted line (left axis). The
error bars correspond to the linewidth of the experimental resonance
peaks. (After Ref. [14]).

shows the photoresponse at different excitation frequencies at
10 K. One can see, that with the increase of the excitation fre-
quency from 1.8 THz to 3.1 THz, the plasmon resonance moves
to higher gate voltages in a decent agreement with the calcu-
lated dependence of fundamental plasma frequency vs. Ugs.

The responsivity of the device was estimated to be of the
order of (0.1–1) V/W. Such a low value is due to a weak cou-
pling of the THz radiation to the channel plasma, and to a
small area of the device. According to the recent theoretical
calculations [17], the coupling could be dramatically improved
by using large area multi-finger design or employing THz an-
tennas. Operating temperature required for the resonant detec-
tion, could be increased by driving transistor into the saturation
mode [18] and, ideally, the resonant detection can be reached
at 300 K.

2. Emission

While the experiments on non-resonant and resonant detection
seem to be in agreement with the theory, for emission measure-
ments, the situation is more subtle. The first evidence of the
sub-THz emission from GaN/AlGaN HEMT was reported in
Ref. [19]. Later tunable THz emission was demonstrated using
an InGaAs HEMT with a 60 nm long gate [20] (see Fig. 3).
These emission experiments were performed in the cyclotron
emission spectrometer [21]. Figure 3 shows the measured spec-
tra. The emission had a threshold behavior vs. drain bias, in
a good agreement with the theory [1]. The observed radiation
power was in the nW range. These measurements were done
on device with the merged source and gate contacts, to better
meet the boundary conditions required for the Dyakonov–Shur
instability [1]. Therefore, the emission was tuned by the drain
bias. The resonant frequency value did shift from 0.42 THz up
to 1 THz with increasing source-to-drain voltage in a reason-
able agreement with the theory.

Recently the THz emission was observed from the transis-
tors with gate and source separated, which allowed for the in-
vestigation of the gate bias dependence [22]. The experiments
using 60 nm gate InAlAs/InGaAs/InP and 150 nmAlGaN/GaN
HEMTs with gate and source separated were performed not
only at cryogenic, but also at room temperature. The emission
signal was excited by square source-drain voltage pulses with
amplitude Uds = 0−0.5 V and Uds = 0−12 V for InGaAs
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Fig. 3. Spectra of emission from an InGaAs HEMT for different
source-drain voltages, Uds. The arrows mark emission maxima at
0.42, 0.56 and 1.0 THz for Uds equal to 0.3, 0.6 and 0.8 V. (After
Ref. [20]).
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Fig. 4. (a) Normalized emission spectra at 4.2 K for InAlAs/InGaAs-
HEMT (Uds = 0.3 V, Ugs = −0.1 V) and for AlGaN/GaN-HEMT,
Uds = 3 VUgs = −1 V). The emission from InGaAs based device is
several times lower than that from the GaN based device. (b) Emis-
sion spectra at 300 K for AlGaN/GaN-HEMT at Uds = 8 V, * —
Ugs = 0, •— Ugs = −1.1 V, ∇ — Ugs = −4 V. (After Ref. [22]).

and GaN HEMTs, respectively. The emission spectra for both
structures at 4.2 K are presented in Fig. 4a. The most power-
ful single device integrated (in the entire range of the detector
sensitivity, which was from 0.2 to 4.5 THz) emission at 300 K
was observed from GaN HEMT. Its value was on the order of
0.1 µW.

At room temperature, only the emission spectra for the GaN
transistor were measured (Fig. 4b), since the radiation intensity
in the InGaAs device, observed at 300 K, was not high enough
to allow such measurements. One can see that, the maximum of
the emission from GaN-based device depends on temperature
and that the form of the emission spectrum noticeably changes
depending on the gate voltage. The emission went to zero for
Ugs = −4 V, near the channel pinch-off. We observed (both
at 4.2 and at 300 K and for both transistors), that the THz
emission existed in a certain interval of Ugs values, between a
negative value corresponding to the channel pinch-off and an
upper limit, which increased at higherUds. The emission power
differed from one sample to another within several times.

The radiation frequencies were in a reasonable agreement
with the estimates for fundamental plasma modes either in the
gated or ungated regions [23]. However, other features pre-
dicted in Ref. [1] (such as the tunability of the radiation fre-
quency by the gate bias) were not observed. We would like
to note, that the emission was observed close to the veloc-
ity saturation regime or even in the saturation regime. There-
fore, we feel, that the mechanisms other than the plasma in-
stability predicted in [1] can not be excluded. In particular,
different instabilities caused by electron “run-away” phenom-
ena [24, 25], transit time effects [26, 27], enhanced emission
of optical phonons [28], and stratification of electron flow [29]
might lead to the terahertz excitation.

To conclude, both resonant and non-resonant detection of
sub-THz and THz radiation exploiting plasma waves have
been observed in transistors of different materials including Si,
GaAs, and GaN. The emission of THz radiation from InGaAs
and GaN HEMTs was demonstrated at room and cryogenic
temperatures. However, the additional experiments and theo-
retical investigations should be carried out to understand the
underlying physics of the observed emission.
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Rectification of microwave radiation by asymmetric
ballistic dot
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Abstract. Rectification of microwave radiation by asymmetric, ballistic dot is observed. The directed transport is studied at
different frequency (1–40 GHz) temperatures (0.3 K–6 K) and magnetic field. Dramatic reduction of the rectification is
found in magnetic fields at which the cyclotron (Larmor) radius of the electron orbits at Fermi level is less than the size of
the dot. It indicates toward ballistic origin of the observed nonlinear phenomena. Both symmetric and asymmetric with
respect to the magnetic field contributions to the directed transport are presented. We have found that the behavior of the
symmetric part of the rectified voltage with the magnetic field is different significantly for microwaves with different
frequencies. A ballistic model of the directed transport is proposed.

Introduction

Nonlinear directed transport in mesoscopic quantum objects
has been investigated both theoretically and experimentally
in different regimes. At high frequency photovoltaic effects
demonstrating an unavoidable break of the inverse symmetry
of small quantum systems by an impurity potential have been
studied [1, 2, 3]. Since then different competing mechanisms
of the rectification in quantum dots have been predicted [4,5]
and found experimentally [6]. Most efforts have been focused
on nonlinear properties of mesoscopic objects in the regime,
in which the electron transport is governed by the electron
quantum interference. Here we present results of experimental
study of the directed electron transport in a regime, at which
the classical ballistic trajectories appear to provide a dominant
contribution to the rectification effect. The dot with a lateral
size d ≈ 1 µ is studied. The size is significantly shorter than
the mean free path lp = 8 µ of the 2D electrons in a comple-
mentary bulk system. We have observed a gigantic reduction
of the directed electron transport through the ballistic dot by
external magnetic field.

1. Experiment

The sample is fabricated from high mobility GaAs/AlGaAs het-
erostructures using electron beam lithography and consecutive
plasma etching. A schematic view of the sample is presented
in Fig. 1a. The dot is restricted by boundaries of three in-
sulating disks of diameter 5 µ etched inside 2D conducting
layer (see Fig. 1b). Two narrow conducting channels (the left
and right channels in the figures) with a width approximately
0.3 µ and one channel with width 0.2 µ (the top, vertical chan-
nel) are formed between the disks. These channels provide
electrical connections between the dot and three electrically
isolated macroscopic 2D electron systems. A semitransparent
metal gate was placed on the top of the structure at the dis-
tance 86 nm above the 2D electron gas (2DEG). Application
of a voltage to the top gate changed resistance of the channels.
The density of the 2DEG n = 3.08×1011 cm2 and the 2D bulk
mobility µ = 0.91×106 cm2/V s were changed less than 10%
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Fig. 1. (a) Schematic view of experimental setup. Different num-
bers correspond to different contacts to the sample. (b) SEM im-
age of the sample before the gate deposition. (c) Dependence of
the dot conductance on gate voltage at H = 0 T. Different curves
correspond to different current-voltage configurations as labeled.
Conductance σsd,34 = I/V is ratio of electrical current I flowing
between source (s) and drain (d) to voltage V measured between
contacts 3 and 4. (d) Dependence of the dot conductance Gsd,23 on
perpendicular magnetic field. Different curves correspond to dif-
ferent gate voltages (from bottom to top in mV): −80.8, −49.1,
−20.3, 11.

with the gate voltages used in the experiments. Measurements
were done at temperature 0.3–6 K and magnetic field up to 2 T.
The microwave radiation (1–40 GHz) was applied through a
semi-rigid coax. The longitudinal resistance of bulk 2D parts
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and the dot conductance were determined by a standard 4-
points method at frequency 10 Hz in the linear regime. The
rectified voltage was measured using high impedance digital
multimeters.

2. Results

Figure 1c presents a dependence of the dot conductance on
the top gate voltage at different current-voltage configura-
tions at temperature T = 4.3 K. The data in Fig. 1c demon-
strate that the dot is well conducting through horizontal chan-
nels (σ5d,34), whereas conductance through vertical channel
(σsd,23) is small especially at low gate voltages Vg ≈ −0.08 V.
At the low gate voltages conductance σsd,23 demonstrates
an activation behavior with temperature indicating an elec-
tron tunneling through the vertical channel. The conductance
σ5d,34(−0.08 V) ≈ 3e2/h through the horizontal channels is
less sensitive to the temperature remaining to be roughly the
same between T = 0.3 and 5 K. At temperature below 1 K a
reproducible oscillations of the conductances with gate voltage
are observed (not shown) similar to reported earlier for ballistic
dots [7].

Magnetic field dependence of the conductance Gsd,23 is
presented in Fig. 1d at different gate voltages. The conductance
increases by 1.5–2 times with the magnetic field up to 2 Tesla.
Reproducible oscillations of the conductance accompany the
conductance increase and have been observed earlier [7].

The rectification of the microwave radiation by the dot is
shown in Fig. 2. The rectified voltage V2−3 is measured be-
tween contacts 2 and 3 (see Fig. 1a). The main and drastic
property of the rectification is very strong dependence on the
magnetic field. The reduction of the rectification by two or-
der of magnitude is observed for the dot with the conductance
Gsd,23 below e2/h. This is considerably stronger than the vari-

ation of the dot conductanceGsd,23 with the magnetic field (see
Fig. 1d). At higher dot conductance the variation of the recti-
fied voltageV2−3 with the magnetic field becomes to be weaker
(upper curves on Fig. 2a). Substantially smaller (one-two or-
der of magnitude less) rectified voltage V4−3 arises between
contacts 4 and 3 (not shown).

To estimate a scale of the magnetic field, which is important
for the observed dependence, we measure the width W of the
first curve in Fig. 2a at half of it’s height. This level is marked by
a horizontal line in the Figure. The half width W/2 = 0.088 T
is close to fieldH = 0.085 T at which the cyclotron radius rC is
equal to the dot size d. Thus the directed transport through the
dot is reduced by half of it’s zero field value at the magnetic field
corresponding to condition rC ≈ d. This is strong indication
toward a ballistic origin of the directed transport of electrons
through the dot.

The rectification is not perfectly symmetric with respect to
magnetic field (see Fig. 2). Significant variation of the sym-
metric part of the rectification with the microwave frequency
is observed at frequencies above 10 GHz. An additional struc-
ture occurs at the high microwave frequencies, changing the
direction of the rectified transport at zero magnetic field. The
physical parameters relevant to the temporal behavior of the
quantum dot are level spacing: / = 2πh̄2/(m∗A) = 28 mK,
bulk momentum relaxation time: τp = 34 ps, dot crossing time
τcross ≈ 2d/VF = 10 (ps). The dot crossing time appears to be
the closest time at which the frequency variations of the directed
transport begins to appear: ωτcross ≈ 1 at ω/2π ≈ 10 GHz.

In conclusion, an unexpected gigantic reduction of di-
rected electron transport through asymmetric ballistic dot un-
der microwave radiation is observed. The magnetic field at
which the reduction occurs satisfies condition rC ≈ d, indi-
cating ballistic origin of the observed phenomena. A ballistic
model based on bending of electron trajectories by electric field
inside the dot is proposed.
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Abstract. A doubly interdigitated grating gate structure was incorporated into a GaAs-based HEMT device. When
two-dimensional electrons were periodically confined to form a plasmonic grating, plasma instability was intensively
promoted by photoexcitation, leading to the first emission of terahertz radiation at room temperature.

Introduction

Two dimensional (2D) plasma-wave instabilities in submicron
transistors have attracted much attention the last ten years
due to their nature of promoting emission of electromag-
netic radiation, which is expected to realize frequency tun-
able sources/detectors in the terahertz range [1–5]. 2D plas-
mon itself is a non-radiative mode so that a metal-wired
grating coupler structure is frequently utilized to yield tera-
hertz electromagnetic-wave emission [6–9]. Wilkinson, et al,
studied far infrared response of plasmon excitation from bi-
periodically modulated 2D electron gas coupled with doubly
interdigitated grating gates [6]. We have recently proposed a
terahertz photomixer incorporating similar grating-bicoupled
periodic plasmon-resonant cavities into a high-electron mobil-
ity transistor (HEMT) structure [7].

1. Grating-bicoupled HEMTs

Figure 1 illustrates the cross section and plan view of the
grating bi-coupled plasmon-resonant terahertz emitter. The
device structure is based on a high-electron mobility tran-
sistor (HEMT) and incorporates doubly interdigitated grating
gates (G1 and G2) that periodically localize the 2D plasmon in
100-nm regions with a submicron interval. We fabricated two
types of samples with different length for gate 2 (Sample 1:
Lg2 = 300 nm and sample 2: Lg2 = 1800 nm). When an ap-
propriate 2D electronic charge (1011 − 1012 cm−2) is induced
in the plasmon cavities under the gate grating G1 while the re-
gions under G2 are depleted, a strong electric field of the order
of 1–10 kV/cm arises at the plasmon cavity boundaries. When
the device is photoexcited by laser irradiation, photoelectrons
are dominantly generated in the regions under G2 and then
are injected to the plasmon cavities under G1. If a specific
drain-to-source bias potential is applied to promote a uniform
slope along the source-to-drain direction on the energy band
in the depleted regions under G2, photoelectrons in each de-
pleted region under G2 are unidirectionally injected to one side
of the adjacent plasmon cavity. This may lead to excitation of
plasmon instability.

According to the Mikhailov formulae [9] for the conditions
of amplification of far-infrared radiation by means of instability
of grating-coupled 2D-plasmons, the threshold velocity is still
too high to perform room-temperature operation where elec-
tron drift mobility of the order of 105 cm2/Vs is required even
for idealistic III–V material systems. The periodically con-
fined 2D-plasmon grating structure of our proposal is expected
to accelerate the instability leading to room-temperature oper-
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Fig. 1. Device cross section and plan view; k is the wave vector
of irradiated photons, E — the electric field (linear polarization),
kTHz — the wave vector of electromagnetic radiation.

ation. It is noted that the feature size of the grating is by two
orders of magnitude smaller than the wavelength of terahertz
electromagnetic waves under consideration.

2. Results and discussion

Figure 2 shows the photoresponse, obtained at room tempera-
ture, of our samples as function of G1, atVg1 = 0 V and for dif-
ferent drain biases (1, 2 and 3 V). The fundamental resonance
frequency is observed for two grating samples (Lg2 = 300
and 1800 nm). By increasing drain bias, the peaks are shifted
to high values of gate biases (G2). In case of sample 1 at
Vds = 3V, the second harmonic is also observed atVg2 = −3V
(Fig. 2b). The observed response is interpreted as excitation of
plasmon resonance [10]: it’s completely different from that of
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standard HEMT’s fabricated on the same wafer showing mono-
tonic dependence on gate bias Vgs (dashed line). This clearly
shows manifestation of plasmon instability in our devices.

In order to verify the electromagnetic radiation from the
device due to photo-induced plasmon instability, temporal
electromagnetic response to impulsive photoexcitation was
measured at room temperature by using a reflective electroop-
tic sampling (REOS) system. 1.5 µm, fiber laser pulse with a
FWHM of 70 fs and a 20-MHz repetition was used as pump
and probe beams. The lineally polarized pump beam illumi-
nated the device from the back surface. The Fourier spectrum
exhibited resonant-like peaks around 1 and 4 THz (0.7 and
3 THz) for sample 2 (sample 1)(Fig. 3). It is inferred that the
result is attributed to the emission of electromagnetic radiation
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produced by photo-induced plasmon instability.

3. Conclusion

Two dimensional electrons are periodically confined in grat-
ing bicoupled HEMTs. This type of devices can enhance the
plasma instability leading to the first observation of emission
of THz radiation at room temperature.
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V. K. Kononenko4
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Abstract. We propose and simulate a new “W” laser structure, whose type-II broken gap active region, based on
InAsN/GaAsSb/InAsN system, is designed for growth on InAs substrate. Combining the “W” configuration with the
coulombic interaction, this nitride-based structure ensures high electron and hole wavefunction overlap, that can exceed
0.70 under injected carrier density of 2×1012 cm−2. By slightly varying the thickness of the InAsN QWs and GaAsSb
barriers, the emitted wavelength could be tuned between 3 µm and 4 µm.

Introduction

Semiconductor laser diodes emitting in the midwave infrared
region (MWIR: 3–5 µm) are in great interest due to their
prospect in various optoelectronic applications, especially for
gas analysis by tuneable diode laser absorption spectroscopy.
For such application, MWIR laser diodes operating at room
temperature (RT) in continuous wave (cw) mode are required
with single optical mode emission and laser wavelength tuning
in a wide spectral domain. In the past few years, significant
progress has been achieved in MWIR laser devices but the ob-
jective of RT operation in cw regime still remains to be reached
above 3 µm. In this communication, we simulate a new class
of dilute-nitride InAsN/GaAsSb multi-quantum well (MQW)
laser structures to be grown on InAs substrate for RT emission
in the MWIR domain.

1. Design of the Nitride-based laser structure
for MWIR emission

By using an accurate k–p model with a self consistently
Schrödinger–Poisson solver [1], the Nitride-based laser struc-
ture was designed to exhibit a RT laser emission at 3.3 µm
that is suitable for methane detection. The numerical values
used in the calculations were extracted from the literature [2].
The conduction and valence band-offset DEc and DEv of the
InAsN/GaAsSb heterostructure were calculated by interpolat-
ing binary heterointerface values [3] followed by calculation of
shifts due to strain. Like the most MWIR Sb-based structures,
the InAsN/GaAsSb heterostructure presents an indirect type-II
band alignment [4] where the electrons are confined in one layer
while the holes are gathered in the other. In this configuration,
the overlap of electron and hole wavefunctions, which gov-
erns the interband optical coupling, tends to be weak, resulting
in a dramatic increase of current threshold and limiting the de-
vice performances. Fortunately, this overlap can be largely im-
proved by wavefunction engineering of heterostructures having
smart geometry [5] compared to conventional multi-quantum
well lasers.

Firstly, the proposed structure for MWIR laser emission is
considered without electrostatic consideration. Fig. 1 displays
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Fig. 1. RT band diagram of InAs1−xNx (x = 0.034) / GaAs1−ySby
(y = 1) / InAs1−xNx (x = 0.034) “W” laser structure on InAs sub-
strate and fundamental electron (e1) and heavy hole (hh1) presence
probability densities. Without carrier injection at thermodynamic
equilibrium, the fundamental e1-hh1 optical transition is expected
at 3.3 µm with a wavefunction overlap of 47%.

the conduction and valence band profiles of the laser structure,
with the two fundamental electron and hole levels and proba-
bility densities.

The designed active zone is composed of several strain-
compensated dilute-nitride InAsN (2 nm) / GaAsSb (1.5 nm)/
InAsN (2 nm) type-II broken gap QWs having the “W” ge-
ometry [4] and each “W” period is separated by AlGaAsSb
quaternary alloy lattice-matched to the InAs substrate in order
to ensure a two-dimensional behaviour for both electrons and
holes. We can note that, this particular band diagram with-
out carrier injection, where the GaAsSb “hole” QW is sand-
wiched between the two InAsN “electron” QWs, already pro-
vides a sufficient electron-hole wavefunction overlap to ensure
a good radiative efficiency, while keeping the advantage of
type-II MQWs concerning the reduction of Auger recombinai-
son rate [6].

Next, under carrier injection, the holes in the GaAsSb barri-
ers are strongly attracted by the electrons localised in the deep
InAsN QWs. Consequently, we have to solve self-consistently
the well-known Schrödinger (eq. 1 and eq. 2) and Poisson equa-
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tions (eq. 3):(
− h̄2

2me

d2

dz2 + Ue(z)+ V (z)

)
Re(z) = EeRe , (1)(

− h̄2

2mh

d2

dz2 + Uh(z)− V (z)

)
Rh(z) = EhRh , (2)

d2

dz2V (z) =
e2

ε

(
σh |Rh(z)|2 − (σe |Re(z)|2

)
, (3)

where Ue(z) and Uh(z) are the conduction and valence band
discontinuities,V (z)being the potential induced by Coulombic
attraction. Re(Rh) is the first quantum level envelope function
for the electron (the hole) and Ee(Eh) is the associated energy;
ε stands for the dielectric constant; σe and σh are, respectively,
the electron and hole charge densities t hat we considered con-
stant across the whole structure. For a given σe, σh is deter-
mined by charge neutrality.

Fig. 2 shows the effect of coulomb attraction, induced by
carrier injection, on band diagram and wavefunction overlap.

Taking into account the electrostratic interaction in such
pseudo-indirect MQW structure, the overlap value can exceed
70% for a typical carrier densities of 2×1012 cm−2.

To complete, we report in Fig. 3 the influence of the InAsN
QW thickness on the expected laser emission peak with carrier
injection σe = 2×1012 cm−2.
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Fig. 3. Influence of InAsN quantum well width with carrier injection
of 2×1012 cm−2 on calculated emission wavelength (solid line) and
on wavefunction overlap (dashed line) for InAsN/GaAsSb/InAsN
“W” laser structure.

By slightly varying the thickness of the InAsN QW at
GaAsSb barriers fixed (LB = 1.5 nm), the active region could
be easily designed for emission in the 3–4 µm wavelength
range with wavefunction overlap always superior than 60%.
If the predicted suppression of Auger recombination in dilute
nitrogen III–V compounds [7] is confirmed, a laser structure,
using this active “W” region and AlGaAsSb cladding layers,
has a strong potential for RT operation with small threshold
current.
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The generation of terahertz radiation in GaP-based
semiconductor waveguide
A. A. Dubinov1, A. A. Afonenko2 and V.Ya. Aleshkin1

1 Institute for Physics of Microstructures of RAS, 603950 Nizhny Novgorod, Russia
2 Belarusian State University, 220050 Minsk, Belarus

Abstract. A design of a semiconductor waveguide based on an AlP/GaP/AlP heterostructure for parametric generation of
the difference mode is proposed; this design provides for the presence of two modes in the 1 µm region and for initiation of
the difference mode of waveguide in the terahertz range. It is shown that the power of the difference mode in the 1–8 THz
range generated by 10-W short-wavelength modes in a 100-µm-wide waveguide at room temperature can be ∼ 300 µW,
and ∼ 5 mW for using Si substrate and 10–14 THz difference mode range.

Introduction

Semiconductor lasers operating in the terahertz region attract
considerable interest in view of their high potential for dif-
ferent applications. Cascade medium-infrared lasers capable
of room-temperature operation have been successfully imple-
mented [1], whereas with terahertz lasers based on cascade
structures generation has been achieved only at cryogenic tem-
peratures [2]. However, an extremely complicated band dia-
gram of cascade structures and high requirements for control
of parameters restrict their application. Owing to the optical
nonlinearity of A3B5 semiconductors there is a possibility for
parametric generation of radiation in this range in A3B5 based
waveguides when two near-infrared modes propagate there.

The nature of the second order nonlinear susceptibility of
GaP is anharmonicity of the optical vibrations. Therefore, there
is a nonlinear susceptibility resonance when the difference fre-
quency corresponds to the transverse optical phonon frequency.
In zinc blend structure semiconductors the nonlinear suscepti-
bility tensor components ε(2)ijk are not zero, if i $= j $= k only.
All nonzero components are equal.

In order to attain effective parametric generation, the phase-
matching condition should be satisfied that means that the
phase velocities of the polarization wave and the propagat-
ing mode at the difference frequency must be the same. It was
shown that the phase matching condition can be satisfied us-
ing simple GaP-based semiconductor waveguide in contrast to
complex GaAs-based waveguide [3]. The reason of these is
little GaP frequency dispersion of refractive index in the 1 µm
region because of substantial interval to bandgap absorption
edge. Therefore GaP effective refractive index of the polariza-
tion wave is substantial below that GaAs effective refractive
index of such wave. Second possibility is the use Si substrate
for growth of the AlP/GaP/AlP heterostructure [4].

According to our calculations, the maximum power is
achieved for Si substrate based structure, when the frequency
of generated radiation falls into the region of the phonon ab-
sorption peak GaP. In this case the nonlinear susceptibility of
semiconductor increases greatly. The results of our calcula-
tions indicate that at the near infrared modes generated with
a power of 10 W in a 1-µm region, the difference mode can
be generated with a power of ∼ 5 mW in the range of opti-
cal phonon frequency in GaP (10–14 THz) in a 100-µm-wide
waveguide at room temperature.
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Fig. 1. Spatial profiles of the absolute value of the magnetic field
strength in the difference mode (full curve). At inset of the figure the
amplitude of high-frequency modes is shown in arbitrary units by
dotted line, and the real part of the refractive index n at the frequency
1.8 THz is shown by dashed line. The layer #1 is air, layers #2 and
#4 are GaP, layers #3 and #5 are AlP, layer #6 is Au. Thicknesses of
the layers: #2 — 300 µm, #3, #4 and #5 — in 0.8 µm.

1. Calculation of the difference mode power

In the case when the semiconductor waveguide is grown on the
(001)-plane substrate and the high-frequency modes have TE
polarization and propagate along the [110] direction, the non-
linear polarization in GaP is normal to the plane of layers and
the TM mode is generated at the difference frequency [3]. The
Z-axis is directed along the crystallographic direction [001]
(see Fig. 1). The TM mode propagating along the X-axis has
one magnetic field component directed along the Y -axis. The
coordinate dependence of the magnetic field strength Hy in the
mode of difference frequency ω can be determined from the
equation:

ε(z, ω)
d

dz

[
1

ε(z, ω)

dHy

dz

]
+
(
ε(z, ω)

ω2

c2 − k2
x

)
Hy

= −2ε(2)xyz

kxω

c
A∗1(z)A2(z) , (1)

where ε(z, ω) is permittivity and c is vacuum light velocity.
The coordinate dependences of the electric field amplitudes in
high-frequency modes A1 and A2, as well as the difference be-
tween their propagation constants kx = k2−k1, are determined
by solving the wave equation with a particular refractive-index
profile. The electric field component of the difference modeEz
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and its power P are defined by expressions:

Ez=− 1

ε(z, ω)

(
ckx

ω
Hy + 2ε(2)xyz

kxω

c
A∗1(z)A2(z)

)
, (2)

P=−cLy

2π

∞∫
−∞

Re
(
HyE

∗
z

)
dz , (3)

where Ly is the width of the waveguide.
Sandwiching a narrow-gap GaP between wide-gap AlP

emitter layers with a lower refractive index one can form the
waveguide for near-infrared radiation. Waveguide for a tera-
hertz radiation is wide GaP or Si substrate.

2. Results

The dependence of nonlinear susceptibility of GaP on frequen-
cies of the waves which are influenced by the medium in semi-
conductors A3B5 was considered in [5]. The nonlinear sus-
ceptibility dependence on the difference frequency is shown in
Fig. 2 and Fig. 3. From the figure one can see that there is a
maximum of susceptibility near the transverse optical-phonon
frequency, and then the susceptibility tends to constant ε(2)xyz

with a frequency growth. At maximum the value of nonlinear
susceptibility is more than 40 times higher than that at high
frequencies. Therefore, the output power of the difference
frequency wave largely increases near the transverse optical-
phonon frequency, in spite of a high absorption in this region.
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Fig. 2. The difference mode power versus the difference mode fre-
quency in a GaP substrate based waveguide at room temperature (full
curve, λ1 = 0.95µm). Broken curve corresponds to the dependence
of the ε(2)xyz component in GaP on the difference mode frequency.
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Fig. 3. The difference mode power versus the difference mode fre-
quency in a Si substrate based waveguide at room temperature (full
curve, λ1 = 0.97µm). Broken curve corresponds to the dependence
of the ε(2)xyz component in GaP on the difference mode frequency.

The contribution of the optical phonons to permittivity is
accounted for by correct definition of the refractive index for
the difference mode. A simple estimate of the contribution of
the optical phonons to permittivity is provided by formula (26)
from the paper [6], which is applicable to semiconductor ma-
terials.

The calculated difference-mode powers for GaP- and Si-
substrate based waveguides are shown in Fig. 2 and Fig. 3
correspondingly. The longest wavelength for a near-infrared
mode λ1 is fixed in our calculation. The wavelength of the
difference mode is changed by variation of the wavelength of
another near-infrared mode. The spectral dependence of power
features great number of resonance peaks. Each peak corre-
sponds to waveguide mode. Great number of resonance peaks
involves with big width of the waveguide (∼ 300 µm).

The results of our calculations indicate that given phase-
match and high-frequency modes generation 10W power in a 1-
µm region, the difference mode can be generated with a power
of ∼ 300 µW in the ranges 1–8 THz for GaP-substrate based
structure and ∼ 5 mW in the ranges 10–14 THz, ∼ 0.5 mW
around 19 THz for Si-substrate based structure with a 100-µm-
wide waveguide at room temperature.
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Abstract. Terahertz radiation at lateral electric field from stressed GaAs/GaAsN/GaAs structures doped with Be was
observed for the first time. The observed radiation is attributed to hole transitions between resonant and localized acceptor
states. This is proved with comparative studies of terahertz radiation from unstressed p-GaAs/GaAs structures where no
resonant states exist.

Introduction

The radiation of terahertz (THz) spectral range can be used in
various scientific and technical fields but wide application of
THz techniques is still limited because of the lack of compact
effective solid state emitters. Optical carrier transitions be-
tween impurity states in semiconductors are very perspective
from the point of view of the development of such solid state
THz emitters. Of particular interest is the use of impurity reso-
nant states arising for example in p-Ge in the conditions of va-
lence subband splitting under uniaxial stress. THz lasers based
on intracenter hole transitions in uniaxially stressed germanium
had been already created [1]. Harnessing the nanoheterostruc-
tures opens the new prospects of the development of THz
sources because the possibility to afford the internal strain al-
lows do not to use the external pressure. This simplifies sig-
nificantly the design of the emitter. It was reported in Ref. [2]
about the observation of the stimulated THz emission from
strained structures with Si/Si1−xGex /Si quantum wells doped
with boron. It was also shown that this THz radiation is con-
nected with population inversion arising between resonant and
localized acceptor states under impurity electrical breakdown.
In the present paper we report the first data on the observation of
spontaneous THz emission from stressed GaAs/GaAsN/GaAs
structures doped with beryllium.

1. Layers of GaAs1−xNx as a basis for THz sources

Thin GaAs1−xNx layers with small nitrogen content (x = 1−
2%) grown on GaAs substrate are stretched in the plane of the
structure. This corresponds to uniaxial stress applied along the
structure growth axis. In these conditions the degeneracy of
light and heavy hole subbands is lifted that leads to splitting
the acceptor states too. The split value is determined with
nitrogen content. The variation of quantum well width allows
additionally to change the split value. Under definite value of
split the acceptor states bound to heavy hole subband fall within
the energy interval corresponding to light hole subband, that
is, they became resonant ones (Fig. 1). There is a possibility of
population inversion between resonant and localized acceptor
levels in this system in accordance with mechanism described,
for example in Ref. [3]. Excitation of free holes may be realized
with the help of lateral electric field applied in the plane of the
structure.

It should be noted that GaAs/GaAsN/GaAs structures
match more adequate to intracenter population inversion mech-
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Fig. 1. Heavy (Ehh) and light (Elh) hole energy bands and the
schematic diagram of optical hole transitions in GaAs/GaAsN/GaAs
structure. Indexes “‖” and “⊥” relate to the direction of mechanical
stress.

anism [3] in comparison to Si/Si1−xGex /Si structures because
in the latter case the mechanical stress corresponds to tensile
strain but not to compressive strain. Besides, structures based
on III–V compounds are preferable for the fabrication of opti-
cal resonator because they can be easy cleft along of crystallo-
graphic planes producing the parallel sides.

In Ref. [1] THz stimulated emission was observed from
p-Ge at parallel directions of external mechanic pressure and
electric field. In case of GaAsN layers grown on GaAs substrate
it is more convenient to use another configuration with perpen-
dicular directions of lateral electric field and stress (the same
configuration was used in experiments with Si/Si1−xGex /Si
quantum wells [2]). As it was shown in Ref. [4], perpendicular
directions of electric field and pressure are preferable from the
viewpoint of the observation of THz emission.

2. Experimental results

The present paper is devoted to the first investigations aimed
at the study of spontaneous THz emission from stressed
GaAs/GaAsN/GaAs structures. The structures under inves-
tigations contained rather thick 0.1 µm GaAs1−xNx layers
(x = 0.018) grown by MBE on semiinsulating GaAs sub-
strate. In order to increase the emitting volume, ten such layers
separated with 0.5 µm GaAs layers were grown. GaAsN lay-
ers were doped with beryllium, acceptor concentration was
3 · 1017 cm−3. For comparison, p-GaAs/GaAs structures do
not containing nitrogen were grown and studied too. In these
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Fig. 2. The signal of Ge〈Ga〉 photodetector as a function of specific
power of electric current in doped GaAs/GaAsN/GaAs structures
(j is a density of current, F is electric field).

structures no effects related to resonant impurity states have
to be observed. THz radiation was registered with Ge〈Ga〉
photodetector with a set of filters limiting the spectral range
of detector sensitivity to 70 . . . 200 µm. Measurements were
made in pulse regime.

In order to determine the range of electric fields corre-
sponding to impurity breakdown the current-voltage charac-
teristics were studied. It was shown that in sub-breakdown
fields (E < 100 V/cm) the hopping mechanism is responsible
for hole transport. At temperature T = 4.2 K and electric fields
exceeding 2000 V/cm the main part of acceptors is ionized.

According to our calculations emission wavelength corre-
sponding to intracenter hole transitions is close to 80–100 µm.
Results of electroluminescence studies are presented in Fig. 2.
The integral signal from photodetector UPD is presented as a
function of specific power released in the sample under elec-
tric current flow. The observed THz emission can be of dif-
ferent nature. Together with hole transitions between reso-
nant and localized acceptor states it can be related to lattice
heating, direct intersubband hole transitions and band-acceptor
transitions. The comparison of electroluminescence data ob-
tained in GaAs/GaAsN/GaAs structures with resonant states
and in p-GaAs/GaAs structures where no resonant states ex-
ist, allowed to make conclusion that the radiation observed in
the present studies from GaAs/GaAsN/GaAs structures is con-
nected mainly with intracenter hole transitions. Measurements
of emission spectra are in progress.
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Abstract. We report on the resonant detection of THz (f = 0.58 THz) radiation by plasma waves in submicron GaN/AlGaN
HEMT with two-dimentional electronic gas.

Introduction

Recently there has been considerable interest in terahertz (THz)
radiation detection by two-dimensional (2D) electron plasma in
field effect transistors. THz range (0.3–10 THz) corresponds to
different type excitation energies in condensed matters, such
as phonons, binding energy of shallow impurities, rotational
and oscillatory excitation in liquids, as well as in gases and
biological objects. THz technology is of particular interest
for nondestructive control and visualization in medicine, envi-
ronment monitoring, food industry, struggle against terrorism,
etc. [1]. For many applications it is desirable to use a fast se-
lective detector tunable by voltage. Such detection mode can
be realized in field effect transistor with 2D electronic gas in
the channel [2–4]. In a usual operating mode the upper lim-
iting frequency of the transistor is restricted by the electron
transit time. Using the plasma effects allows to raise the work-
ing frequency of submicronic field effect transistors up to THz
range [2] because characteristic velocities of plasma waves of
108 cm/sec are essentially higher than electron drift velocities
in the channel of the transistor. Resonant frequency of plasma
oscillations in the gated 2D electron gas is determined by the
gate length L and electron concentration n that is in the first
approximation described by the simple expression of the flat
capacitor n = CU0/e. Here C is the capacity between the
gate and the channel per unit area, U0 = UGS − Uth is the
swing voltage (a difference between gate voltage and the cut-
off voltage), e is the electron charge. For large U0 the simple
expression for resonant frequency

f0 = 1

4L
·
√
eU0

m
(1)

is valid. In the present work the electron transport and the
photoresponse in the THz-range in GaN/AlGaN HEMT with
submicronic gate with 2D electron gas (Fig. 1) was investi-
gated.

1. Results and discussion

Transistors under study were fabricated from MBE grown GaN/
AlGaN heterostructure with high mobility 2D electronic gas.
The gate length was L = 0.25 µm and the channel width
was 30 µm. The chip with transistors was mounted in the
holder that was inserted into the reciprocal module placed in
waveguide insert into storage liquid helium vessel; all mea-
surements were carried out at T = 4.2 K. Backward wave

Source

Grille Drain

Source

Fig. 1. Photo of the GaN/AlGaN transistor.

tube was used as a source of THz radiation, the radiation be-
ing chopped with the frequency of 200 Hz. Measurements
were carried out at fixed frequency of radiation f = 580 GHz
sweeping the gate voltage. The photoinduced e.m.f was mea-
sured between source and drain versus the gate voltage UGS.
The standard lock-in amplifier was used to recover the sig-
nal. The mobility of 2D carriers in the channel was estimated
from the measured dependence of conductivity on the magnetic
field (solid line in Fig. 2). As easy to see, after substracting
the “parallel” conductivity (that is assumed to be independent
on the magnetic field) the dependence can be approximated by
the Lorentz curve (dotted line in Fig. 2). Therefore the mo-
bility can be estimated from the relation µH1/2/c = 1 where
H1/2 ≈ 28 kOe is the magnetic field in which the conductivity
decreases two times. This estimation gives µ ≈ 3600 cm2/Vs
that corresponds to condition ωτ ≥ 1 be fulfilled at frequen-
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Fig. 2. The magnetoconductivity measurements.
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Fig. 3. The dependence the transistor photoresponse by the gate
voltage (1), and the measured transfer characteristic (2).

cies over 380 GHz. Fig. 3 presents the measured transistor
photoresponse at f = 580 GHz versus the gate voltage as well
as the transfer characteristics. The observed cut-off voltage
Uth = −3.5 V corresponds according to the formula (1) to the
resonant frequency f0 = 1.5 THz at zero gate voltage which
should decrease down to the zero at UGS approaching Uth. The
distinct maximum of the photoresponse in Fig. 2 observed at
the gate voltage UGS = −3 V corresponds according to rela-
tion (1) to the frequency of plasma oscillations fr = 580 GHz
that just coincides with the frequency of the backward wave
tube radiation. From the above mobility estimation one can
get the ωτ factor of 1.8. Thus the observed photoresponse
maximum can be related with resonant detection by plasma
waves in gated 2D electron gas.
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Abstract. Our computer simulations show that higher plasmon modes in a slit-grating gate field-effect transistor with
two-dimensional electron channel effectively couple to terahertz radiation, which makes it possible to design terahertz
plasmonic devices with operating frequencies up to 10 THz or even higher.

Introduction

High-frequency response of field-effect transistors (FET’s)
with two-dimensional (2D) electron channels is strongly af-
fected by plasma oscillations exited in the channel under the
gate electrode. This phenomenon in its various manifestations
can be used for the detection, frequency multiplication and
generation of terahertz (THz) radiation [1–4]. Plasmon modes
excited under the gate electrode (gated plasmons) are the most
attractive for practical applications because their frequency can
be effectively tuned by variation of the gate voltage. However,
the gated plasmons in a single-gate FET are weakly coupled
to THz radiation [5] because they are: (i) strongly screened by
the metal gate electrode and (ii) have a vanishingly small net
dipole moment due to their acoustic nature. If the length of
the gated channel W is much longer than the gate-to-channel
distance, the frequency of the gated plasmons coupled to THz
radiation can be estimated as [1]

ω = kn

√
eU0

m∗
, (1)

where kn = π(2n− 1)/W (n = 1, 2, 3, . . .) are the wavevec-
tors of the gated plasmons, U0 = Ug − Uth is the difference
between the gate voltageUg and channel depletion (i.e., thresh-
old) voltage Uth, e and m∗ are the electron charge and mass,
respectively. Simple estimations show that the frequency of
the fundamental plasmon mode (n = 1) may exceed 5 THz
only in a FET with the gate shorter than 100 nm, which sets a
limitation for designing the single-gate FET plasmon devices
in the high-frequency THz range. Although higher gated plas-
mon modes (n > 1) have greater frequencies, they can hardly
be used for increasing the operation frequency of a single-
gate THz plasmonic transistor because of a weaker coupling of
higher plasmon modes to THz radiation [6].

It was suggested in [5] that the coupling efficiency of gated
plasmons to THz radiation can be dramatically enhanced due to
their interaction with the ungated portions of the electron chan-
nel. In this paper, we calculate the THz plasmon absorption
spectra of a grating-gate FET with 2D electron channel in frame
of the fist principle electrodynamic approach and show that the
the gated-plasmon resonances in such a structure increase by
several orders of magnitude due to excitation of plasma oscil-
lations in ungated portions of the channel. We also show that
intensive higher plasmon resonances (up to 9th order) can be
effectively excited in a slit-grating gate FET.

1. Results and discussion

Based on the first principle electrodynamic approach, using the
full system of the Maxwell equations, we have calculated the
THz plasmon absorption spectra of a grating-gate FET shown
schematically in Fig. 1. Theoretical approach is based on the
integral equation method developed by us earlier in [7]. We
describe the THz response of the 2D electron channel by the
sheet conductivity in the local Drude model as

σ(ω) = e2N1,2τ

m∗(1− iωτ)
,

where τ is the characteristic electron scattering time andN1 and
N2 are the sheet electron densities in the gated and ungated re-
gions of the channel, respectively (see Fig. 1). The sheet elec-
tron density under the gate strips is calculated in the parallel-
plate capacitor model as

N1 = εε0U0/ed ,

where ε is the dielectric constant of the barrier layer ma-
terial, ε0 is the dielectric permittivity of vacuum, d is the
gate-to-channel distance (the barrier layer thickness). Calcu-
lations were performed for the characteristic parameters of Al-
GaN/GaN HEMT: ε = 9, Uth = −3 V, d = 8 nm. Surface
conductivity of Au gate strips was assumed to be 2.5 S. Numer-
ical calculations showed that the plasmon absorption spectra
do not change noticeably depending on realistic variation of a
DC current through the channel (if one neglects the effect of
the channel length modulation by the drain bias). Because of
that all numerical results below are presented for zero DC drain
current in the FET structure. Note that the effect of the channel
length modulation by the drain bias can be easily accounted for
by corresponding variation of the channel length L in Eq. 1.

W L

N2N1 2D channel

Grating gate

THz radiation

Fig. 1. The schematic of a grating-gate FET.
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Fig. 2. Absorption spectra of AlGaN/GaN HEMT with 1-µm-wide
grating-gate strips for three different slit widths: 0.1 µm (curve 1),
0.3 µm (curve 2) and 0.5 µm (curve 3) at room temperature (τ =
2.27×10−13 s) for zero gate voltage.

Figure 2 shows the THz absorption spectra of AlGaN/GaN
HEMT with 1-µm-wide grating-gate strips for three different
grating-gate slit widths and zero gate voltage. These results
demonstrate that one is able to observe quite pronounced and
well-resolved higher plasmon resonances even at room tem-
perature in the structure with sub-micron slits. For narrow slits
(narrower than 0.2 µm) all higher resonances are excited with
comparable (large) amplitudes because narrow grating-gate
slits generate strong higher Fourier harmonics of the incident
THz wave. As a result, intensive higher plasmon resonances
may be excited at high THz frequencies up to 7th resonance
at about 10 THz (not shown in Fig. 2). Radiative damping of
plasmon oscillations grows significantly with decreasing the
slit width, thus the radiative damping and dissipation of plas-
mon oscillations contribute comparably to the total linewidth

A
bs

or
ba

nc
e

9th
8th

7th
6th

0.25

0.20

0.15

0.10

0.05

0.00
−3 −2 −1 0

Gate voltage (V)

Fig. 3. The same as in Fig. 2 as a function of the gate voltage for two
different slit widths: 0.1 µm (solid curve), 0.2 µm (dashed curve) at
frequency 6.86 THz. Numbers mark the high-order gated-plasmon
resonances.

of the plasmon resonance in the FET with a narrow-slit grating-
gate, which makes all plasmon resonances stronger. Note that
the maximum absorbance of 0.5 at the plasmon resonance is
reached when the radiative and dissipative contributions to the
resonance linewidth become equal [7]. The calculations also
show that all plasma resonances become weaker by two orders
of magnitude when the electron density under the grating-gate
openings tends to zero. This fact demonstrates a crucial role of
the ungated portions of the channel in excitation of the gated
plasmons.

Figure 3 shows the terahertz absorption of AlGaN/GaN
HEMT with 1-µm-wide grating-gate strips and sub-micron
grating-gate slits as a function of the gate voltage. The most
intriguing result here is that the intensity of higher plasmon
resonances (up to 9th order) increases at more negative gate
voltage. It happens because the radiative damping of higher
plasmon modes increases with increasing the electron density
modulation along the electron channel [6]. Notice also that
the plasmon resonances excited at more negative gate voltages
exhibit a narrower linewidth,/Ug, of the resonance. The more
negative the resonant value of Ug, the narrower the resonance
is. One can easily understand this fact by performing the dif-
ferentiation of Eq. (1):

/U0 = 2W

π(2n− 1)

√
m∗U0

e
(/ω) ,

where /ω is the linewidth of the resonance in the frequency
domain. Obviously, for a given /ω, /U0 tends to zero when
Ug approaches the threshold voltage Uth.

2. Conclusions

It is shown that a slit-grating gate acts as an effective cou-
pling element between THz radiation and plasmon modes in
the 2D channel. Strong plasmon resonances up to 9th order
can be excited in such a structure in the high-frequency THz
range. The intensity of higher plasmon resonances increases
with increasing the electron density modulation in the channel
by applying the negative gate voltage. These results open a
gateway to designing the FET plasmon devices in the high-
frequency THz range (up to 10 THz).
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Effect of dc and ac excitations on the longitudinal resistance
of a 2D electron gas in highly doped GaAs quantum wells
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Abstract. Linear ac resistance of highly mobile two-dimensional electrons in GaAs heavily doped quantum wells is studied
at different magnitudes of dc and ac (10 kHz and 100 kHz) excitations. In the dc excitation regime the differential resistance
oscillates with the dc current and external magnetic field similar to that observed earlier in AlGaAs/GaAs heterostructures
[C. L. Yang et al, Phys. Rev. Lett. 89, 076801 (2002)]. At external ac excitations the resistance is also found to be oscillating
with the magnetic field. However the form of the oscillations is considerably different from the dc case. We show that at
frequency below 100 kHz the difference is the result of a specific average of the dc differential resistance during the period
of the external acexcitations.

Introduction

Nonlinear properties of highly mobile two-dimensional elec-
trons in AlGaAs/GaAs heterojunctions is a subject of consid-
erable current interest. Several new transport phenomena have
been observed in these systems recently [1–7]. In the pioneer
work [1] strong oscillations of the longitudinal resistance in-
duced by microwave radiation have been observed at magnetic
fields, which satisfy the condition ω = nωc, where ω is the
microwave frequency and ωc is the cyclotron frequency.

Another interesting nonlinear phenomenon has been ob-
served in the response of the 2D highly mobile electrons to
dc excitations [2]. Oscillations of the longitudinal resistance,
which are periodic in inverse magnetic field, have been found
at dc biases, satisfying the condition hωc/2π = 2RcEH, where
Rc is Larmor radius of electrons at Fermi level and Hall electric
field, induced by the dc bias in the magnetic field. The effect
has been attributed to Zener tunneling between Landau orbits,
tilted by the Hall electric field [2].

In this paper we report an observation of the resistance os-
cillations with magnetic field in dc biased GaAs quantum well
with 2D electron density of an order of magnitude higher than
reported earlier [2]. Moreover we have found similar resistance
oscillations with magnetic field in response to low frequency
(10 and 100 kHz) ac excitations. The particular form of the
resistance oscillations at the ac excitations is considerably dif-
ferent from the dc case. We show experimentally that for the
low frequencies the difference is the result of an average of the
dc differential resistance during a period of ac excitations.

1. Experimental

Our samples were cleaved from a wafer of a high-mobility
GaAs quantum well grown by MBE on GaAs substrates. The
width of the GaAs quantum well was 13 nm. AlAs/GaAs type-
II superlattices served as barriers, which made it possible to ob-
tain a high-mobility 2D electron gas with high electron density.
In dark, the electron density and mobility of the 2D electron gas
in our samples were ne = 1.18×1016 m−2 andµ = 91 m2/Vs,
respectively. After brief light illumination, the electron den-
sity and mobility of the 2D electron gas in our samples were
ne = 1.28 × 1016 m−2 and µ = 111 m2/Vs, respectively.
Measurements were carried out at T = 4.2 K in magnetic field
up to 1 T on 50µm wide Hall bars with distance of 250µm be-

tween potential contacts. The resistance was measured using
1 µA current at frequency of 888 Hz.

2. Results and discussion

Dependence of the longitudinal resistance rxx of the 2D elec-
tron gas is presented in Fig. 1 at different values of the dc bias.
With an increase of the dc current through the sample an oscil-
lating behavior of the longitudinal resistance is found, similar
to that reported earlier [2].

A dependence of the longitudinal resistance on magnetic
field at different level of ac excitation (100 kHz) is presented
in Fig. 2. Recognizable oscillations of the linear resistance
with magnetic field are detected.

The ac voltage Vac at frequency 888 Hz were measured
using standard lockin amplifier synchronized with the testing
current Iac. Since at frequency 888 Hz the response is found to
be linear with respect to the testing current Iac we approximated
the responseby Ohm’s law:

Vac = Rxx(IF)Iac , (1)

~
T = 4.2 K

w = 50 µm
Iac VacIdc

Idc = 0.4 mA

Idc = 0 mA

ne = 1.18 10 m16 −2

150

100

50

0
−1.0 −0.5 0.0 0.5 1.0

B (T)

r x
x

(
)

Ω

Fig. 1. Dependence of differential resistance rxx on magnetic field at
different dc current from 0 to 0.4 mA in steps of 0.05 mA. For clarity,
the curves are shifted vertically by n×8 �, where n = 0, 1, . . ., 8.
The experimental setup is shown on the top.

348



2DEG.01p 349

~ ~Iac VacIF

T = 4.2 K

IF = 0.35 mA 3 2
N = 1

IF = 0.15 mA

F = 100 kHz

ne = 1.18 10 m16 −2

−1.0 −0.5 0.0 0.5 1.0
B (T)

R
xx

(
)

Ω

40

30

20

10

Fig. 2. Magnetoresistance Rxx at different amplitudes of ac excita-
tion. Maximums of the resistance oscillations are marked by arrows.
Positions of the maxima are approximately periodic in 1/B. A di-
agram for the electrical measurement is presented at the bottom of
the figure.

where Rxx(IF) is a resistance of the sample, which depends
on the external ac current IF = I0 cos(2πF t), where I0 is
amplitude of the acexcitation. One can expand the resistance
Rxx(IF) in a sum of all possible harmonics (iF ) of the external
ac current:

Rxx(IF) =
∑
i

Ri(I0) cos(i2πF t) , (2)

where Ri(I0) is a Fourier component of the Rxx(IF) at a fre-
quency iF and i = 0, 1, 2, . . . is an integer.

The lockin amplifier locked at frequency 888 Hz measures
exclusively the zero frequency (i = 0) harmonic R0, because
only the R0 provides a term oscillating at frequency 888 Hz
in Eq. (1). Thus to find the resistance Rxx(B) at magnetic
field B one has to obtain the zero frequency harmonic of the
Rxx(I0, B):

R0(B) = 1

T

∫
Rxx [I0 cos(2πF t)dt] , (3)

where T = 1/F is a period of the ac excitation.
In order to perform the integration in Eq. (3), we need to

know the dependence of the resistance Rxx on the driving cur-
rent I . This is done at zero frequency (dc case). Calculated
resistanceRxx is presented in Fig. 3 (circles) as a function of the
magnetic field at two different amplitudes of the acexcitation.
Measured dependencies of the resistanceRxx on magnetic field
at two different amplitudes of the external ac excitations are
also shown in the figure for comparison (solid lines). We note
that there are no adjusting parameters between measured and
calculated curves.

Similar results are obtained at 100 kHz frequency. The
agreement indicates a valid approach for interpretation of the
ac induced oscillations of the longitudinal conductivity at low
frequency of the ac excitations.

Summary

Effect of dc and low frequency ac excitations on longitudinal
resistance of the two-dimensional electron gas in highly doped
GaAs quantum wells is studied. A strong, periodic (in inverse

R
xx

(
)

Ω

40

30

20

10
−1.0 −0.5 0.0 0.5 1.0

B (T)

IF = 0.35 mA

IF = 0.15 mA

F = 10 kHz

ne = 1.18 10 m16 −2

w = 50 µm

Fig. 3. Measured magnetoresistance Rxx at two different levels of
ac excitations as labeled (solid lines). Calculated magnetoresistance
obtained from the dc biased measurements (opendots).

magnetic field oscillations) of the resistance is found in the dc
biased samples. The position of the oscillation maximums is
found to be proportional to the dc density. Similar oscillations
are observed with ac excitations applied to the samples at the
frequencies 10 kHz and 100 kHz. We have shown that the
resistance oscillations observed at frequency below 100 kHz
are due to the nonlinear response of the dc biased 2D electron
systems.
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Abstract. An electron-electron (e − e) interaction correction to the conductivity of two-dimensional (2D) electron gas in
AlxGa1−xAs/GaAs/AlxGa1−xAs and GaAs/Inx Ga1−xAs/GaAs single-quantum-well heterostructures is studied. We have
shown that the e − e interaction contributes to σxx only, while the contribution to σxy is equal zero. The experimental value
of the diffusion correction is equal to −Kee G0 ln [1/(T τ)+ 1]. It is shown that the interaction correction does not include
the temperature independent term −KeeG0 ln(EFτ).

The temperature and magnetic field dependences of the resistiv-
ity of the degenerated two dimensional gas at low temperatures
are determined by the quantum corrections to the conductivity.
They are the interference correction and the correction caused
by the electron-electron interaction. As a rule, the interac-
tion correction is the main in classically strong magnetic field,
µB ≥ 1 (µ is the mobility).

In the diffusion regime, T τ � 1, where τ is the transport
relaxation time, the e−e interaction contributes to σxx and does
not to σxy [1]:

σxx = enµ

1+ µ2B2 + δσee , σxy = enµ2B

1+ µ2B2 , (1)

where n stands for the electron density. The interaction correc-
tion δσee logarithmically depends on the temperature and does
not depend on the magnetic field. In [1,2,3] this correction is
written as

δσee = KeeG0 ln T τ , (2)

whereG0 = e2/2π2h̄, andKee = 1+3
(
1− ln(1+ Fσ

0 )/F
σ
0

)
,

Fσ
0 is the Fermi-liquid constant. In the same time the authors

of [4] underlined that the argument in the logarithm should
include the Fermi energy, EF:

δσee = KeeG0 ln
T

EF
. (3)

It is easy to see that the difference between Eqs. (2) and (3) is
equal to KeeG0 ln(EFτ) = KeeG0 ln(kFl/2), that for systems
with kFl � 1 can be not so very small.

The aim of this paper is to study the interaction correction
in the diffusion regime experimentally and to clarify how the
ln(EFτ)-terms contributes to the conductivity.

We investigated the conductivity and the Hall effect in
single-quantum-well heterostructures with δ-doped barriers of
two types, Al0.3Ga0.7As/GaAs/Al0.3Ga0.7As (structure T1520)
and GaAs/In0.2Ga0.8As/GaAs (structure 3510), up to B = 5 T
within the temperature range from 0.4 to 25 K. The samples
were mesa etched into standard Hall bars. To change the elec-
tron density in the structure T1520, an Al gate electrode was
deposited by thermal evaporation onto the cap layer. The elec-
tron density in the structure 3510 was controlled through the
illumination due to the persistent photoconductivity effect.

Figure 1 shows typical magnetic field dependences of ρxx
and ρxy measured at different temperatures for the structure
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Fig. 1. The magnetic field dependences of ρxx (a) and ρxy (b) mea-
sured for different temperatures for Vg = −3.7 V, n = 7.15 ×
1011 cm−2. Structure T1520. The temperature for curves are: 1.4,
2.0, 2.5, 3.0, 4.2, 6.2, 9.0, 13.0, 16.5.

T1520. One can see that following the sharp magnetoresis-
tance in low magnetic field evident at B < 0.05 T, which
results from the suppression of the interference quantum cor-
rection, the parabolic-like negative magnetoresistance against
the background of the Shubnikov–de Haas oscillations is ob-
served [Fig. 1(a)]. The parabolic-like behavior of ρxx weakens
with the increasing temperature. The transverse magnetoresis-
tance ρxy slightly decreases in magnitude with the increasing
temperature [Fig. 1(b)].

First of all, we have ascertained that Eqs. (1) work in our
situation. We have inverted the resistivity tensor and analyzed
the experimental temperature dependence of σxx and σxy at
high enough magnetic field where the interference correction
is significantly suppressed. It has been really found that the
σxx component logarithmically depends on the temperature
while σxy is practically constant. The slope of the σxx-vs-ln T
dependence corresponds to Kee = 0.4− 0.5 for different gate
voltages.

The absolute value of δσee has been obtained from analysis
of the curvature of the parabolic-like negative magnetoresis-
tance. It follows from Eq. (1) that the longitudinal magnetore-
sistance should have the form

ρxx(B, T ) % 1

enµ
− 1

(enµ)2

(
1− µ2B2

)
δσee . (4)
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Fig. 2. (a) — The parabolic-like magnetoresistance for different
temperatures for Vg = −3.7 V, structure T1520. Solid curves are
the experimental data. Dashed curves are the fit by Eq. (4). (b) —
The temperature dependences of δσee. Symbols are the experimental
results obtained from treating of ρxx-vs-B curves. Dashed lines are
Eq. (2).

Thus, fitting the experimental ρxx-vs-B curve for a given tem-
perature by Eq. (4) one can find the value of interaction correc-
tion δσee. As Fig. 2(a) shows Eq. (4) excellently describes the
experimental data. The temperature dependences of δσee found
for two gate voltages in such a way are presented in Fig. 2(b).
One can see that they are really close to the logarithmic one
in accordance with Eqs. (1) and (2). The slopes of these de-
pendences correspond to Kee % 0.4 and 0.5 for Vg = −3.7 V
and -1 V, that coincides with the Kee-values obtained from the
temperature dependence of σxx .

Let us compare experimental results with theoretical pre-
dictions [1,2,3] and [4] (see Fig. 3). Dashed and dotted lines
in this figure are drown according to Eqs. (2) and (3), respec-
tively. Obviously, it is not needed to involve the ln(EFτ)-term
to describe the experimental results. Taking into account the
experimental error, one can conclude that any temperature in-
dependent contribution that might exist in δσee is lower than
(0.1−0.2)G0.

Although the accordance between the experimental results
and Eq. (2) is good on the whole, the divergence is clearly
seen at T τ > 0.3 (see Figs. 2(a) and 3). We have found that
the agreement can be improved if one replaces the argument
1/(T τ) in logarithm in Eq. (2) by 1/(T τ)+1 that removes the
divergence of diffusion contribution with T τ -increase:

δσee = −KeeG0 ln

(
1

T τ
+ 1

)
. (5)

After such modification the agreement with the experimental
data becomes excellent within entire T τ -range (see solid lines
in Fig. 3).

Thus, the experimental value and the temperature depen-
dence of the interaction correction in the diffusion regime is
well described by Eq. (2). This correction does not include
the temperature independent term −KeeG0 ln(EFτ). Just the
correction given by Eq. (2) contributes to σxx and does not to
σxy and namely this term is figured experimentally out. The
term −KeeG0 ln(EFτ) contributes both to σxx and to σxy . In
fact, it renormalizes the mobility, and, thus, does not influences
the curvature of the parabolic-like negative magnetoresistance.
The good accordance between the theory and experiment in
the entire T τ -range including non-diffusion regime T τ ∼ 1 is
achieved with the use of modified expression, Eq. (5).

0.1 1
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0
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δσ
ee
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Vg = V−3.7

Fig. 3. The T τ -dependence of δσee. Symbols are the experimen-
tal data. Dashed and dotted lines correspond to Eqs. (2) and (3),
respectively. Solid lines are the improved formula for δσee, Eq. (5).
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Abstract. Tunnel junctions Al/delta-GaAs were studies of different electron concentration in the two-dimensional electron
system of the delta-layer. The amplitude of the zero bias anomaly was shown to increase substantially as the concentration
decreases. This behavior may be attributed to decreasing density of states at the Fermi level due to the enhancement of the
interelectron interaction in the diffusion channel of the delta-layer as soon as the latter approaches to the state of
metal-insulator transition.

Introduction

Delta-doping of GaAs with Si donors of > 1012 cm−2 area
density enables to realise a two-dimensional electron sys-
tem (2DES) in which metallic type of conductivity at low tem-
peratures is defined by relatively high Fermi energy (scores
of meV) and by the momentum scattering at charged impurities
in the δ-layer (h/τ of 1 meV order). As the δ-layer approaches
the metal-GaAs interface, the electrons transfer to the surface
states and the concentration n2D of the free carriers decreases,
conditioning the carrier localization in the self-consistent po-
tential well of the δ-layer. Due to this the transition from the
weak localization to the strong one was observed in the δ-layer
GaAs structures at lowering temperature below T0 % 2.6 K [1]
as well as pressure induced metal-insulator transition in a tun-
nel structure Al/δ-GaAs [2] at T = 4.2 K. The latter structure
allowed not only to measure the lateral transport in the δ-layer
but also to analyse the effects of density of states (DOS) and
many-body effects in the 2DES using tunnelling spectroscopy
technique. For the case when dephasing time constant τϕ for
the electrons in a diffusion channel of a 2DES is defined, say,
by interelectron collisions the theory [3] predicts the drop of
the DOS at the Fermi level. As n2D decreases and the localiza-
tion increases (change to the hopping regime of conductivity
in the 2DES occurs), a weak singularity at the Fermi level may
transform to the ”soft” Coulomb gap [4]. Tunnelling is one of
rare experimental techniques that allows to reveal singularities
in the DOS at the Fermi-level. Here we present the variation of
the tunnelling DOS in the 2DES of the near-to-surface δ-layer
with n2D decrease due to the technological parameters change
during the fabrication of the Al/δ-GaAs structures as well as by
high pressure tuning of n2D. The latter case is concerned with
the n2D variation in the same sample as a consequence of the
pressure induced barrier growth at the Al/GaAs interface and
electron trapping by the DX-centers.

Experiment and Results

The samples of Al/δ-GaAs structure under study were fab-
ricated in IRE of the RAS using MBE technique described
elsewhere [5]. The separation of the interface from the Si δ-
doped layer was about ∼ 20 nm. The tunnelling spectra of
the Al/δ-GaAs structures were held at 4.2 K. As a represen-
tation of the tunnelling spectrum (TS) the dependence of the
logarithmic derivative S = d ln σ/dU of the tunnelling con-
ductivity σ = dI/dU with respect to the bias voltage U was

used. As is known [6], the tunnelling conductivity in the case
of tunnelling from 3D to 2D states is proportional to the DOS
ρi(E) of the 2DES, σ(U) ∝ ∑i Di(U)ρi(U), Di(U) being
the tunnelling transparency for the level Ei . High quality of
the tunnel junction Al/δ-GaAs is well seen on Fig. 1a, where
the nearest to the Fermi level EFδ (U = 0) filled (E0F < 0)
and empty (E1F > 0) quantum confinement subbands are re-
vealed. These subbands EiF = Ei − EFδ may be retrieved
from the TS [5] while |E0F| = 21 meV is the Fermi en-
ergy of the 2DES. The features due to the LO-phonons and
the Zero Bias Anomaly (ZBA), corresponding to the dip in σ

at U = 0, are also well resolved. Non-parametric smoothing
cubic spline approximation was used to extract background
Sbkg and ZBA and phonon lines from the tunnelling spec-
tra S. The procedure implied the background extraction from
the spectrum S(U) suppressing the contribution of the bias re-
gions containing the ZBA and the phonon singularities, by the
weight matrix, and correspondingly promoting the singulari-
ties to be extracted [7]. The ZBA line /Szba accepted to be the
difference /S = S − Sbkg = d(ln σ − ln σbkg)/dU .

Assuming that σ = /σzba + σbkg near U = 0, where
/σzba reflects the change of the DOS at the Fermi level due
to the diffusion character of electron movement within the δ-
layer plane, one obtains /S = d(ln(1 + /σzba/σbkg))/dU .
Therefore, integrating /S over dU gives the dependence of
ln(1+/σzba/σbkg) = ln(1+/ρ0/ρbkg) on U . Following this
assumption, the value of/ρ0/ρbkg atU = 0 corresponds to the
dip in the DOS at the Fermi level. It is worth mentioning that
tunnelling measurements for sample #4 in Table at T = 0.3 K,
presented on insert in Fig. 1, show the superconducting gap
in the Al gate. The TS were obtained for 7 different samples

Table 1.

E0F E1F E2F R0s

Sample (meV) (meV) (meV) (� cm2)
#1 −61 −7.5 28 13
#2 −35 18 54 123
#3 −33 12 45 55
#4/4∗ −21/−24 18/11.5 44/24.5 25
#5 −21 36 76 308
#6/6∗ −11/−13 19/8.6 40/21 6300
#7∗ 20 52 ? 900

enlisted in Table at normal pressure and (sample #3) at hydro-
static pressure up to ∼ 2.0 GPa [2]. The energies of three
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Fig. 1. a) The tunnelling spectra S(U) and background Sbkg(U) for
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ln(1 + /ρ0/ρbkg) on U . The insert shows the dependence σS/σN

on U , where σN and σS are tunnelling conductances in normal and
superconducting states of Al-electrode, respectively.

low levels EiF of these samples, found from the TS [5], are
cited in Table. The energies of 2D-subbands in δ-layer can
be changed by persistent tunnelling photoconductivity (PTPC)
effect (marked ”∗”) [8].

Fig. 2 shows the dependence of ln(1+/ρ0/ρbkg)U=0, rep-
resenting the dip in the DOS at the Fermi level, on the energy
position E0F for all the samples from Table together with the
high pressure data (sample #3). The both dependencies show
substantial deepening of the dip in DOS ((/ρ0/ρbkg)U=0 %
−0.3) when approaching metal-insulator transition. In high
pressure experiments it corresponds to the pressure value
P ≈ 2 GPa (E0F % 25 meV) [2], and for set of samples studied
at ambient pressure, — to the rightest point corresponding to
sample #7∗, for which the lateral resistance of the δ-layer Rδ

cooled in the dark exceeded 108 �. We could measure its TS
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Fig. 2. The dependence of tunnel DOS (/ρ0/ρbkg)U=0 at Fermi
level on the lowest subband position E0F in 2DES.

only in PTPC regime, when Rδ dropped down to 0.5× 106 �

per square and became comparable with Rδ of sample #3 at
2 GPa which presumably corresponds to the hopping regime
of conductivity along the δ-layer [2]. For that high resistivity,
the Fermi level in the potential well formed by the δ-doping
should fall down to the region of the lower tail in the DOS of
quantum confinement level E0, whose halfwidth /E0 in our
samples is in the range from 5 meV (sample #5) to 10 meV
(#3) [9]. This is indicated by positive values of E0F, obtained
for sample #7 and for #3 under pressures above∼ 1.6 GPa. So,
E0F must not to be proportional to n2D when 0 < E0F < /E0.

Conclusion

To our knowledge, the data presented on Fig. 2 show that in the
proximity of the metal-insulator transition in near-to-surface
δ-doped layer, the dip in the tunnelling DOS at the Fermi level
of 2DES reaches considerable value (/ρ0/ρbkg)U=0 % −0.3
even at as high temperature as T = 4.2 K. The measurements
of TS of samples ##1, 2, 5 at T = 1.6 K show additional deep-
ening of the drop by 20 . . . 30% in comparison with 4.2 K. It
allows to hope for the possibility to observe a soft Coulomb gap
in the samples of structure similar to sample #7 at T < 1.6 K.
A weak dependence of the singularity (ZBA) at the Fermi level
on magnetic field seen in our samples [10], may indicate an
interaction between the electrons as the most probable origin
of this singularity in the tunnelling DOS of the 2DES in the
δ-doped layer.
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dependence of the conductivity in 2D system
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Abstract. The temperature and magnetic field dependences of the conductivity of the p-type InGaAs quantum well
structures with In gradient are studied. We have shown that metallic-like temperature dependence of the conductivity
observed in the structures investigated is understandable quantitatively within whole temperature range. At
0.4 < T < 1.5 K it is due to weak localization at fast spin relaxation, at 1.5 < T < 4 K it is due to e-e interaction in
ballistic regime and at T > 5 K it is due to the phonon scattering.

The transport properties of two dimensional (2D) systems re-
veal the intriguing features. One of the feature is a metallic-like
temperature dependence of the resistivity at low temperature
for some kind of 2D systems: ∂σ/∂T < 0. It is strange be-
cause the quantum correction to the conductivity (the weak lo-
calization (WL) and the interaction corrections) lead to dielec-
tric (∂σ/∂T > 0) temperature dependence of the conductivity
of 2D systems. As a rule metallic-like behavior is observed
in the structures with strong hole-hole (h-h) interaction char-
acterized by large value of the parameter rs =

√
2/(aBkF),

where aB and kF are the Bohr radius and Fermi quasimomen-
tum, respectively. Up to now there is not conventional opinion
whether the metallic-like temperature dependence of the con-
ductivity attests on quantum phase transition or it results from
the quantum corrections to the conductivity.

From other hand, the conventional theories of the quantum
corrections predict that the sign of the (dσ/dT WL) depends
on interrelation between the spin relaxation rate 1/τs and the
phase relaxation rate 1/τφ . At τs/τφ < 1 the sign of ∂σ/∂T WL

is negative. The e-e correction may change sign also at tran-
sition to the ballistic regime. Thus, in the framework of the
conventional theories σ − vs− T dependence may reveals the
metallic-like behavior in the 2D systems with strong spin-orbit
interaction at T τ % 1.

In this report we have experimentally study the transport
in the hole 2D system GaAs/InGaAs/GaAs with asymmetric
doping which leads to fast spin relaxation due to Bichkov–
Rashba mechanism. The heterostructures were grown by me-
tal-organic vapor phase epitaxy on semi-insulator GaAs sub-
strate. The structures consist of a 0.2 µm-thick undoped GaAs
buffer layer, a 7 nm In0.2Ga0.8As well, a (6–7) nm spacer of
undoped GaAs, a C δ-layer and 200 nm cap layer of undoped
GaAs. The samples were mesa etched into standard Hall bars
and then an Al gate electrode was deposited by thermal evapo-
ration onto the cap layer through a mask. The hole density was
(7.5− 4)×1011 cm−2 and mobility was (8000–4000) cm2/V s
for different structures and gate voltages.

At high hole density the structures investigated show the
metallic-like temperature dependence of the conductivity at
B = 0 which changes to dielectric one ar decreasing the hole
density. The studies of low- and high magnetic field depen-
dences of the conductivity show that in structure investigate
there is not universal mechanism which leads to metallic-like

temperature dependence of the conductivity. There are tree dif-
ferent mechanisms, namely: weak localization, interaction and
phonon scattering, each give main contribution within different
temperature ranges.
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Magnetotransport properties of high-mobility two-dimensional
electron gas on cylindrical surface
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Abstract. Structures with a high-mobility two-dimensional electron gas (2DEG) on cylindrical surface were fabricated.
A strong asymmetry of the longitudinal magnetoresistance of the cylindrical 2DEG was revealed in the case of diffusive
transport regime in perpendicular magnetic field. A ballistic electron waveguide uniformly bent in the confinement direction
was realized.

Introduction

Two-dimensional electron gas (2DEG) in planar heterostruc-
tures has been under a great deal of investigations finally re-
sulting in the discovery of a number of remarkable quantum
phenomena. Non-planar low-dimensional systems are funda-
mentally new physical objects that have attracted considerable
attention in recent years. The energy spectrum of 2D systems
on cylindrical surfaces and their magnetotransport properties
in ballistic regime were theoretically predicted [1]. Spin po-
larization of electrons was predicted to arise in nanotubes con-
taining 2DEG placed in a perpendicular magnetic field [2].
Experimentally, non-planar surfaces with 2DEG were fabri-
cated by means of molecular-beam epitaxy (MBE) on prepat-
terned substrates [see, e.g., 3]. A disadvantageous feature of
such structures is that the surface curvature in them fluctuates
considerably, making the effect of surface curvature on the
magnetotransport phenomena in such structures too difficult
to examine. Lorke et al studied magnetotransport in curved
2DEG of 1.1 mm radius [4]; in this study, a sample fully pro-
cessed in Hall-bar geometry was released from the “native”
GaAs substrate using the “epitaxial lift-off” method and then
manually transferred on a glass tube. This manual prepara-
tion technique hardly allows decreasing curvature radius of the
2DEG below 1 mm.

The problem of fabrication of contacted 2DEG on cylin-
drical surface of small curvature radius is the main obstacle
for experimental studies in this promising field. The strain-
induced, three-dimensional micro- and nanostructuring [5] al-
lowed us to fabricate free-standing objects of cylindrical shape
with a constant radius of curvature, including modulation-
doped GaAs/AlGaAs [6–8] and InAs/InGaAs [9] quantum
wells (QW) rolled up in microtubes and containing cylindrical
2DEG of good spatial uniformity.

A method for directional rolling of lithographically-pat-
terned multi-layered strained film was developed to fabri-
cate three-dimensional free-standing objects of complicated
shapes [10], which was necessary for obtaining contacted
2DEG on cylindrical surface. The directional rolling method
was used to obtain cylindrical 2DEG contacted in two-pro-
be [6, 7] and Hall-bar [8] configurations. Mendach et al later
used similar technique to prepare contacted curved 2DEG [11].
The common draw back of the free-standing structures based
on (Al,Ga,In)As is the additional surface located close to
the 2DEG, usually resulting in depletion of carriers and degra-

dation of the mobility. Here, we present the fabrication of
a high-mobility cylindrical 2DEG, based on GaAs quantum
wells with spacers consisting of AlAs/GaAs short-period su-
perlattices (SPSL), where heavy-mass X-electrons gather in the
direct vicinity of dopant atoms, which screening the fluctuating
potential of randomly distributed ionized Si donors, thus effec-
tively reducing the remote impurity scattering of electrons in
the high-mobility 2DEG [12]. These X-electrons also screen
the free-standing 2DEG from surface states.

1. Fabrication of the high-mobility cylindrical 2DEG

The multi-layered heterostructure was pseudomorphically
grown on a GaAs (100) substrate by MBE; it included a 50-
nm thick AlAs sacrificial layer and a strained multi-layered
film with a nominal thickness of 192 nm to be released from
the substrate. The multi-layered film contained a 20-nm-thick
In0.15Ga0.85As stressor and a central 13-nm-thick GaAs QW
cladded with δ-doped AlAs/Gas SPSL-spacers that contained
the 2DEG. In the initial flat structure the electron mobility
along the [011̄] direction was 118 m2/V s and the sheet den-
sity was 7.1×1015 m−2. Being detached from the substrate by
selective etching of the sacrificial layer in the preset direction,
the lithographically prepatterned film rolled up in tubes with a
visible outer curvature radius of 24 µm. The resulting struc-
ture allowed us to obtain an appropriate system for studying
the magnetotransport of high mobility 2DEG on cylindrical
surfaces (Fig. 1).

10 µm

Fig. 1. Cross-sectional SEM image of the rolled-up film. The po-
sition of the Hall-bar for magnetotransport measurements is shown
schematically.
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2. Asymmetric magnetoresistance and ballistic transport

The local motion of electrons in a cylindrical 2DEG is governed
by the normal-to-surface component of the magnetic field vec-
tor. As a result, cylindrical 2DEGs enable a 2D electron system
in an effectively inhomogeneous magnetic field with a spatial
dependence defined by the angle ϕ between the surface normal
and the field: B = B0 cos(ϕ). A strongly asymmetric longitu-
dinal magnetoresistivity in the diffusive transport regime has
been revealed in the cylindrical 2DEG placed in the perpen-
dicular magnetic field. Longitudinal magnetoresistivities for
different directions of the magnetic field was found to differ
by a factor of 1000. This asymmetric longitudinal magne-
toresistance was recognized as a manifestation of the recently
predicted static skin effect for a 2DEG placed in an inhomo-
geneous magnetic field due to an exponential dependence of
current density on the transverse coordinate [13].

Interesting features of this asymmetry in the longitudinal
magnetoresistance are: (1) high sensitivity of this asymme-
try to even slightest misalignments of the rolled-up sample
from the symmetric position with respect to the magnetic field
vector; (2) zero (within the experimental inaccuracy) value of
the longitudinal magnetoresistance in classical magnetic fields.
A clear indication for the ballistic transport in the rolled-up
2DEG was observed [14]; thus, a two-dimensional ballistic
electron waveguide uniformly bent in the confinement direc-
tion was realized. On the length of mean free path the deflection
of the waveguide from the planar position is approximately 20
times more than the width of the QW.

In summary, we fabricated high-mobility 2DEG on cylin-
drical surface and studied its magneto-transport properties for
azimuthal direction of the current. A strong magnetoresistance
asymmetry was observed and explained as a manifestation of
the static skin effect. A ballistic electron waveguide uniformly
bent in the confinement direction was realized.
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Abstract. We have discovered an unexpected and surprising fact: a 2D axially symmetric short-range potential contains an
infinite number of the levels of negative energy if one takes into account the spin-orbit (SO) interaction. For a shallow well
(meU0R

2/h̄2 � 1, where me is the effective mass, U0 and R are the depth and the radius of the well, respectively) and weak
SO coupling (|α|meR/h̄� 1, where α is the SO coupling constant) exactly one twofold degenerate bound state exists for
each value of the half-integer moment j = m+ 1/2, and the corresponding binding energy Em extremely rapidly decreases
with increasing m.

As is well known from any textbook on quantum mechanics a
very shallow potential well (meU0R

2/h̄2 � 1) cannot capture
a particle with the mass me in 3D case and does this in 2D and
1D situations provided the wells are symmetric: even potential
in 1D, axially symmetric well in 2D. In the latter case the
only negative level corresponds to the s-state (m = 0). These
statements relate to spinless particles.

During the past few years various effects depending on the
spin degree of freedom of electrons have been intensively dis-
cussed in literature in connection with a spin transistor, quan-
tum computer and some other applications. Therefore the prob-
lem of localized states of charge carriers with accounting for
SO interaction becomes quite topical. In the present paper we
show that SO interaction in 2D electron gas drastically changes
the picture of the bound states formation for a short range axi-
ally symmetric potential well U(r): in contrast with the spin-
less case mentioned above the number of the levels of negative
energy becomes infinite.

Consider a 2D electron accounting for the SO interaction
in the Bychkov-Rashba form [1]. The Hamiltonian reads:

Ĥ = p̂2

2me

+ α
(
σ
[
p̂× n

])+ U(r) , (1)

where r and p̂ are the radius in cylindrical coordinates and
the 2D electron momentum operator, respectively, σ are Pauli
matrices, and n is the normal to the plane of 2D system.

It is convenient to write down the Schrödinger equation in
the p-representation:[

p2

2me

+α(σ[p×n
])]

R(p)+
∫
dp′

4π2 U(p−p′
)
R
(
p′
)=ER(p) .

(2)
Here U(p) = ∫ dre−iprU(r) = 2π

∫∞
0 dr rU(r)J0(pr) is the

Fourier-transform of the potential (J0(z) is the Bessel func-
tion). Because of the axial symmetry of the problem it is pos-
sible to separate the cylindrical harmonics of the spinor wave
function and search for the solution in the form

R(m)(p) =
(

ψ
(m)
1 (p)eimϕ

ψ
(m)
2 (p)ei(m+1)ϕ

)
(3)

(ϕ is the azimuthal angle of the vector p). If the conditions
2meU0R

2/h̄2 ≡ ξ � 1 and |E| � meα
2 are fulfilled (U0,

R are the characteristic depth and radius of the well,E is the en-
ergy counted from the bottom of continuum,E = E+meα

2/2),
one can solve Eq. (2) assuming that all the actual momenta are
closed to p0 (“pole” approximation); p0 = me|α| is the radius
of the loop of extrema. After rather cumbersome calculations
one can get

Em = −(χm + χm+1)
2/2

=−π2p2
0me

2

 ∞∫
0

drrU(r)
[
J 2
m(p0r)+J 2

m+1(p0r)
]2

=−π2p2
0me

2

 ∞∫
0

drrU(r)
[
J 2
j−1/2(p0r)+J 2

j+1/2(p0r)
]2

, (4)

where j = m + 1/2 = ±1/2,±3/2, . . . is the z-projection
of the total moment. As it is seen from Eq. (4) all levels are
two-fold degenerate: Em is even function of j . If the SO
interaction is small (p0R � 1) we can get the asymptotic
behavior of the binding energy by expanding the Bessel func-
tions in Eq. (4). For a rectangular well U(r) = −U0θ(R − r)

we have |Em| ∝ α4|j |/(24|j |((|j | − 1/2)!)4(2|j | + 1)2). For
an exponential well U(r) = −U0 exp(−r/R) one can find:
|Em| ∝ α4|j |((2|j |)!)2/(24|j |((|j | − 1/2)!)4).

Thus, we see that in an arbitrary axially symmetric short-
range (the integral in Eq. (4) converges) potential well there ex-
ists at least one bound state for each cylindrical harmonic with
the energy level below the bottom of continuum (−meα

2/2).
The energy of this stateE counted from−meα

2/2 in the regime
|E| � meα

2 is proportional to U2
0 , where U0 is the charac-

teristic depth of the well. Such a dependence is typical for
a shallow level in a symmetric 1D potential well. The one-
dimensional character of the motion results from the so called
“loop of extrema” (see [2]). In a small vicinity of the bottom
of continuum the dispersion law of 2D electrons has a form
E(p) = −meα

2/2+ (p − p0)
2/2me and corresponds to a 1D

particle at least in the sense of the density of states: one may
formally consider the problem as the motion of a particle with
anisotropic effective mass; in the p-space the radial compo-
nent of the mass equals me, while its azimuthal component is
infinitely large (the dispersion law is independent of the angle
in p-plane) [3].

We realize that our conclusion looks paradoxical: for a
sufficiently large value of m the centrifugal barrier (CB) can
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make the effective potential energy U(r) + UCB positive all
over the space. How can a bound state with negative energy
be formed in such a situation? Our arguments are as follows:
for a particle with dispersion relation (p − p0)

2/2me there
exists no CB; the azimuthal effective mass tends to infinity and
CB vanishes.

To check our results, we have numerically analyzed the
square well potential U(r) = −U0θ(R − r) where θ is the
Heaviside function. We seek a solution of the Schrödinger
equation in the form

R(r, ϕ) =
(

ψ1(r) e
imϕ

ψ2(r) e
i(m+1)φ

)
, (5)

where now ϕ is the azimuthal angle of the vector r. Spinor
components ψ1,2(r) are given by linear combinations of the
Bessel functions Jm(κ̃±r), Jm+1(κ̃±r) for r < R or Km(κ±r),
Km+1(κ±r) for r > R, where

κ̃± =
√

2me(E + U0)±meα , κ± =
√

2me|E| ± imeα .

(6)
Expressions (6) are valid when the conditionE < 0 is satisfied.
Now we have to meet the matching conditions for the wave
function and its derivative at r = R. After rather cumbersome

algebra we arrive at the determinants, zeros of which give the
required spectrum of localized states. The energy levels have
been estimated numerically for s- and p-states (m = 0, 1).
The results totaly coincide with the ones given above for |E| �
meα

2. Fig. 1 demonstrates this for s-state. The exitedp-state at
zero SO interaction appears when U0 exceeds a certain critical
value U

(c)
0 , namely, when ξ > ξc = x2

1 , where x1 is the first
root of the Bessel function J0(x). Taking SO interaction into
account results in the splitting of the p-level and lowering the
critical value U

(c)
0 for the upper of spin-split sublevels. The

lower sublevel exists at any value of the parameter ξ (see Fig. 2).
In conclusion, we have shown that 2D electrons interact

with impurities by a very special way if one takes into account
SO coupling: because of the loop of extrema, the system be-
haves as 1D one for negative energies close to the bottom of
continuum. This results in the infinite number of bound states
even for a short-range potential.
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Effect of tensile-strained Si layer on photoluminescence of Ge(Si)
self-assembled islands grown on relaxed SiGe/Si(001) buffer layer
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Abstract. Photoluminescence (PL) of Ge(Si) self-assembled islands embedding in a tensile-strained Si layer grown on
relaxed SiGe/Si(001) buffer layers has been studied. The redshift of the PL peak position from Ge(Si) islands with an
increase in thickness of the strained Si layer confirms the model for real-space indirect optical transition between the
electrons confined in Si layer and the holes localized in Ge-rich islands. The considerable increase in the intensity of the PL
signal from Ge(Si) islands embedding in a strained Si layer as compared to the PL signal from Ge(Si) islands grown on
unstrained Si(001) substrates was demonstrated.

Introduction

Due to the effective hole confinement an electro and photo-
luminescence (PL) signal from Ge(Si)/Si(001) self-assembled
islands was observed up to room temperature [1,2]. However,
only holes are effectively localized in Ge(Si) islands, while
electrons are only weakly confined in Si on the heterojunction
with an island [3]. A weak confinement of electrons is one of
the possible reasons for rather a low intensity of PL signal from
islands. The embedding of Ge(Si) islands in a tensile-strained
Si layer (ε-Si layer) grown on a relaxed SiGe/Si(001) buffer
can essentially improve the localization of electrons on the het-
erojunction with an island [4] (Fig. 1) which can result in the
increase of PL signal from islands. In this paper we study the
photoluminescence of structures with Ge(Si) self-assembled
islands embedding between (ε-Si layer) layers.

1. Experimental

The structures under study were grown by MBE on smooth
(root mean square roughness less 0.5 nm), graded relaxed
Si1−xGex /Si(001) (x = 20−30%) buffer layers fabricated
by atmospheric pressure CVD with a subsequent chemical-
mechanical polishing [5]. The schematic cross-section of het-
erostructures used in our PL experiments is shown in Fig. 2. It
was shown by AFM [6,7], that the growth of Ge(Si) islands on
the ε-Si layer deposited on a smooth relaxed SiGe buffer layer
(Ge(Si)/ε-Si islands) is qualitatively similar to the growth of
Ge(Si) islands on Si(001) substrates (Ge(Si)/Si(001) islands).
The structures with Ge(Si)/ε-Si dome islands grown at 650 ◦C

Si Ge1–x x
Si1–x xGe

Ge(Si) island

ee

hh

2∆

∋-Si

� �� �

� �� � � �� �

Fig. 1. Schematic band alignment is structures with Ge(Si) islands
embedded in ε-Si layer. Position of 2/ electron valleys and heavy
holes band are shown. Arrows show real-space indirect optical tran-
sition on top and bottom island heterojunctions.

unstrained Si1– Ge layer (80 nm)x x

unstrained Si1– Ge layer (100 nm)x x

Si cap (2 nm)

Compositionally graded Si1– Ge buffer
grown by CVD

x x

Si (001) substrate

Ge (Si)
islands

∋-Si layer∋-Si layer

Fig. 2. Schematic cross-section of studied structures with Ge(Si)
islands embedded in ε-Si layer.

and having a narrow size distribution (dispersion of islands
sizes < 10%) were used for PL study [6]. The PL spectra were
recorded at 77 K using a cooled Ge and InSb detectors. PL was
excited by HeCd laser (λ = 325 nm).

2. Results and discussion

The only one PL peak from structures with Ge(Si)/ε-Si islands
was observed in spectra exited by UV HeCd laser (Fig. 3). This
peak is associated with the real-space indirect optical transition
between the holes confined in Ge-rich islands and the electrons
localized in the ε-Si layer on the heterojunction with an island
(Fig. 1) [6]. The PL peak from Ge(Si)/ε-Si islands is red-
shifted with an increase in the ε-Si layer thickness (Fig. 3).
This redshift is caused by a change of the electron energy level
in the thin ε-Si layers under and above islands due to quantum
confinement effects. The increase in the ε-Si layer thickness
reduces the energy levels of electrons in the ε-Si layer and
results in the decrease of energy of the real-space indirect op-
tical transition (Fig. 1). Thus, the position of PL signal from
Ge(Si)/ε-Si islands can be controlled by changing the thickness
of the ε-Si layer.

The width of the observed PL peak is increased in the struc-
tures with different thicknesses of the ε-Si layer under and
above islands (Fig. 3). This increase in PL peak width is caused
by two peaks in PL spectra, which related to the optical tran-
sition of holes on the base and on the top of an island (Fig. 1).
The discrepancy between these PL peaks is defined by the dis-
crepancy in the electron energy level in the ε-Si layer under
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Fig. 3. PL spectra of structures with Ge(Si)/ε-Si islands. The num-
bers on graphs indicate the thickness of ε-Si layers under and above
islands respectively. The PL spectra were recorded at 77 K using a
low-sensitivity InSb detector.

and above islands.
Due to the real-space indirect nature of an optical transition

and large band offsets at heterojunctions the PL signal from
Ge(Si)/ε-Si islands was obtained at the energies significantly
less than the energy of a band gap of bulk Ge (down to 0.59 eV
(2.1 µm)) (Fig. 3). The low-sensitivity InSb detector having
a cutoff energy smaller than that one of the high-sensitivity
Ge detector was used for the registration of a PL signal in
order to avoid a modification of the PL spectra by the spectral
characteristics of the detector. The intensity of a PL signal from
Ge(Si)/Si islands in spectra excited by HeCd laser and recorded
by InSb detector is very low that makes the comparison of PL
signal from Ge(Si)/ε-Si and Ge(Si)/Si islands difficult. But
the most part of PL signal from Ge(Si)/ε-Si islands with the
thinnest ε-Si layer (1 nm) falls in the region of Ge detector
sensitivity (Fig. 3). It is shown that the intensity of PL peak
from Ge(Si)/ε-Si islands is more than an order higher than the
intensity of PL signal from Ge(Si)/Si(001) islands (Fig. 4).
The significant increase in the PL intensity is associated with
the efficient confinement of electrons in the ε-Si layer on the
heterojunction with islands (Fig. 1).
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×10

Fig. 4. PL spectra of Ge(Si)/ε-Si islands (thickness of ε-Si layers
under and above islands equals 1 nm) and Ge(Si) islands grown
on Si(001) substrate (Ge(Si)/Si(001) islands). The PL spectra were
recorded at 77 K using a Ge detector.
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Strain mapping at the surface of nanometric Ge/Si(100)
3D islands
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Abstract. We have employed the projection force density method and the Green’s function for isotropic semi-infinite solid
to obtain analytical solution for the surface strain in vicinity of the nanometric Ge islands on Si(100) substrate. We
demonstrated, that obtained solution well reproduces the main results of atomistic simulations based on Tersoff potential
and it is convenient for the high aspect ratio islands.

Introduction

In order to get more insight in the morphological evolution of
Ge/Si heteroepitaxial systems composed by three dimensional
(3D) islands with characteristic size of 20–200 nm, it is very
useful to have a surface mapping of the strain components. In
fact, the changes in shape and arrangement of the 3D islands
at typical experimental temperatures (400–600 ◦C) are essen-
tially driven by a fully thermodynamic flow of surface atoms
according the difference in chemical potential. The latter is
mainly modulated by the in-plane strain components.

The most straight forward method to obtain detail infor-
mation about surface strains is an atomistic simulation which
gives a full strain tensor at each surface site. However, the size
and complexity of the real system prevents an extensive use
of the method. Analytic continuum theory in the framework
of a Green’s function approach [1] has provided a simple and
useful tool in prediction the surface in-plain strain generation.

In this work we focus on the comparison of the two meth-
ods, namely, continuum elasticity theory and atomistic sim-
ulation based on the Tersoff potential. The nanometric-size
Ge islands on Si(100) substrate are used as a model system.
We have employed the projection force density method and
the surface Green’s function to obtain the analytical expres-
sion for the surface strain profiles in vicinity of 3D islands.
Our analytical model includes two essential mechanisms of
the 3D island relaxation. The first is the strain release at the
island top due to free surface of the island facets, the second
is the strain relaxation at the island bottom by distortion of the
substrate. It has been shown, that obtained solution well re-
produces main results of atomistic simulations and it can be
used to describe strain evolution of nanoscale islands during
heteroepitaxial growth.

1. Theoretical approach

For the some physically relevant cases strain field at the sur-
face can be evaluated analytically in framework “flat island”
approximation. The “flatness” of the island implies that the
lattice constant a and the characteristic island size L and is-
land height H are related via the inequality a � H � L.
In fact, this approximation replaces the island by the effective
force density distribution applied to the flat surface. To sim-
plify problem we reduce the dimentionality of the system in
two dimensions that is physically relevant to elongated faceted
islands in three dimensions. Then, by using the projection

force density method [1] and surface Green tensor of isotropic
solid, in-plain strain field produced by the infinitely elongated
(along [010] direction (y)) island can be evaluated as follows:

εxx(x) = ε0 + 2
1− ν

πY

L∫
0

Px(x
′)

|x − x′|dx
′ , (1)

where x is the position along surface (x being the along [100]
direction), is the base size of the island, ε0 is the lattice mis-
match strain, ν is the Poisson ratio, Y is the Young modulus,
Px(x) is the surface force density along [100] direction.

In contrast to other works we used here a high order ap-
proximation of the projection force density which accounts for
a lattice misfit relaxation at the island top:

Px(x) = σ0

(
1− �

L
h(x)

)
exp

{
−�

L
h(x)

}
∂h(x)

∂x
. (2)

Here σ0 is the xx component of bulk stress in planar Ge film
(wetting layer) coherently strained to Si(100) substrate, h(x) is
the local island height (island profile function) at the x position,
� is the material dependent parameter, which characterizes
efficiency of the relaxation process. According to atomistic
model of Ratsch and Zangwill [2] this parameter can be defined
as the average number of atoms in every atomic layer of the
island which are completely relaxed. It was found, that for
typical semiconductors � ≈ 3π/2.

2. Results of simulations

First, we consider isolated Ge island with {105} facets, that
physically relevant to dilute array of the islands. In Fig. 1
strain component εxx along island facets are shown. Solid
circles represent εxx at the surface calculated by molecular dy-
namic (MD) simulation, while curves correspond to analytical
calculations by using Eq. (1). Elastic constants in analytical
treatment are ones of Tersoff potential. The solid line is the
results of analytical calculation which take into account both
mechanism of the elastic relaxation: at the island top and at the
island bottom. While dashed line corresponds to the limit case
when the elastic relaxation at the island apex can be omitted
(� = 0). It is clear visible, that former analytical solution
provides better agreement between atomistic and continuum
approaches (solid line 1, Fig. 1). It is apparent also, that it is
more suitable to describe higher aspect ratio islands (such as
Ge dome-like islands in the Ge/Si system) than another one
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Fig. 1. The strain components εxx at the surface of Ge island bounded
by {105} facets. The base length of the island L = 22 nm, the
height H = 2.2 nm. The solid circles correspond to the results of
MD calculation. The solid line 1 represents results of the analytic
calculation by using Eqs. (1), (2) which takes into accounts the strain
relaxation at the island top (� = 3π/4), while dash line 2 does not
include this process (� = 0).

at � = 0 (dashed line 2, Fig. 1). From our simulations, it
turns out, that largest quantitative discrepancies between MD
results and analytical profiles reside mainly in the vicinity the
island edges and apex. This discrepancy between atomistic
and continuum elasticities is attributed to the deviation from
linearity assumed in continuum elastic theory (Hooke’s law),
i.e. anharmonicity in the Tersoff potential. In order to verify
that our analytical solution is more convenient for higher as-
pect ratio islands, we performed calculations for {102} faceted
island. The results of verification is shown on Fig. 2. It is clear
visible, that analytical solution which include both mechanism
gives more realistic strain at the island apex (solid line 1 Fig. 2),
than another one (dashed line 2, Fig. 2).

The dense array of coherently strained islands is a very in-
teresting object for the practical application, because the elas-
tic interaction between islands apparently is the main driving
force for the lateral island motion, and eventually for the order-
ing process [3]. In the further consideration, we focus on the
case of two strongly elastically interacted islands. We investi-

−15

−10

−5

0

5

10

X (nm)

ε x
x

(%
)

MD
1
2

5 10 15 20 25 30 35 40 45

Fig. 2. The surface stain distribution for {102} faceted Ge island.
The base length of the island L = 22 nm, the height H = 5.5 nm.
The relaxation parameter � = 3π/4. The correspondence between
symbols and lines is the same as in Fig. 2.

0 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

∆ε
(%

)

d (nm)

MD simulation
1
2

Fig. 3. The strain difference /εxx between the opposite edges of
an island vs distance between islands d . Solid circles represent MD
results, while the solid squares were calculated by using Eqs. (1), (2)
at � = 3π/4, while the open circles at �=0.

gate the effect of elastic interaction by looking the difference
between strains on the inner facets of the islands and those on
the outer facet. In Fig. 3 the strain difference /εxx between
opposite facets is plotted as a function of the distance d be-
tween two pure-Ge dots, for the atoms closer to the base. The
predictions of continuum theory can verify by a comparison of
/ε in pure-Ge pyramid calculated by means of Eq. (1) against
the results obtained by MD simulations. We found that the
continuum-theory curves and the MD results predict the same
general trends. But the continuum approach shows a general
tendency in overestimating. This discrepancy between two
methods can be attributed to the departure from the linearity
regime continuum elasticity.
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Abstract. Spin relaxation of hole localized in the Ge quantum dot due to fluctuations of electric field in the environment
were studied theoretically. It was found that the time of spin relaxation has exponentially broad distribution and can reach
the value ∼ 10−6 s in the typical array of Ge quantum dots in magnetic field B = 1 T.

Introduction

A spin degree of freedom of carrier localized in a quantum
dot can be considered as a useful tool for the realization of
nanoscale devices. The spin-orbit (SO) coupling in quantum
dots plays a crucial role for spin manipulation and lifetime of
prepared spin states. For example, the SO coupling allows the
effective manipulation of spins by an external electric field. It
becomes possible because the electric field changes the orbital
part of wave function, and, through SO coupling, the spin states.

Recently it was found that in the Ge/Si heterostuctures with
quantum dots (QDs) the SO coupling leads to turning of spin
during tunneling of carrier between QDs [1]. The source of spin
turning is the structure-inversion asymmetry (SIA) of Ge QDs.
This asymmetry leads to appearance of effective magnetic field,
which affects the spin of hole. This magnetic field can be
considered as an analog of Rashba field for two-dimensional
systems. This effect can be used also for spin manipulation
during transition between coupled QDs.

But the SO coupling makes possible the spin relaxation
caused by fluctuations of electric field in the environment. This
mechanism can be actual in Ge QD arrays at low temperatures
(T ≤ 4 K). The disorder in real arrays of QDs leads to disper-
sion in energy levels. Some QDs have high tunneling coupling
and high transition probability between them. The fast electron
hops within such pairs of QDs produce the fluctuations of elec-
tric field. These fluctuations in the environment can assist the
transitions between spin states in one QD as well as they assist
the hopping between QDs. And because in this temperature
range (T ≤ 4 K) the phonon-assisted spin relaxation became
less efficient [2], it is actual to consider the fluctuation mech-
anism of spin relaxation. In this paper we propose the method
of calculation of spin relaxation rate due to fluctuation in the
environment and give some numerical estimations for typical
parameters of Ge QDs arrays.

1. Theoretical approach

We start by considering a single hole localized in the ground
state in any Ge quantum dot in a dense Ge QD array, which is
subject to a homogeneous magnetic field B. We restrict our-
selves to simple situation when the average occupation number
of QDs in array is ν ∼ 1/2. So, the effects of Coulomb and
spin blocade do not affect the transitions between QDs.

Our main idea is the following. We assume that the fluc-
tuations of electric field produced by transitions within some
pair j can affect the spin of hole localized in the quantum dot i.
This dipole excitation changes the orbital part of wave function
and disturbs the spin of hole by means of SO interaction. The

interaction that can lead to the spin relaxation is described by

V̂E = qEρ̂ ,

where Ê is the electric field, produced by the fluctuators, q =
|e| is the hole charge, ρ̂ is the in-plane position vector. In
magnetic field the Kramers degeneracy of hole level in Ge
QD is lifted. The time reversal invariance can not apply in an
interaction involving a magnetic field. Consequently the matrix
element 〈↑ |V̂E | ↓〉 is not zero. Its calculation is reduced to
calculation of matrix element 〈↑ |ρ| ↓〉. We obtain this value
in the tight-binding approach, based on the our previous study
of electronic structure of Ge QDs [3]. According to the results
of this calculation the matrix element 〈↑ |ρ| ↓〉 ∼ 10−2 Å in
magnetic field B = 1 T, which is parallel to the principal axis
of symmetry of Ge QD, B‖Z.

According to Fermi Golden Rule the perturbation V̂E pro-
duces transitions at the rate

0 = (2π/h̄2)|〈↑ |ρ̂| ↓〉|2e2〈ÊÊ〉ωz .

Hereωz is the Zeeman frequency, 〈ÊÊ〉w is the spectrum func-
tion of fluctuations of hole energy in chosen quantum dot due
to Coulomb potentials of holes in surrounding QDs:

〈ÊiÊi〉ω = 1

ω

∑
j

(δE(Rij ))
2 nj (1− nj )ωτj

1+ (ωτj )2 .

Here δE is a change of the electric field in the quantum dot
i related to a transition within the fluctuator j , τj is a relaxation
time corresponding to the fluctuator while nj = n(/εj ) is the

occupation number of fluctuator upper level, /εj = ε
(2)
j −ε

(1)
j

is the fluctuator energy splitting.
The time of spin relaxation has exponentially broad distri-

bution depended on the position of chosen QD. Each QD has
a special set of fluctuators that strongly affect the spin orienta-
tion of hole in this QD. In some QDs the spin relaxation will be
very intensive, while in another ones the spin relaxation is sup-
pressed. Not all fluctuators make the contribution to spin flip
process. This contribution is determined by three main factors.
The first factor depends on the relative positions of fluctuator
parts (j (1) QD and j (2) QD) and chosen i QD with considered
spin, R(1)

ij and R(2)
ij correspondingly. This factor determines

the electric field amplitude, we named it geometric factor:

(
δE(Rij )

)2 = ( e

4πε0ε

)2
(

R(1)
ij

(R
(1)
ij )3

−
R(2)
ij

(R
(2)
ij )3

)2

.
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Fig. 1. An example of the fluctuator distribution in the array of
quantum dots. Fluctuators are indicated by thick lines. The arrow
in one of quantum dots denotes the spin.

Second factor, the energy factor nj (1−nj ), determines the
probability of transitions within fluctuators. The fluctuators are
represented by compact pairs of sites, each pairs having one
hole with high transition rate between the sites of the pair. Such
pairs play the role of electronic two-level systems and can be
characterized by one energy parameter /εj . The probability
of transitions depends on the nj (1 − nj ) = exp(−/εj/kT .
The most efficient fluctuators have /εj ∼ kT .

Third factor is the frequency factor ωzτj /(1 + (ωzτj )
2).

The frequency factor reflects the closeness of the fluctuator fre-
quency 1/τj to Zeeman frequencyωz. The time τj is defined by
exponential dependence of the intersite transition rate 0 on the
intersite distance l, τj ∼ 0−1 ∼ I−2, where I ∼ exp(−l/ξ)
is the overlapping integral, ξ is the localization length.

Now we can estimate the rate of spin relaxation due to
electric field produced by neighboring fluctuator with optimal
geometric factor (δE(Rij ))

2 ∼ (e/4πε0εd
2)2, where d is the

average distance between QDs. The value of this optimal factor
is (δE(d))2 = 1.3×1011 (V/m)2. For ωz = 1012 s−1 (corre-
sponding to B = 1 T and hole g-factor g ∼ 10) and matrix
element 〈↑ |ρ| ↓〉 = 10−2 Å the rate of spin relaxation is
0 = 2×106 s−1.

The energy and frequency factors lead to suppression of
spin relaxation. For optimal fluctuator, which provides the
maximal transitions rate, their values are n(n− 1) = 1/4 and
ωzτj /(1 + (ωzτj )

2) = 1/2. Consequently the rate of spin
relaxation reduces down to 0 = 2.5×105 s−1.

In order to obtain the average value of spin relaxation rate
in the real array of Ge QDs one should know the spatial distri-
bution of fluctuators for each QD and their frequency charac-
teristics and then average over all QDs in the array. A simple
averaging of spin relaxation rate over QD array gives a wrong
value, because it is determined by the fastest rates in the QDs
with the most efficient set of fluctuators. That is why we turn
to numerical simulation of spin relaxation rate in the typical
QD array.

2. Results of numerical simulations

In order to model the array of QDs with random distribution
of dots in the plane of array we apply the solution of the bil-
liard problem. We allow QDs to take the random positions

100 102 104 106 108 1010

Rate of spin relaxation (s )–1

Fig. 2. The distribution of spin relaxation rate in the array of Ge
QDs (a) — without restrictions on positions of quantum dots, (b) —
with restriction on the distance between QDs, d ≥ 0.7 · 〈dQD〉.

as billiard-balls. Only one restriction on the distance between
QDs was applied, d ≥ 0.7 · 〈dQD〉, where 〈dQD〉 is the av-
erage distance between QDs. For typical Ge QD array with
density of QDs NQD ≈ 3×1011 cm−2 the average distance is
〈dQD〉 = 1/

√
NQD ≈ 18 nm. In this way we found the differ-

ent realizations of QD array (see Fig. 1). In each realization
we took the set of the quite good fluctuators and calculated the
rate of spin relaxation in arbitrarily chosen QD.

We accumulated the statistics and plotted the histogram,
that shows the distribution of spin relaxation rates in the typical
Ge QD array. In the Fig. 2 one can see that the most probable
rate of spin relaxation is 0 ∼ 104 s−1. The calculations were
performed for kT //ε ∼ 0.1, where ε is the energy levels
dispersion in Ge QD array.

The increasing of magnetic field up toB = 10 T leads to one
order of magnitude more intensive spin relaxation. It is related
to increasing of matrix element 〈↑ |ρ̂| ↓〉 ∼ 0.1 Å (square
dependence on magnetic field). As the rate is 0 ∼ 1/ωz, the
resulting rate dependence on the magnetic field is linear.
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Abstract. Single barrier heterostructures are proposed which demonstrate under-barrier resonant tunneling and whose
potential relief is inverted in respect to an ordinary double-barrier heterostructures. It is shown that under-barrier resonance
results from the entrance of bound state into the continuum and has no relation with Ramsauer–Townsend-like interference
of electrons scattered from the potential discontinuities. Under-barrier resonance is not accompanied by charge build-up
which improves its dynamical characteristics. Optical analog of the considered phenomenon is electromagnetic wave
transmission through the metallic layer covered on both sides with dielectric films due to the excitation of interface
plasmons or waveguide modes.

Introduction

Electronic resonances in semiconductor heterostructures are of
great interest both for fundamental physics and device applica-
tions. The possibility of a new type of resonance was recently
forecasted in [1] — resonant tunnelling on a single barrier with
complex heterointerfaces described by generalized boundary
conditions [2] with off-diagonal elements in the transfer ma-
trix. The off-diagonal elements in the transfer matrix result
in the appearance of localized interfacial states. Under-barrier
resonance takes place when bound state is pushed into the con-
tinuum due to the tunneling splitting of interfacial states lo-
calized at opposite heterointerfaces of the barrier. Analogous
effect occurs in heterostructures with standard boundary con-
ditions (such as well-studied GaAs/AlGaAs hetrostructures) if
quantum wells are located at the barrier boundaries (see insert
in Fig. 1). In fact this structure is the inverted structure of an
ordinary double-barrier resonant tunneling diode with barriers
being replaced by quantum wells and vice versa. Such single-
barrier resonant tunneling heterostructures are studied in the
present report. In the first section interaction of resonances in
inverted tunneling structure is studied and the existence of a
novel phenomenon — collapse of resonances in single-mode
regime is demonstrated. In the second section analytical solu-
tion of the scattering problem is presented for a system with
smooth quantum well potential and is shown that under-barrier
resonance still exists when Ramsauer–Townsend-like interfer-
ence of electrons scattered from the potential discontinuities is
abscent.

1. Rectangular quantum wells and barrier

The numerical solution of the Schroedinger equation was per-
formed for the system consisting of two quantum wells (widths
hw1 andhw2, depthUw) separated by a barrier (widthhb, height
Ub). Transmission T and reflection R coefficients were calcu-
lated as a function of an incident particle energy E (at E > 0)
as well as localized states energies (at E < 0). The results are
presented in the diagrams where the energy locations of trans-
mission coefficient T maximum Emax and minimum Emin are
plotted as functions of quantum well depth at fixed well width
and barrier height. Such diagrams are presented in Fig. 1 for the
structure with hw1 = hw2 = 50Å, hb = 20Å, Ub = 0.2 eV,
m = 0.067m0. Plots at E < 0 are size-quantized energies of
localized states. Notations ε3, ε4 correspond to well depths at
which size-quantized levels 3 and 4 enter the continuum.

Under-barrier resonance with unit transparency in this sys-
tem takes place in the interval of quantum well depths where
odd states are localized while even states are in continuum.
Two types of resonance behavior can be emphasized. As well
depth or width is changed resonance curve starts at the point
where one localized state originates (disappears) and ends at
the point where the next localized state originates (states 1
and 2). Another type of behavior (states 3 and 4, 5 and 6) takes
place when resonance curves extend localized state curves into
the continuum. These resonance curves with unit transparency
attract each other in pairs and finally merge into one resonance
curve with transparency smaller than unity (point U2). Conse-
quently we have collapse of resonances in single mode trans-
mission — the phenomenon which has not been described in
heterostructures yet. The positions of scattering matrix poles
in the complex plain were calculated which are usually related
to continuum states resonances. However pole curves vary al-
most linearly with well width variation and don’t cross. Points
U1, 3 correspond to the disappearance maximum in transmis-
sion coefficients.

The structure of the diagram near the (localized sate↔ res-
onance) transformation point appears to be quite universal. At
this point three curves meet always: localized state curve (LS),
resonance state curve with unit transparency (T1) and reso-
nance state curve with transparency smaller than unity (T2)
(e.g. solid line to the right of point ε4 is T1 and to the left — T2).
The latter two always belong to different regions of well depth
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Fig. 1. The location of transmission extrema (solid line — Emax,
dotted — Emin) and size-quantized energies (dashed) as a function
quantum well depth Uw for hw = 50Å, hb = 20Å.
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Fig. 2. Dependance of the transmission coefficient T on the incident
electron energy E for −Uw , (eV): 1 — 0.2; 2 — 0.285; 3 — 0.350;
4 — 0.390.

variation while LS can belong either to the same region as T1
or as T2. It can be shown that analogous situation takes place
for a single quantum well where T1 resonance is Ramsauer–
Townsend-like resonances. In this case T2 curve also exists
and LS curve is located in the same parameter region as T2.
It is well known that Ramsauer–Townsend-like resonance can
be interpreted as the result of the interference of waves scat-
tered from potential discontinuities. In the next section we
consider a system with smooth potential relief and show that
physical origin of under-barrier resonance is related directly to
(localized state ↔ continuum resonance) transformation. As
the resonance number grows under-barrier resonances become
more pronounced, range of well depths corresponding to unit
transparency and Emax variation range grow. It is desirable for
the experimental observation that both the difference between
a maximum and a minimum of a transmission coefficient and
separation ofEmax from the top of the barrier be the maximum.

In Fig. 2 the dependence of the transmission coefficient on
energy is presented for a set of Uw corresponding to the under-
barrier resonance caused by the exit of 3th and 4th states into
the continuum. Wave-function distribution in the resonance
was calculated. Wave-function amplitude doesn’t grow at res-
onance contrary to double-barrier resonant tunnelling struc-
tures. Its maximum is of the order of a unity and minimum
approaches zero. Hence there is no charge accumulation in the
structure under consideration which is favorable for its dynam-
ical properties.

2. Smooth quantum well and δ-function potential

Consider the system with smooth quantum well potential

U(x) = − U0

ch2 (αx)
+ βδ (x) .

The first term in the r.h.s is the potential which at certain values
of the parameters can become reflectionless [3]. The solution
of the Schroedinger equation with this potential at x $= 0 can
be expressed in hypergeometric functions. Using connection
rules obtained by integration of Schroedinger equation at x = 0
one can find transmission and reflection amplitudes and obtain
for the transmission coefficient the following expression

T =
∣∣∣∣ ε

ε+s
02 (ε)

0 (ε+s) 0 (ε−s)C1 (ε, s)+ sin (πs)

sin (πε)
C2 (ε, s)

∣∣∣∣−2

.

Here C1,2 - are the coefficients obtained from the boundary
condition and

ε = − i

h̄α

√
2mE , s = 1

2

(
−1+

√
1+ 8mU0

α2h̄2

)
.

The analysis of this expression shows that qualitative modifi-
cation of the transmission coefficient curve as a function of an
energy takes place at the value of the well depth corresponding
the origin (disappearance) of new localized state. Origin of
localized state as U0 is increased is accompanied by the ap-
pearance of the resonance maximum of unit transparency in
the continuum. With further decrease of well depth localized
state energy and position of under-barrier resonance first shift
on energy scale in opposite directions but then the position of
resonance starts to decrease and finally passes zero and turns
into second localized state. This type of resonance behavior is
analogous to the transformation of first two localized states in
Fig. 1.

3. Conclusion

A novel phenomenon — under-barrier resonance in inverted
resonant-tunneling structure was described. Physically it can
be considered as the manifestation of localized states passing
into the continuum. Because of similarity of Schroedinger
and wave equations and unique nature of electron and electro-
magnetic field propagation all the known electron resonances
possess optical (or microwave) analogs. Thus resonant tun-
neling is analogous to Fabri–Perro resonances, Ramsauer–
Townsend-like resonances — to the resonances in light trans-
mission through thin refracting plates, Fano resonaces — to
the resonances in multimode microwave waveguides. It can be
shown that a direct analog of under-barrier resonance in op-
tics is resonant transmission of an S-polarized (vector H in the
plane of incidence) electromagnetic wave through thin metallic
layer (which plays the role of a barrier) covered with dielectric
films (analogs of quantum wells). Optical resonance in such
structure of a P-polarized wave (vector E in the plane of inci-
dence) described in Ref. [4] corresponds to inverted resonant
tunneling structure with negative effective mass in the barrier.
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Abstract. Electron tunnelling between identical δ-doped layers is studied in an in-plane magnetic field. A new symmetrical
conductance-peaks series has been revealed near zero voltage in strong in-plane magnetic fields. The origin of the peaks is
discussed as a manifestation of electron tunnelling between magnetically hybridized states assisted by the elastic
electron-impurities scattering. It is interesting to note that formation of the peaks is accompanied by the zero-bias-anomaly
transformation from the conductance peak into the gap.

Introduction

Tunnelling between two-dimensional systems is well known
to be very sensitive to the alignment of subband levels in the
systems, namely, the tunnelling probability is high when the
levels are align. In the case of identical systems this leads to a
strong conductance peak at zero voltage. Applied an in-plane
magnetic field changes the tunnel probability drastically. The
conductance peak splits into two peaks with smaller amplitudes
those diminish further so as the field is risen. This gradual peak
suppression was successfully explained in terms of the addi-
tional momentum shift gained by a tunnelling electron due to
the Lorentz force [1]. However the model described in Ref. [1]
takes into account only the first-order term of the magnetic per-
turbation. Hence it is applicable at low fields. To consider high
fields it is more relevant to say about the spectrum change that is
about so-called magneto-electric hybridized states [2]. There
are two types of the states. These are the skipping and traverse
orbits. Both of them can take part in resonant tunnelling at
high bias voltages that was observed as pronounced peaks of
the conductance derivative. In this paper we report observation
of new conductance peaks near zero voltage in high in-plane
magnetic fields.

Recently Dubrovskii et al had discovered a new type of
zero-bias anomaly in electron tunnelling between disordered
two-dimensional systems (2DESs) [3]. A very narrow con-
ductance peak was observed exactly at zero bias voltage. This
peak was smeared at 2 K that indicates on its many-body origin.
The high magnetic field normal to the 2DES planes suppresses
the peak and induces a dip that had also been thoroughly in-
vestigated by Dubrovskii et al [3]. Here we report similar the
peak-dip transformation induced by a high in-plane magnetic
field. Moreover the thorough consideration shows that this
transformation is accompanied by formation of the conduc-
tance peaks near zero voltage.

1. Experiment

The vertical tunnel diodes were made of a single-barrier δ-
GaAs/Al0.4Ga0.6As/δ-GaAs heterostructure. The disordered
2DESs were located in the Si δ-doped GaAs layers that were
separated from the n+-GaAs regions by slightly doped GaAs
spacers of 100 nm thickness. The 2D electron concentrations
n1,2 are equal to 3 · 1011 cm−2. The tunnel diodes represented
cylinders of 100 µm diameter prepared by the conventional
photolithography and chemical wet-etching techniques. All
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Fig. 1. Conductance versus bias voltage at the different in-plane
magnetic fields and T = 4.2 K.

the measurements carried out at the liquid helium (T = 4.2 K)
and lower temperatures (T = 0.3 K).

The conductance-voltage characteristics are shown in Fig-
ure 1. At zero magnetic field one can see a broad conductance
peak originated from the resonant coherent tunnelling with en-
ergy and in-plane momentum conservation. This peak is split-
ted and suppressed by the in-plane magnetic field like that was
observed early [1]. However at the fields higher 5 T a new
pair of conductance peaks appears near the zero voltage. The
other interesting finding is observed at the lower temperatures.
At T = 0.3 K the peak-type anomaly has been observed in
the zero field (see Fig. 2). At the field B = 5 T the peak is
suppressed and the narrow dip appears at the higher fields.

2. Discussion

To clarify the origin of the observed features it is necessary
to consider thoroughly the spectrum change caused by the in-
plane magnetic field. This task requires self-consistent calcu-
lations of the Poisson and Shrödinger equations. Such kind of
calculations had been performed early for example in Ref. [4].
Here we only pay attention to the qualitative results of the
calculations. First of all the Hamiltonian of the 2DES in the
Landau gauge allow to draw the Shrödinger equation to the
one-dimensional one. In this an additional magnetic potential
Um = 1/2mω2

c (z−z0)
2 is added to the zero-field confined one

367



368 Tunnelling Phenomena

−10 −8 −6 −4 −2 0 2 4 6 8 10

2.5

3.0

3.5

4.0

4.5

10 Τ

5 Τ

0 Τ
C

on
du

ct
an

ce
 (

µS
)

Bias voltage (mV)

Fig. 2. Conductance versus bias voltage at the different in-plane
magnetic fields and T = 0.3 K.

Uconf(z), where z0 = px/(eB); px is the momentum compo-
nent along in-plane direction x perpendicular to the field B.
Such potential leads to the z0 dependency of the confined-
state energies E01,2(z0) shown in Fig. 3. Since the coherent
tunnelling conserves the full energy and in-plane momentum
component of an electron this tunnelling is allowed only for
states in the crossing point of theE01,2(z0) curves. This means
that at the zero voltage the coherent tunnelling is possible if the
crossing energyE01(0) = E02(0) = E0 is lower than the Fermi
energy EF. At the high field E0 exceeds EF and the coherent
tunnelling is possible only at the finite voltages (see Fig. 3).
This leads to the conductance suppression at the zero voltage
and to the appearance of the conductance peaks at the finite
voltages. This model is adequately describe the data for the
fields lower than 3 T.

One can see from Fig. 1 that at the high fields new con-
ductance peaks appear near zero voltage. Moreover the zero-
conductance has a maximum at high fields (see the curve with
the filled squares in Fig. 4). Since the coherent model falls to
describe the high field features one should consider incoherent
processes. We propose to take into account the tunnelling as-
sisted by the elastic electron-impurities scattering. Since the
process is elastic the full energy of electron is conserved and
the conductance near the zero voltage is proportional to the
2DESs densities of states (DOS) product. To calculate these
DOSs is not simple task but one can expect that at the very
high magnetic field the magnetically hybridized states can be
considered as the inhomogeneously broadened Landau levels.

z00

E

EF

E0E z( )02 0
E z( )01 0

Fig. 3. Energy spectrum of the 2DESs in the tunnel junction in an
in-plane magnetic field. The dotted curve represents a schematic
conduction-band-bottom diagram of the structure.
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Fig. 4. Zero-conductance and zero-anomaly-value field dependen-
cies.

As for the Landau levels they are well known to be able to
produce the modulation of DOS and the oscillations in the
conductance-field and conductance-voltage dependencies. In
particularly, the zero-conductance is proportional to the Fermi
DOS in square and reaches the maximum when the Landau
level is almost half-populated.

The most exciting finding comes from the zero-anomaly
analysis. To determine its field dependence we have used
the conductance-voltage curve smoothing to smear the zero-
bias anomaly. After that the anomaly value was determined
as a difference between the measured zero-conductance and
smoothed one. The field dependence of the anomaly value is
shown in Fig. 4 by the curve with the empty circles. First of
all one can see that anomaly value changes sign or transforms
from the peak into the dip in the zero-conductance minimum
where the coherent resonant tunnelling is suppressed. Sec-
ondly the anomaly-value field dependence resembles that of
the zero-conductance. This resemblance indicates that the ab-
solute value of the anomaly is proportional to the Fermi DOS.
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The inter-subband interaction effect on the electron transport
in quantum contacts
V. A. Sablikov
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Abstract. We show that Friedel oscillations of the electron density exist in junctions between quasi-one-dimensional and
two-dimensional systems. The backscattering of electrons by the Friedel oscillations can qualitatively explain a number of
transport features observed in recent experiments.

In recent years a lot of experiments appears revealing new fea-
tures of the electron transport through quantum point contacts
and quantum wires, which are not satisfactory explained as
yet. They can be classed into three groups. First, the elec-
tron localization was observed in quantum contacts formed by
a rather smooth potential of gates [1]. The analysis of the
0.7 · 2e2/h plateau and the nonlinear conductance at low volt-
age shows convincingly that the electron spin is localized in the
contact [2], though this seems to be strange, since a potential
hump is the contact rather than a well. Nevertheless, the Kondo
model describes the experiment adequately [3]. Other group
of experiments relates to nonlinear transport. An increase of
the differential conductance with an applied voltage was ob-
served on the clean semiconductor wires whereas the decrease
in the ballistic conductance is expected from existing theory.
Moreover, the differential conductance exceeds the standard
value 2e2/h [4]. This seems to be very astonishing since e2/h

corresponds to the maximum conductance per spin channel.
The third group includes the works studying the series resis-
tance, which is usually found in the structures when analyzing
the conductance quantization. It was found that there is a spe-
cific resistance of the junctions between 1D and 2D electron
systems [5]. This resistance is of the order of 1 k�, i.e. about
0.1 · 2e2/h. In addition, the very recent experiments clearly
show that the conductance depends not only on the chemical
potential but on the potential step in the junction between the
wire and the reservoir [6], and the electron localization occurs
in a wire between two junctions to electron systems of higher
dimensionality [7].

In this paper we show that these experiments can be ex-
plained, at least qualitatively, taking into account the interac-
tion of electrons traveling through the contact with electrons
of closed subbands, which can not pass the contact. This inter-
action occurs in the junctions between quasi-1D and 2D sys-
tems even if the shape of the transition region is smooth on the
Fermi-wavelength scale.

The interaction is caused by Friedel oscillations of the elec-
tron density which appear in the junction as a consequence of
the reflection of electrons of higher subbands. A large num-
ber of electrons in the reservoirs strike on the contact but only
few of them, belonging to the lower open subbands, are able
to pass through it. The electrons of higher (closed) subbands
are reflected giving rise to Friedel oscillations. Though the
oscillation phases in various subbands are different, the result-
ing oscillation amplitude is not vanishing since the reflecting
surface is regular. The density oscillations contain a clearly de-
fined component with the wave vector 2kF. This supposition is
supported by the experiment [8], in which 2kF oscillations of

the electron density were observed far from the contact. These
oscillations affect essentially the electron transport through the
contact.

We have studied the Friedel oscillations in quantum junc-
tions and their effect on the scattering of electrons in open and
closed subbands. The theory is developed for smooth junction
shape using the quasicllassic approximation for the calculation
of the density matrix and Born approximation for scattering
processes. General expressions are obtained and two specific
types of contacts are investigated in detail:
(i) a smooth junction between a quasi-1D wire and a half plane
of 2D electron gas in the form

d(x) = d/

√
1− x2/R2 .

This is a case of a ’separate’ quantum contact.
(ii) a smooth constriction in a 2D stripe in the form

d(x) = D − (D − d) exp
[
−x2/R2

]
,

which corresponds to a more realistic structure of the junction
where flat edges of the 2D system are absent. In both cases the
2D region is supposed to be a stripe of the width D � d.

The Friedel oscillation amplitude and its dependence on the
distance are determined by the geometric form of the contact,
which is characterized by the wire width d(x) as a function of
the distance x. This is because the dispersion of the phases of
the reflected waves with different wave vectors and subband
indexes depends on the shape of the junction.

The effective 1D electron density contains an oscillating
component

ρ̃(x) = 2kF

π
A(x) cos [2kFx + φ(x)] ,

the amplitude A(x) of which decreases along x direction from
the quasi-1D system to the 2D reservoir. The amplitude A(x)
and phase φ(x) are slow varying functions. In the case of a
separate contact

A(x) ∼ D

8

exp
{−2kFδ

√
2R(x − R)

}
(x − R)

√
kF(x − R)

,

where δ = d/D. The power-type dependence dependence
∼ x−3/2 is caused by the reflection from the nearly flat parts of
the junction (similar to the Friedel oscillations at the edge of 2D
gas [9]), the exponential factor with a characteristic length ∼
D2/(4Rk2

Fd
2) originates directly from the junction. This factor

is not important if δ1 is low enough.
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In the case of smooth constriction a new characteristic
length lc = (cR)4k3

F/2 appears, c ∼ 1 being a characteristic
parameter of the junction shape. The amplitudeA(x) decreases
asymptotically as x−1(x + lc)

−1/2 and turns out to be notice-
ably smaller than in the ’separate’ contact because the phase
dispersion is larger there.

The interaction of electrons with the Friedel oscillations is
determined by both the direct interaction and the exchange in-
teraction. The effectively one-dimensional potential of pair in-
teraction Vnm(x) is obtained by integration over the transverse
coordinate and describes the interaction of transverse cords
of electron density in n-th and m-th subbands. The resulting
potential of direct interaction VH (x) and the potential, which
determines exchange interaction, Vex(x) are different. In par-
ticular, the the exchange interaction potential more strongly
decreases with x and depends on the subband number. The
screening of the interaction by 2D electrons is taken into ac-
count within the RPA approximation.

The Friedel oscillations act on the electron system by pro-
ducing the backscattering of electrons in open subbands and
inter-subband transitions, which include particularly the elec-
tron transitions from closed subbands into the open subband.
These processes are characterized quantitatively by a reflec-
tion coefficient r . The direct and exchange interaction both
contribute to r . The role of the direct interaction is deter-
mined by the 2kF Fourier component of the interaction potential
VH (q = 2kF). The contribution of the exchange interaction
is determined by an integral of Vex(x) multiplied by a power
function of x, i.e. roughly speaking, by the Fourier compo-
nent with zero wave number, Vex(q = 0). This is why the
exchange interaction dominates despite the screening effect is
more essential for Fourier component with q = 0. The Friedel
oscillation effect on the reflection is illustrated qualitatively by
Fig. 1. The calculation shows that the reflection coefficient and
its dependence on the Fermi energy is sensitive to the shape of
the junction and to the interaction potential. In the case of a
separate contact with Coulomb interaction, |r| varies with kF
as (aBkF)

−1/2 exp[−c1δ(RkF)
1/2] (with kF being the Fermi

wave vector in the 2D electron gas, aB Bohr radius, c1 ∼ 1).
Numerically the |r|2 can be as high as 0.5. In the case of a con-
striction in 2D stripe, |r| ∼ ln(2lc/R)/(cRkF)

2. Here RkF is
a large parameter of the smooth junction. For realistic condi-
tions (RkF ∼ 10 and c ∼ 0.2) the reflection coefficient |r|2 is
estimated as about 0.1. With increasing the Fermi energy the
reflection coefficient changes as a power of RkF depending on
the contact shape details. This contrasts with the usual notion
that the transmission of adiabatic contacts depends exponen-
tially on the energy.

The interaction of electrons with the Friedel oscillations
causes the following effects in quantum contacts:

1. A specific resistance appears in 1D/2D junctions as a
result of the backscattering of electrons by the Friedel oscilla-
tions. The resistance depends on the RkF parameter and the
junction shape and can be estimated as 0.1·2e2/h in qualitative
agreement with the experiment.

2. The conductance becomes nonlinear at a low applied
voltage (depending on the interaction potential) because of
the strong dependence of the backscattering probability on the
electron energy. Increasing the energy causes the decrease
in the scattering probability, hence the conductance increases
with an applied voltage.
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Fig. 1. Reflection coefficient of the junction versus the Fermi energy
for the cases with (full line) and without (dashed line) the Friedel
oscillation effect.

3. The differential conductance of a biased contact can
exceed the 2e2/h quantum because the interaction with the
Friedel oscillations makes it possible to transfer the electrons of
closed subbands into the open subbands. This is caused by the
fact that the potential of the Friedel oscillations in each subband
oscillates not only along x direction, but in the transverse y-
direction as well. Hence the inter-subband transitions become
possible.

4. Quasibound states can arise in the quantum point con-
tacts as a result of the backscattering of electrons by Friedel os-
cillations in the opposed slopes of the potential barrier forming
the contact. The electron waves reflected from both junctions
interfere giving rise to resonances.

5. The Friedel oscillation effect can be extracted experi-
mentally by comparing two kinds of measurements, in which
the conductance is determined (i) as a function of the Fermi en-
ergy with the fixed barrier in the contact and (ii) as a function
of the barrier height in the contact with the fixed Fermi energy.
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Abstract. We show that Friedel oscillations of the electron density exist in junctions between quasi-one-dimensional and
two-dimensional systems. The backscattering of electrons by the Friedel oscillations can qualitatively explain a number of
transport features observed in recent experiments.

Bose–Einstein condensation (BEC) of bosons, i.e. particles
with an integer spin, is one of the most fascinating expres-
sions of quantum degeneracy. This thermodynamic phase tran-
sition takes place when the de Broglie thermal wavelength
λdB = (2πh2/mkBT )

0.5 becomes comparable to the mean
separation between particles. For dilute atomic gases, this crit-
ical situation has been recently achieved by lowering the tem-
perature below 10−6 K. In solids, the quest for BEC has been
mostly focused on semiconductor excitons for the past three
decades. Excitons are composite bosons, consisting of bound
electron-hole pairs akin to positronium, but with an effective
mass on the order of the free electron mass. They are expected
to undergo BEC at temperatures of a few Kelvin, but in spite of
intense studies, no conclusive evidence has been reported up
to now [1].

To realize BEC in a solid state system, we have concen-
trated our efforts on 2D exciton polaritons in semiconductor
microcavities. These devices are planar Fabry–Perot cavities
with embedded quantum wells. Their optical length is a half-
integer multiple of the emission wavelength of quantum well
excitons. Polaritons are eigenstates of such a microcavity sys-
tem which result from the strong coupling between cavity op-
tical modes and quantum well excitons [2]. With respect to
excitons, polariton mass and density of state are much smaller,
typically by four orders of magnitude, which should favour
quantum degeneracy at higher temperature and smaller den-
sity. This is a key advantage for polariton BEC since both
excitons and polaritons are composite bosons, and behave as
bosons only in the dilute density limit. On the other hand, the
polariton lifetime is extremely short, on the picosecond time
scale, as compared to microseconds measured for “indirect”
excitons in coupled quantum wells, and several hundreds of
picoseconds for acoustic phonon relaxation times. Thus po-
laritons cannot be in thermal equilibrium with the host lattice
by phonon interaction.

In this presentation we will discuss a recent spectroscopic
study at 5 K of a CdTe-based microcavity, using non-resonant
and quasi-cw laser excitation. Various observations suggest-
ing BEC of polaritons will be examined: thermalization and
condensation, spontaneous linear polarization, temporal and
spatial first order correlations.
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