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Effect of incoherent scattering on dynamics of stimulated
polariton–polariton scattering in planar GaAs microcavities
A. A. Shchekin, A. A. Demenev, A. V. Larionov and V. D. Kulakovskii
Solid State Physics Institute, RAS, Chernogolovka, 142432, Russia

Abstract. Effect of an additional above band gap cw excitation on dynamics of the cavity transmission and
photoluminescence has been investigated for GaAs planar microcavities (MCs) excited into the low polariton (LP) branch
near an inflection point of its dispersion. It was found that a weak (10 W/cm2) cw excitation with a HeNe laser leads to a
well pronounced acceleration of the development of the stimulated parametric polariton scattering and a strong, more
than 20%, lowering of its threshold (∼7 kW/cm2 under the only resonant excitation). Thus an incoherent scattering of LPs
with photoexcited carriers and excitons has a strong influence on a condensation in highly excited system of LPs and should
be taken into account for a quantitative description of the stimulated parametric polariton scattering.

Introduction

Quasi 2D excitonic polaritons in a semiconductor microcavity
(MC) have attracted the attention just after a pioneering work
by Weisbuchet al [1]. A lot of exciting physics has been es-
tablished connected to bosonic nature of polaritons and their
unique dispersion with an extremely small effective mass. One
of the most striking features is a giant polariton–polariton scat-
tering under the excitation at wavevectorkp close to the inflec-
tion point of the low polariton (LP) branch that has an unusually
low threshold [2,3]. It has been found that the scattering does
not follow the key prediction of a standard four wave mixing
(FWM) theory: the signal and idler appear always atk = 0 and
2kp, respectively, and locate above the LP dispersion curve.
Such a behavior was ascribed to a competition between two
instabilities, namely, bistability of the pumped polariton mode
response and multiple polariton–polariton scatterings develop-
ing just after the bistable transition [4,6]. To take these effects
into account Gippiuset al [5] have suggested the model con-
sidering the coupling of the electric field on the QWEQW(k, t)

and exciton polarization in the QWP(k, t) in the active range
of the MC. The model allows for the only LP-LP scatterings
in the system and neglects any scatterings with phonons, high
excitons and free carriers.

The calculations have shown that the exciton-exciton inter-
actions cause the renormalization in the LP energies and result
in an abrupt jump of the inner fieldEQW at the excitation slightly
above the LP mode energy. It occurs when the excitation den-
sity exceeds a threshold one for a bistable transition in the LP
system. The jump inEQW, in its turn, causes a hard excitation
of LP-LP scattering that leads first to the high occupation of LP
states in a wide range ofk near the LP band bottom. According
to this model, the scattering into the modes withk = 0 and
2kp develops with the time as a result of a selforganization in a
highly excited LP system. Comparison of this model to the ex-
periment has shown that the model describes qualitatively the
main feature of the stimulated parametric scattering in the LP
system, namely, the constancy of the signal and idlerk-vectors
(ksignal = 0 andk idler = 2kp) and their location above the
LP dispersion curve for a wide range of excitation wavevectors
and frequencies [7]. Nevertheless, there is a problem in the de-
scription of the threshold excitation density for the stimulated
LP scattering.

So far as the considered model does not take into account

any incoherent scatterings of LPs it is natural to suppose that
these scatterings have a marked influence on the selforgani-
zation process in the highly excited LP system. The present
paper is devoted to the investigation of incoherent scatterings
with free carriers on the dynamics of the stimulated polariton–
polariton scattering in GaAs based planar MC with InGaAs
QWs in the active range.

1. Experimental

We have investigated a microcavity structure grown by a metal
organic vapor phase epitaxy. It consisted of two Bragg reflec-
tors with 17(20) repeats ofλ/4 Al0.13 Ga0.87As/AlAs layers in
the top(rear) mirrors and 3/2λ active layer between them. The
active layer contained six 10-nm thick In0.06Ga0.94As/GaAs
QWs. Rabi splitting of coupled exciton — cavity modes was

 ≈ 6 meV. The sample was placed into the optical cryostat
at temperature of 7 K. It was resonantly excited by the laser
pulse with the duration 1 ns, linewidth 1 meV and the repetition
rate 5 kHz. The output mean power could be varied from 0 to
10µW.

The pump beam excited the sample under an angle 14◦
relative to the cavity normal (lateral wavevectork = 1.96×
104 cm−1). Both the kinetics of the transmission signal and
the time dependence of MC luminescence atk = 0 from the
opposite to the pump side of the cavity have been measured.
The signal from the microcavity was detected by the streak
camera with spectral resolution 0.28 meV and time resolution
100 ps. To study the influence of incoherent processes we
have organized additional excitation of the sample by a cw
He-Ne laser with the power 1 mW. Focusing was produced
onto the spot on the sample, having a diameter 100µm. The
detuning between photon and exciton modes of the cavity was
δ = −2 meV.

2. Experimental results

Figure 1(a) illustrates the effect of a weak above band gap ex-
citation on the stimulated parametric scattering of excitonic
polaritons in a planar MC. It shows a comparison of time dy-
namics of the MC luminescence atk = 0 recorded at the same
strong resonant pulse excitation into the inflection point of the
LP dispersion with and without extra above band gap excitation
with a weak cw HeNe laser.
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Fig. 1. Time profiles of: (a), (b) the luminescence at k = 0 and the
pump transmission for resonant excitation density of 9.2 kW/cm2

with � and without © extra cw HeNe excitation, respectively;
(c), (d) — the luminescence at k = 0 and its spectral position for
two resonant excitation densities © 8.0 kW/cm2 and � 9.2 kW/cm2

with the additional excitation by HeNe laser. Thin line shows the
time profile of the resonant laser pulse.

The density of the resonant excitation is 9.2 kW/cm2 whereas
that of the HeNe laser is 3 orders of magnitude smaller. Nev-
ertheless one can see a dramatic effect of the above band gap
excitation. The resultant luminescence signal in the presence
of HeNe excitation is several times bigger and it develops,
evidently, about 100 ps earlier than that with only pulsed exci-
tation.

Figure 1(b) displays analogous time profiles of the pulse
laser transmission T reflecting a magnitude of the electric field
on the quantum well, T ∼ |EQW|2. An abrupt increase of T
at td ∼ 0.3 ns reflects the jump of EQW when it reaches the
bistability threshold connected with nonlinearity of the exci-
tonic oscillator [6]. The decrease of the inner field at ∼ 0.5 ns
for the case of the only pulse excitation is due to a FWM insta-
bility with respect to LP-LP scattering [6,8,9] resulting in the
appearance of a strong stimulated parametric scattering (c.f.
Fig. 1(a)) One can see that with extra cw HeNe excitation the
fall of the transmission caused by the LP-LP scatterings occurs

about 100 ps earlier in accordance with an earlier appearance
of the scattering signal in Fig. 1(a).

Figures 1(c), (d) compare time profiles of the signal at k = 0
and its spectral position for two resonant excitation densities
with extra excitation by HeNe laser. One can see a big (more
than 300 ps) time delay of the luminescence relative to the
laser pulse that can be caused by mentioned above processes
of selforganization in LP system [5,6,8]. The magnitude of the
time delay decreases with the increasing of excitation density.
It means the acceleration of the selforganization in LP system.
Also one can see a typical “blue shift” of the signal due to the
renormalization of the LPs energy in a highly excited polariton
system [5,8]. This shift increases with excitation density and
its time dynamics is strongly constrained with that of the signal
intensity.

So incoherent scatterings of LPs generated by the pulse
excitation with nonequilibrium phonons, high excitons, free
carriers generated by additional HeNe pumping strongly af-
fect the process of their condensation onto the LP band bot-
tom. The most striking feature is that the instantaneous power
density of the HeNe laser causing the incoherent processes is
10−3 times smaller than that of the pulsed pumping. Thus,
even very small excitation in the system of phonons and free
carriers could strongly influence on the dynamics of polariton–
polariton scattering in MC.

3. Conclusions

In present paper we have explored time dynamics of polariton–
polariton scattering in MC with extra nonresonant above band
gap excitation. The dynamics of the luminescence at k = 0
and transmission is qualitatively explained in framework of the
model [5,8]. The comparison of the two regimes of polariton–
polariton scattering (with extra HeNe pumping and without
it) have shown that even a small excitation in the system of
phonons, high excitons and free carriers affect dramatically
the dynamics of polariton–polariton scattering. We suggest
that incoherent processes can accelerate the processes of LP
condensation onto the LP band bottom.
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Quantum-sized excitonic states observed
in photoluminescence spectra of thick GaAs layers
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Abstract. Photoluminescence spectra of the 330 nm thick GaAs quantum well have been investigated at magnetic field up to
9.5 T in Faraday configuration. The oscillations in the high-energy part of the spectra resulted from quantum-size effect
have been found. Specific modification of oscillations in high magnetic field was observed. The obtained data are compared
with theoretical and experimental results published earlier.

Introduction

Excitonic quantum size effect results in quasi-periodic oscilla-
tions appeared in reflectivity spectra of high-quality heterostru-
ctures with thick epitaxial layers of GaAs sandwiched between
two AlGaAs barrier layers [1]. Energy structure and number
of band parameters of those layers have been determined by
the theoretical analysis of experimental spectra. The further
studies have shown that the oscillations in reflectivity spectra
are strongly modified at longitudinal magnetic fields (Faraday
configuration). This fact has been treated as the result of strong
g-factor dependence on size quantization energy [2,3].

Deficiency of reflectivity spectra formed by both of really
and imaginary parts of dielectric function is the difficulty of ex-
tracting of an unambiguous information about energy structure
of investigated quantized states from experimental data. Pho-
toluminescence (PL) and photoluminescence excitation (PLE)
spectra have more advantages for this application. At the same
time, there is no information in literature about revealing of
high-energy size-quantized excitonic states in such spectra. In
this report we present the results of experimental study of PL
and PLE spectra of thick quantum well (QW) GaAs in strong
magnetic field.

1. Experiment and Discussion

The sample has been grown by molecular beam epitaxy on
(001) GaAs substrate. Structure contains 330 nm thickness
GaAs layer (QW) sandwiched by two Al0.3Ga0.7As barrier lay-
ers. Luminescence measurements have been performed at a
temperature 2 K under the linearly and circularly (σ+ and σ−)
polarized excitation. Energy of the exciting radiation was var-
ied by tuning a Ti:sapphire laser. Typical PL spectrum excited
near the free exciton peak and measured in linear polarization
is present in Fig. 1.

In the spectrum, two luminescence peaks dominate, one
is at energy EDx = 1.51314 eV and another one at Ex =
1.51415 eV. We attribute peak Ex to the ground state of the
heavy-hole exciton. Its intensity is smaller than that of peak
EDx which we attribute to the exciton bound at an impurity.
One can see the damped quasi-periodic peaks at the high-
energy tail of the main excitonic peak. In the inset of Fig. 1,
the part of the reflectivity spectrum of the structure in the same

1.512 1.514 1.516 1.518
Energy (eV)

PL
 in

te
ns

ity

R
ef

le
ct

iv
ity

B
T

= 0 T
= 2 K

Fig. 1. PL spectrum of the GaAs/Al0.3Ga0.7 heterostructure at the
linearly polarized excitation. Insert: reflectivity spectrum.

energy range is present. It is seen that the spectral positions
of PL peaks well coincide with positions of the reflectivity os-
cillations. Because the oscillations in reflectivity spectra cor-
respond, according to Ref. [1], to the size quantization levels,
this coincidence allows us to conclude that the luminescence
peaks have the same nature.

In Fig. 2, the PL spectra measured at B = 8.5 T in the cir-
cular and linear polarizations at the excitation energies hν =
1.52466 eV and hν = 1.52891 eV are shown. Peaks corre-
sponding to size quantization levels are clearly seen in the PL
spectrum measured under the excitation with a small energy
(hν = 1.52466 eV) and disappear for the excitation energy
exceeding 1.526 eV.

The reason of difference of two spectra is that the laser
radiation at hν = 1.52466 eV can be absorbed directly by the
exciton transition while the high-frequency excitation results in
the interband absorption. In the first case, the energy relaxation
follows through the excitonic size-quantized levels, and the hot
luminescence from these levels can be observed. At the high-
energy excitation, the electron-hole pairs are created and each
carrier can independently relax to the ground state in which
they bound in an exciton.

The analysis of experimental data obtained under the low-
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Fig. 2. PL spectra of the 330 nm GaAs layer in Faraday configuration
at B = 8.5 T. (a) PL spectrum measured in the linear polarization
at the excitation energy 1.5247 eV. Insert: the same PL spectrum
with the 20-fold zoomed intensity. (b) PL spectrum measured in σ+

polarization at the excitation energy 1.5289 eV.

energy excitation has shown that the behavior of high-energy
levels of the exciton size quantization in the longitudinal mag-
netic field is significantly different from that of the ground
state. In particular, at non-zero magnetic field, these levels
run out in the high-energy side of the spectrum slower than in
the spectrum measured with no magnetic field. Such behavior
qualitatively correlates with that of the reflectivity spectra at
high magnetic field described in Refs. [2,3].

Figure 3 shows the PL spectra measured at different angles
between the magnetic field direction and the growth axis of
the sample. As seen, spectral oscillations become observable
at the high energy side of the spectra with the angle increase.
Spectral behavior of the oscillations allows us to conclude that
they are related to the size quantization of the exciton. Physical
origin of the angular dependence should be further studied.
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Fig. 3. Angular dependence of PL spectrum of the GaAs/Al0.3Ga0.7

heterostructure. Excitation energy E = 1.527 eV.
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Abstract. We studied the excitonic magneto-reflectivity spectra in Faraday and Voigt geometries for structures containing a
wide quantum well in three cases: (a) in the case when, due to mechanical strain, the heavy exciton state was at lower
energy than the light exciton, (b) when the light exciton state was lower than the heavy exciton, and (c) when the two
excitons were degenerate. We found the following phenomena: (1) in Faraday geometry an effect of Motional Enhancement
of the Exciton Magnetic Moment was observed both for light and heavy hole excitons; (2) in both magnetic field geometries
we observed an enhancement of the exciton effective mass with increasing kinetic energy; (3) in Voigt geometry we
observed a “magnetic field inversion” effect in the range of the light exciton.

Introduction

In exciton magneto-optics studies, the exciton’s center of mass
motion is usually neglected. This is due to, first of all, to the fact
that generally only excitons with very small wave-vectorK =
ω
c
n ∝ 105 cm−1 and small kinetic energy, or even localized

exciton states (e.g. in photoluminescence spectra) participate
in optical experiments. Spectroscopy of moving excitons is
difficult because moving excitons can not interact with light.

The magnetic moment of the immobile exciton is deter-
mined by the sum of the hole and electron magnetic moments
as well as the orbital momentum in some cases. Motion of the
exciton center of mass can significantly change this, or even
give rise to new magnetic properties of the exciton. The exciton
center of mass motion can entangle with the internal motion
and this will result in specific magnetic properties. The first
experimental observations of the mutual effects of magnetic
field and exciton motion was reported in classic papers [1,2].
In these papers, exciton motion perpendicular to a magnetic
field leads to emergence of a quasi-electric field in the sys-
tem of the exciton center of mass. Theoretical paper [3] also
predicts an increase of the exciton effective mass due to its
motion perpendicular to a magnetic field. The effect of mag-
netic field induced spatial dispersion was observed in thin CdSe
and GaAs crystals [4,5]. Detailed analysis of mutual magnetic
field and wave vector effects on the exciton reflectivity spec-
tra in zinc-blende crystals were published in [6]. Recently, a
new effect “Motional Enhancement of the Exciton Magnetic
Momentum”(MEM) has been observed. This means that for
the moving exciton the exciton magnetic moment (the exciton
g-factor) increases as a function of its kinetic energy [7].

An excellent opportunity for studying exciton states with
large kinetic energy is provided by quantum well (QW) struc-
tures. In such structures the quantized exciton states corre-
spond to states with different kinetic energies. The higher the
quantum number of the state, the higher is the kinetic energy
of the exciton in this state [10].

Experimental

In the present paper we have studied reflectivity spectra from
QW structures in magnetic fields in Faraday H ‖ K ‖ [100]
and Voigt H ⊥ K ‖ [100] geometries. In this study we used
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Fig. 1. Reflectivity spectra taken from a ZnTe/ZnMgTe structure
with a 100 nm quantum well in 1.5 T magnetic field in Faraday
geometry K ‖ H . The numbers indicate the sequence numbers of
the light LH and heavy HH excitons center of mass quantization
levels.

quantum wells, but it is obvious that the observed phenomena
are general and relate to bulk zinc-blende type crystals. The use
of quantum wells in this research just allowed us to visualize
the states with high kinetic energies.

We studied GaAs, CdTe and ZnTe based semiconductor
structures containing wide quantum wells (the well width was
much bigger than the exciton Bohr radius). In such structures
exciton center of mass quantization occurs [10]. A distinctive
feature of these structures is that different kinds of mechan-
ical strains, caused by barrier and well lattice constant mis-
match, can be obtained. GaAs/AlGaAs-based structures are
not strained and the states of light and heavy excitons are de-
generate at K = 0. The CdTe/CdZnTe structures are strained,
so that the heavy exciton forms the ground state while the
light exciton state lies 10–30 meV higher in energy. In the
ZnTe/ZnMgTe structures the light exciton is, on the contrary,
15 meV lower than the heavy exciton.

We observed the MEM effect in every structure in the pres-
ence of the magnetic field in Faraday geometry both for heavy
hole excitons [7] and light hole excitons. Fig. 1 shows reflec-
tivity spectra taken from ZnTe/Zn0,95Mg0.05Te quantum well
structure with a 100 nm well in 1.5 T magnetic field in Faraday
geometry in σ+ and σ− circular polarizations. The spectra
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Fig. 2. Dependence of the value of light exciton magnetic momen-
tum in ZnTe/ZnMgTe quantum well versus dimensionless wave-
vector Kz. Dots represent experimental values, the solid line repre-
sents calculation according to the formula:

gexc − g0 = 1
2G

(
1− 1√

1+α2(aexcKz)4

)
[7],

where aexc = 41 Å is the exciton Bohr radius, G = 15.5, α = 2.64
are fitting parameters. The inset shows modifications of the exciton
reduced mass with increasing quantization level index.

contain three distinctive regions: in the energy range between
2.370 and 2.385 eV, the spectral signature of light exciton quan-
tization is observed, between 2.385 and 2.400 eV the signature
of heavy exciton quantization is observed, and at 2.45 eV the
energy signature of ZnMgTe barrier exciton states is observed.
Index numbers N of the quantization levels are shown above
the spectra. In order to determine the indexing of the quantiza-
tion levels we performed a reflectivity spectrum calculation [8]
with parameters taken from [9]. Considering the spectra pre-
sented, it is obvious that the magnitude of the Zeeman splitting
increases with increasing quantization number, both for light
and heavy exciton states. Fig. 2 shows the dependence of the
light exciton magnetic moment on its wave-vector. This de-
pendence is qualitatively similar to the previously published
heavy exciton dependence [7]. However, the dependence is
“steeper” for light excitons. This is reflected in the magnitude
of the α constant, which turned out to be significantly larger
(almost by an order of magnitude) than the typical constants for
heavy excitons. This could be caused by two reasons: first by
the fact that α ∼ m−3/2, second by mutual influence of strain
and cubic-in-wavevector terms in the valence band [11].

The inset to Fig. 2 shows the increase of the reduced mass
with quantization level index. The modification of the exciton
mass was determined from the value of the diamagnetic shift
for each quantization level. The reasons for the exciton mass
increase were analyzed in [3]. But additionally to [3] we have
observed the effective mass increase both in Faraday and Voigt
geometry.

In Voight geometry Fig. 3 we observed an effect of “Mag-
netic field inversion” [1,2] that consisted of a difference be-
tween reflectivity spectra for opposite magnetic field +H and
−H . This effect was strongest in the spectrum region where
heavy and light excitons co-exist and was evidently caused by
mixing of light and heavy excitons by the magnetic field.
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Conclusion

We studied wide GaAs/AlGaAs, CdTe/CdZnTe, and ZnTe/
ZnMgTe wide semiconductor quantum well structures (the well
width far exceeding the exciton Bohr radius) with different
magnitudes and sign of the built-in strain. In CdTe/CdZnTe-
based structures, due to mechanical strain, the heavy exci-
ton state was energetically lower than the light exciton, in
ZnTe/ZnMgTe the light exciton state was lower than the heavy
exciton, and in GaAs/AlGaAs the two excitons were degener-
ate. Reflectivity spectra were studied in magnetic field both
in Faraday and Voigt geometries. We observed the following
phenomena: 1) in Faraday geometry an effect of “Motional En-
hancement of the Exciton Magnetic Momentum” was observed
both for light and heavy hole excitons; 2) in both magnetic
field geometries we observed an enhancement of the exciton
effective mass with increase of its kinetic energy; 3) in Voigt
geometry we observed a “Magnetic field inversion” effect in
the range of the light exciton.
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Binding energies of 2D laterally-confined trions
M. A. Semina, R. A. Sergeev and R. A. Suris
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The localization of two-dimensional (2D) election-hole complexes on the attractive potential of an arbitrary shape
is studied theoretically. General method of a simple and descriptive trial function construction for calculation of the ground
state binding energy for such complexes is suggested. The limiting cases corresponding to different relations between
characteristic parameters are analyzed. Binding energy of 2D trions, localized on parabolic potential is calculated in wide
range of values of its parameters.

Introduction

Low-dimensional semiconductor heterostructures are widely
used in different branches of semiconductor electronics, thus
their optical properties are extensively studied theoretically and
experimentally. The bound states of electron-hole complexes
with small number of particles (excitons, X+ and X− trions,
etc.) that determine the spectral features in the vicinity of
the fundamental absorption band edge are of special interest.
An in-plane localization on the quantum well heterogeneities
causes a substantial effect on the bound states of electron-hole
complexes [1, 2]. For example, it can lead to nearly twofold
increase of the binding energy of a trion in a narrow quantum
well as compared with an ideal system [2]. Usually the varia-
tional methods with up to thousands trial parameters are used
for the computation of the binding energies of such systems [3].
These methods possess a very high accuracy, but because of the
complexity they are not capable to give a clear qualitative de-
scription of the electron-hole complex structure and to explain
its dependence on the system parameters.

In this context, it would be important to construct a trial
wave function that would allow us to calculate the binding
energy of an electron-hole complex localized in the plane of
the QW but in a simple descriptive manner applicable to the
most general case, even though with a lower accuracy. Such an
approach allows us to understand the structure of the complex
and to estimate its binding energy for arbitrary parameters of
the localizing potential without cumbersome calculations. The
developed method is applied to the case of a 2D X+ and X−
trion localized in the parabolic potential.

1. Trial function for electron-hole complex

We consider deep narrow QWs, where the motion of charge car-
riers can be considered as two-dimensional. We characterize
the interaction of electrons and holes with a defect by indepen-
dent single-particle attractive 2D potentials of arbitrary shape
Ue(r e), (Uh(rh)) for electrons (holes), where r e and rh are the
2D coordinates of an electron and a hole. In this way, it is
possible to describe, e.g., fluctuations in the QW width or its
composition, see [4] and references therein.

The total Hamiltonian consists of the kinetic energy part
and the potential energy. The latter can be represented as a
sum of the Coulomb interaction terms,

V̂c =
∑
i �=j

e2

ε|r ei − r ej |
+
∑
i �=j

e2

ε|rhi − rhj |
− 1

2

∑
i,j

e2

ε|r ei − rhj |
.

(1)

Here the first and the second terms are repulsion of carriers
with the same charge, and the third sum is attractive interaction
between carriers with opposite charges (e is the elementary
charge, ε is the static dielectric constant). The contribution
to the potential energy arising due to the interaction of charge
carriers with the external lateral potential is:

V̂ = V̂e + V̂h, (2)

V̂e
(
r e1 ,. . ., r eNe

) =
Ne∑
i=1

Ue
(
r ei

)
, V̂h

(
rh1 ,. . ., rhNh

)

=
Nh∑
j=1

Uh
(
rhj

)
.

Here Ne,h is number of electrons or holes consequently.
We introduce three characteristic parameters: the typical

value of the electron-hole Coulomb interaction energyEc, and
the interlevel separations for non-interacting electrons (holes)
(Ee ((Eh). The ratios between these quantities define the
basic structure of the complex. Let us denote

We = (Ee

Ec
, Wh = (Eh

Ec
. (3)

There are only two qualitatively different limiting cases, where
the Schroedinger equation can be simplified and reduced to sev-
eral independent equations for a smaller number of particles. In
the first case both We,Wh � 1 and the wavefunction reduces
to the product of the center-of-mass function and the wavefunc-
tion depending on the relative coordinates. In the other limit,
whereWe � 1 orWh � 1, the motion of different type of the
carriers can be separated. In such a case the wavefunction can
be recast as a product of wavefunctions of electrons and holes.

The general form of trial function which interpolates be-
tween these limiting cases is given in [4]. In the case of trions,
it can be represented as

*(r e1 , r e2 , rh1) =
[
*C.M.(R)

]αR
[
* int(ρ1,ρ2)

]αρ
×

[
,e(h)(r e(h)1 , r e(h)2)

]αe(h)
[
,h(e)(rh(e))

]αh(e)
. (4)

Here *C.M.(R) is the wavefunctions of trion center of mass,
* int(ρ1,ρ2) is the function describing relative motion of elec-
trons and holes in a free 2D trion, ,e(h)(r e(h)1 , r e(h)2) is the
wavefunction of the ground state of electrons (holes) in the
sum of the inhomogeneity potential and the averaged effec-
tive Coulomb potential of the hole (electron) and ,h(rh(e))

7
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Fig. 1. Exciton binding energy as a function of electron and hole
potential parameters (We andWh), calculated for σ = 0.3.
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Fig. 2. X− trion binding energy as a function of electron and hole
potential parameters (We andWh), calculated for σ = 0.3.

is the similar wavefunctions for the hole (electron) in case of
X−(X+) trion. Values αR, αρ , αe, αh are the trial parameters.
We note that all the wavefunctions in Eq. (4) can be found in-
dependently from the solution of the simplified Schrödinger
equations with smaller number of variables.

2. Results and discussion

In order to illustrate our approach,we consider the case of X+
and X− trions localized by the parabolic lateral potential. We
assume the co-axial parabolic attractive potentials for electrons
and holes written as (the validity of our approach for the dif-
ferent types of potential is discussed in [4])

Ue(r e)=4 (1+ σ)W 2
e r

2
e , Uh(rh)=4

(
1+ 1

σ

)
W 2

h r
2
h . (5)

Here we use the 2D Rydberg as a unit of energy and 2D exciton
Bohr radius as a unit of length, σ = me/mh withme (mh) being
electron (hole) mass. In this paper we calculate the binding
energy of the singlet state of the trions, so our trial function
is symmetric. We assume electron to hole mass ratio being
σ = 0.3.

We define the trion binding energy as a difference between
the trion energy (obtained by the minimization of the total
Hamiltonian) and the sum of exciton energy and the energy of
extra particle (electron for X− and hole for X+ trion). There-
fore, the knowledge of the exciton binding energyEXb is needed
in order to calculate trion’s binding energy.

Figure 1 shows the exciton binding energy as a function of
We and Wh, calculated in [4]. One can see an increase of the
binding energy with an increase ofWe andWh due to increasing
of efficiency of the electron-hole interaction [4].

Figs. 2 and 3 show theX− (E−b ) andX+ (E+b ) trions binding
energies as functions of We and Wh. Comparison of Figs. 2
and 3 shows that for fixed We X

− and X+ binding energies
behave differently as the functions of Wh. In the case of X−
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Fig. 3. X+ trion binding energy as a function of electron and hole
potential parameters (We andWh), calculated for σ = 0.3.

trion the single hole becomes more localized with the increase
ofWh and its attraction to the electrons becomes stronger, thus,
the binding energy increases. On the other hand, for X+ trion
two holes are pressed to each other and they repel stronger. It
leads to the decrease of X+ trion binding energy. In case of
weak potentials (We,Wh � 1) binding energies of both trions
tend to those of free 2D trions. It can be seen that depending
on the ratio betweenWe andWh the ratio between E+b and E−b
can be different, e.g. if We � Wh, E+b is larger than E−b ; in
the opposite limit Wh � We, X− trion has a larger binding
energy.

The non-monotonous dependence of theE−b onWe at fixed
Wh is due the fact that the X− trion binding energy is deter-
mined by an interplay of exchange interaction and Coulomb
repulsion of electrons. Increase of We results in increasing of
the exchange interactions, while for largerWe Coulomb repul-
sion dominates. There is no similar non-monotonicity in E+b
because of that holes are heavier than electrons.

Our calculation shows that for the certain parameter range
the binding energy of a trion can be negative. It takes place for
We � Wh for theX− trion andWe � Wh forX+, respectively.
Physically, an increase of the localizing potential for one type
of carriers leads an increase of their repulsion for fixed potential
for other type of carrier. Despite the fact that the binding energy
for such a trion is negative (and its emission line lies above that
of an exciton), all three carriers are still localized due to the
confinement potential. One can surmise that in this case the
triplet state has a lower energy that the singlet.

To conclude, we have applied a general formalism which
allows to build a simple and physically reliable trial functions
for electron-hole complexes to the problem of trion, localized
on the quantum well inhomogeneity potential. The binding
energies of X+ and X− trions were obtained in a whole range
of the potential strengths for electron and hole.
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Ground state of excitons, charged excitons and biexcitons
in double quantum well structure with spatial separation
of carriers
R. A. Sergeev and R. A. Suris
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. The ground states of exciton, X− and X+ trions, and biexciton in the system of two quantum wells with spatial
separation of electrons and holes are studied theoretically. The simple vivid trial functions for the binding energy
calculations of such spatially indirect excitonic complexes are proposed. The qualitative structure of the complexes in such a
system is discussed. For the trions and the biexciton the critical values of the distance between the wells, where the
corresponding complexes become unbound, are estimated. The mass ratio dependence of the binding energy of these
complexes is analyzed.

Introduction

Since Lampert predicted the existence of trions in bulk semi-
conductors in 1958 [1], bound states of the electron-hole com-
plexes with more than two particles attract the attention of re-
searches. This interest has vastly risen in last few decades
due to considerable progress in semiconductor heterostruc-
ture fabrication. The theoretical calculations performed in
the 1980s [2] predicted a strong sensitivity of parameters of
electron-hole complexes (such as transition energies and cor-
responding oscillator strengths) to configuration of the het-
erostructure, if a characteristic scale of the latter becomes com-
parable to Bohr radius. Thus,X− andX+ binding energies are
up to tenfold larger in tight quantum well as against their bulk
values [3]. Stochastic potential fluctuations, causing an addi-
tional localization of the complexes in plane of quantum wells,
generally lead to further increasing of the binding energy [4].

Recently a considerable interest was risen to double quan-
tum well heterostructures due to the possibility of spatial sep-
aration of the carriers [5]. Such separation decreases electron
and hole wavefunction overlapping, leading to a drastic in-
crease of their lifetimes, enabling to hold a high concentration
of electron-hole plasma. That is of particular interest due to the
possibility of realization of many exciton Bose-condensate [6].
Variation of the distance between QWs also gives us an addi-
tional handle to control the system parameters.

In the present paper simple variational approach is used
to estimate the ground state energy dependencies of spatially
indirect exciton, X+ and X− trions, and biexciton (X2) versus
the distance between the wells (d) and to define a range of the
existence of these complexes.

1. Models and trial functions

We consider the heterostructure with spatially separated elec-
trons and holes using an oversimplified model of two 2D quan-
tum wells: one — for the holes, and the other — for the elec-
trons. In order to obtain the binding energy of trions or biex-
citon we have to find their full energy and subtract it from the
exciton energy (double exciton energy for X2). Therefore, if
we intend to calculate the trion or biexciton binding energy with
reasonable accuracy, we should take their trial function based
on the exciton function, transforming to the latter if the distance
between the exciton and the electron/hole/second exciton tends

to the infinity. The simplest trial exciton wave function with
the minimum number of variational parameters, which gives
plausible results for the binding energy and the shape of wave
function in the whole range of the distances between the wells,
is the follows [7]:

*X (aX, ρ) = exp
(
−aX

√
ρ2 + d2

)
. (1)

Here aX is the only variational parameter, nontrivially corre-
sponding to the length scale of the exciton wavefunction, ρ —
in-plane distance between the carriers.

The X+ trion in coupled 2D quantum wells can be repre-
sented as two heavy holes in the same quantum well bound
together by an electron in adjacent one. The holes are sup-
posed to be much heavier than the electron and considered in
adiabatic approximation. The simplest electron in-plane wave
function is proposed to be a symmetrical sum of two exciton-
like wave functions (1) matched to each of the holes and shifted
toward each other due to the polarization effect [8]:

*X+(ρ) = *X
(
aX+ , ρ

+)+*X (
aX+ , ρ

−) , (2)

ρ± =
∣∣∣∣ρ± 1− c

2
R

∣∣∣∣ . (3)

Here ρ is a 2D projection of the vector from a center of mass
of the holes to the electron, R is a 2D vector from one hole to
the other; aX+ controls the scale of electron wavefunction, and
c is a polarization factor. R = |R|, aX+ and c we consider as
fitting parameters.

The exciton and electron bonding into X− trion is mainly
provided by an exchange interaction between the electrons and
a low-distance polarization of the exciton by farther electron.
The simplest trial function taking this into account can be con-
structed by analogy with functions (1–3) and Chandrasekhars
function [9]:

*X−
(
ρ1,ρ2

) = *X (aX− , ρ1) *X (bX− , ρ2)

+*X (aX− , ρ2) *X (bX− , ρ1)
(
1+ c ∣∣ρ1 − ρ2

∣∣) . (4)

Here ρ1, ρ2 are 2D projections of the vectors between the hole
and the electrons; aX− , bX− are the parameters controlling the
scale of wavefunctions of adjacent and farther electrons, and
c is a polarization factor. aX− , bX− and c are considered as
fitting parameters.

9
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The bond between the excitons in biexciton is provided by
an exchange interaction between the electrons. As forX+ trion,
the holes are supposed to be much heavier than the electrons
and considered in adiabatic approximation. By analogy with
function (2–3), we can take the trial function for the electrons
in biexciton as follows:

*X2

(
ρ1,ρ2

) = *X
(
aX2 , ρ

+
1

)
*X

(
aX2 , ρ

−
2

)
+*X

(
aX2 , ρ

+
2

)
*X

(
aX2 , ρ

−
1

)
. (5)

Here are 3 variational parameters: aX2 , R and c. ParametersR
and c are introduced through ρ±1,2 (3). The calculations of the
biexciton even with the simple function (5) are quite complex.
Thus, for practical reason, we took:

*X (aX, ρ) = exp
(− aXρ) and

*X (aX, ρ) = exp
(− aXρ2) (6)

for the biexciton energy calculations and the same for sub-
tracted double exciton energy. A reasonable agreement be-
tween the results, obtained with different functions (6), con-
firms the applicability of the approach. Hereinafter we settle
on the results of the first function (6).

2. Results and discussion

The calculated dependencies of the binding energy versus the
distance between the wells for exciton, X− and X+ trions,
and biexciton are shown on the figure. Hereinafter we use
atomic units for the energy scale (bulk exciton Bohr energy,
µe4/2ε2h̄2) and the length (Bohr radius, h̄2ε/µe2), whereµ is
a reduced in-plane mass of the electron and the hole, ε is a
dielectric constant. The curves on the figure are plotted for
zero electron to hole mass ratio: σ = me/mh = 0.

The binding energy of all considered complexes sharply
decreases with the distance between the wells due to reduction
of the electron-hole attraction in comparison with the electron-
electron and the hole-hole repulsions. However, the exciton
is bound at any value of the distance between the wells in the
absence of repulsion potentials in the system. Nevertheless, for
complexes with more particles, such asX− andX+ trions, and
biexciton, the repulsion of the same charges overpowers the
attraction of opposites. Thus, an asymptotic potential between
the exciton and remaining hole in X+ trion is:

VX+(R) ≈
1

R3

[
d2 − 1

2

1− σ
1+ σ

〈
*X

∣∣∣ρ2
∣∣∣*X〉

]
. (7)

The expression for X− trion can be obtained from (7) by sub-
stitution σ ′ = 1/σ . At d > 1.87 the potential (7) becomes
positive for all σ , and the bonding is provided only by short-
range effects. Also, it is worth to note that for X− trion poten-
tial (7) is positive even in the limit of a single quantum well
(d → 0). For biexciton the asymptotic potential between the
excitons is positive at any d > 0 and in the first order does not
depend on σ :

VX2(R) ≈ 2 d2/R3. (8)

The potentials (7–8) grow without limit with increasing of d,
and for each complex there must be a critical value of the dis-
tance dcr, at which its binding energy becomes zero, and corre-
sponding bound state disappears. The estimated values of dcr
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dcr ~ 0.5 dcr ~ 2.8

dcr ~ 34

Fig. 1. Binding energies of excitonic complexes versus the distance
between the wells. The bulk excitonic units are used for the energy
and the distance. me/mh = 0.

are also shown on the figure. The more complicated complex
is, the higher is the asymptotic repulsion, and the lower is the
value of dcr. It allows us to conclude that for d > 0.5 there are
no bound electron-hole complexes with the number of particles
more than three.

Let us finally discuss the influence of mass ratio σ on the
curves shown on the figure. It is easy to show that the binding
energy in reduced units does not depend on σ for the exciton,
and only slowly increases with σ growth for X− trion:

EB
X(σ) = EB

X(0), EB
X−(σ ) ≈ EB

X−(0). (9)

On the contrary, for X+ trion and biexciton situation is com-
pletely different. The presence of two heavy particles intro-
duces their zero-point oscillation energy, with very sharp de-
pendence on σ , to the binding energy of the complex:

EB
X+,X2

(0)− EB
X+,X2

(σ ) ∼ √σ . (10)

Thus the energy curves and the estimated values of dcr for X+
trion and biexciton should be considered as an upper bound for
their real values.

To conclude, the binding energies of exciton, X− and X+
trions, and biexciton in double quantum well heterostructure
with spatial separation of the carriers are calculated versus the
distance between the wells. The critical distances, where the
corresponding complexes become unbound, are estimated, and
mass ratio dependence of binding energies and critical dis-
tances is discussed.

Acknowledgements

This work is supported by RFBR, grant 05-02-16679, Fed-
eral Program on Support of Leading Scientific Schools and
SCOPES, grant 110986.

References

[1] M. A. Lampert, Phys. Rev. Lett. 1, 450 (1958).
[2] B. Stebe et al, Superlatt. Microstruct. 5, 545 (1989).
[3] R. A. Sergeev et al, Eur. Phys. J. 47, 541 (2005).
[4] M. A. Semina et al, Proc. of 15th Nanostructures (2007).
[5] V. B. Timofeev et al, Phys. Rev. B 60, 8897 (1999).
[6] O. L. Berman et al, Phys. Rev. B 73, 235352 (2006).
[7] R. A. Sergeev et al, NATO Sc. Series II 119, 279 (2003).
[8] R. A. Sergeev et al, Semiconductors 37, 1205 (2003).
[9] S. Chandrasekhar, Astrophys. J. 100, 176 (1944).



15th Int. Symp. “Nanostructures: Physics and Technology ” IRMW.02o
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

Novel terahertz devices based on carbon nanotubes
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Abstract. We propose and justify two schemes utilizing the unique electronic properties of carbon nanotubes for novel THz
applications including tunable THz generation by hot electrons in quasi-metallic nanotubes and THz radiation detection by
armchair nanotubes in strong magnetic fields.

Creating compact reliable sources and detectors of terahertz
(THz) radiation is one of the most formidable tasks of the
contemporary applied physics [1]. One of the latest trends
in THz technology [2] is to use carbon nanotubes — cylindri-
cal molecules with nanometer diameter and micrometer length
[3] — as building blocks of novel high-frequency devices. Be-
low we discuss several novel schemes to utilize physical prop-
erties of single-wall carbon nanotubes (SWNTs) for generation
and detection of THz radiation.

THz emitters

The first proposed scheme of THz generation is based on the
electric-field induced heating of electron gas resulting in the
inversion of population of optically active states, with the en-
ergy difference within the THz spectrum range. The electron
energy spectrum of metallic SWNTs, ε(k), linearly depends
on the electron wave vector k close to the Fermi energy [3].
In the Fig. 1 the zero of energy is defined as the Fermi energy
position in the absence of an external field.

When the voltage is applied along the SWNT axis, the elec-
tron distribution is shifted in the way shown by the heavy lines
in Fig. 1(a) corresponding to the filled electron states in the
presence of the applied voltage. It results in the inversion
of population and, correspondingly, in optical transitions be-
tween filled states in the conduction band and empty states in
the valence band (Fig. 1(b)). It is well-known that the ma-
jor scattering mechanism in SWNTs is due to electron-phonon
interaction [3].

Since the scattering processes erode the inversion of elec-
tron population, an optimal condition for observing the dis-
cussed optical transitions takes place when the length of the
SWNT L < lac, where lac ≈ 2.4 µm is the electron mean-free
path for acoustic phonon scattering. Below we consider such
short SWNTs only. If the electron heating energy (ε is less
than the value h̄
 ≈ 0.16 eV, at which the fast emission of

0

0

(a)
ε

k

0

ε

k
k0∆ε hν

(b)

Fig. 1. (a) The filling of electron states (heavy lines) in the first
Brillouin zone of SWNT in the presence of the bias voltage; (b) The
scheme of electron radiation transitions resulting in terahertz emis-
sion from SWNT.
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Fig. 2. The spectral density of spontaneous emission as a function of
frequency for two values of applied voltage: solid line forV = 0.1V;
dashed line forV = 0.15V. The inset shows the directional radiation
pattern of the THz emission with respect to the nanotube axis.

high-energy optical/zone-edge phonons begins, the electronic
transport is ballistic and (ε = eV , where V is the potential
difference between the SWNT’s ends. At higher applied volt-
ages, V ≥ h̄
/e, the heating energy is(ε ≈ h̄
. The heating
results in the spontaneous photon emission with the peak fre-
quency ν ≈ (ε/h controlled by applied voltage and restricted
by the SWNT optical/zone-edge phonon energy corresponding
to the frequency of about 40 THz. Let us select a SWNT with
the crystal structure most suitable for observation of the dis-
cussed effect. Firstly, the required nanotube should have metal-
lic conductivity and, secondly, the optical transitions between
the lowest conduction subband and the top valence subband
should be allowed. It is well-known that he crystal structure
of SWNTs is described by two integers (n,m), which com-
pletely define their physical properties [3]. The SWNTs with
true metallic energy band structure, for which the energy gap is
absent for any SWNT radius, are the armchair (n, n) SWNTs
only [4]. However, for armchair SWNTs the optical transi-
tions between the lowest conduction and top valence subbands
are forbidden [5]. So we propose to use for the observation
of THz generation the so-called quasi-metallic (n,m) SWNTs
with n − m = 3p, where p is an integer. These nanotubes,
which are gapless within the frame of a simple zone folding
model of the π -electron graphene spectrum [3], are in fact nar-
row gap semiconductors due to curvature effects. However,
their band gap is decreasing rapidly with increasing the nan-
otube radius [4]. Therefore for large values ofR this gap can be
neglected even in the case of moderate applied voltages due to
the Zener tunneling of electrons across the gap. For example,
for a zigzag (30,0) SWNT the gap is εg ≈ 6 meV and the Zener
breakdown takes place for the electric field E ∼ 10−1 V/µm.
Since almost the whole voltage drop in the ballistic regime oc-
curs within the few-nanometer regions near the contacts, a typ-
ical bias voltage of 0.1 V corresponds to an electric field, which
is more than sufficient to achieve a complete breakdown. In
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Fig. 3. (a) Band structure of a (10,10) SWNT, with and without
an external magnetic field along the nanotube axis; (b) Detailed
view of the gap, which is opened between the top valence subband
and the lowest conduction subband in an external field B = 10 T;
(c) The change in the dipole optical transitions matrix elements, for
the light polarized along the SWNT axis, due to the introduction
of the external magnetic field. The only appreciable change is in
the appearance of a high narrow peak associated with the transition
(10v → 10c), which is not allowed in the absence of the magnetic
field; (d) Dependence of the squared dipole matrix element for the
transition (10v → 10c) on the 1D wave vector k, with and without
an external magnetic field.

Fig. 2 the spectral density of emission from the quasi-metallic
SWNTs is shown for two values of the bias voltage. It is clearly
seen that the maximum of the spectral density of emission has
strong voltage dependence and lies in the THz frequency range
for experimentally attainable voltages. The directional radia-
tion pattern, shown in the inset of Fig. 2, reflects the fact that
the emission of light polarized normally to the nanotube axis
is forbidden by the selection rules for the optical transitions
between the lowest conduction subband and the top valence

subband. The discussed effect can be used for creating a THz
source with the frequency controlled by the applied voltage.

THz detectors
The problem of detecting THz radiation is known to be at least
as challenging as creating reliable THz sources. Our proposal
of a novel detector is based on several features of the truly
gapless (armchair) SWNTs shown in Fig. 3. The main prop-
erty to be utilized is the opening of the gap in these SWNTs
in a magnetic field along the nanotube axis [3]. For a (10, 10)
SWNT this gap is approximately 1 THz in the field of 6 T. The
gap grows linearly with increasing both magnetic field and the
nanotube radius. It can be shown that the same magnetic field
also allows dipole optical transitions between the top valence
subband and the lowest conduction subband, which are strictly
forbidden in armchair SWNTs without the field [5]. The elec-
tronic (hole) energy spectrum near the bottom (top) of the gap
produced by magnetic field is parabolic as a function of a carrier
momentum along the nanotube axis. This dispersion results in
the van-Hove singularity in the reduced density of states, which
in turn leads to a very sharp absorption maximum near the band
edge and, correspondingly, to a very high sensitivity of the pho-
tocurrent to the photon frequency. Notably, the same effect can
be used for the generation of a very narrow emission line hav-
ing the peak frequency tunable by the applied magnetic field.
A population inversion can be achieved, for example, by opti-
cal pumping with the light polarized normally to the nanotube
axis.

Conclusion
We have demonstrated that a quasi-metallic carbon nanotube
can emit the THz radiation when the potential difference is
applied to its ends. The typical required voltages and nanotube
parameters are similar to those available in the state-of-the-art
transport experiments. The maximum of the spectral density
of emission is shown to have the strong voltage dependence,
which is universal for all quasi-metallic carbon nanotubes in
the ballistic regime. Therefore, the discussed effect can be
used for creating a THz source with the frequency controlled
by the applied voltage. Appropriately arranged arrays of the
nanotubes should be considered as promising candidates for
active elements of amplifiers and generators of the coherent
THz radiation. Finally, we have discussed the feasibility of
using the effect of the magnetic field, which opens the energy
gaps and allows optical transitions in armchair nanotubes, for
tunable THz detectors and emitters.
Acknowledgements
This work is supported by the INTAS Foundation (Grants 03-
50-4409 and 05-1000008-7801), the Royal Society (UK), the
Russian Foundation for Basic Research (Grants 06-02-16005
and 06-02-81012), the Russian Ministry for Education and Sci-
ence (Grant RNP.2.1.1.1604), and MCT and FINEP (Brazil).

References

[1] B. Ferguson and X. C. Zhang, Nature Materials 1, 26 (2002).
[2] D. Dragoman and M. Dragoman, Prog. Quantum Electronics

28, 1 (2004).
[3] R. Saito, G. Dresselhaus and M. S. Dresselhaus, Physical Prop-

erties of Carbon Nanotubes, (London: Imperial College Press),
1998.

[4] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 78, 1932 (1997).
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superlattice devices: Progress in theory
K. N. Alekseev1, T. Hyart1, A. V. Shorokhov2, N. V. Alexeeva1, J. Isohätälä1 and F. V. Kusmartsev3
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Abstract. We consider a feasibility of amplification and generation of THz radiation in semiconductor superlattices in the
absence of space-charge instability. We mainly focus on the physical principles and basic schemes of parametric
amplification and generation in superlattices.

There exists a strong demand for miniature, coherent, mono-
chromatic, solid-state, room temperature operating sources of
THz radiation. Currently there are two main directions in this
active area of research: Quantum cascade lasers [1] and fre-
quency multipliers [2]. In spite of great progress in the devel-
opment of these two types of coherent THz sources, both of
them have some fundamental limitation in their operation. For
example, it is very difficult to establish a population inversion
at room temperature in quantum cascade lasers for frequencies
below 2 THz [3]. On the other hand, it is still unclear how to
realize an intermediate amplification of (sub-)THz field in the
chain of multipliers. Development of a reliable THz amplifier
is important but very difficult task.

Semiconductor superlattices, operating in the miniband
transport regime, are interesting electronic devices demon-
strating properties of both nonlinear [4] and active media [5].
Superlattice devices can potentially be a supplement and al-
ternative to the quantum cascade lasers and “traditional” fre-
quency mixers because they can in principle provide a rea-
sonable THz gain at room temperature [6] (superlattice Bloch
oscillator [5, 6]) and amplify a THz signal in the presence of
additional ac pump [7, 8]. The main obstacle in an experimen-
tal observation of these interesting effects is a formation of
high-field electric domains inside superlattice [9].

Here we briefly review the progress in a resolution of main
dilemma in the realization of THz superlattice devices: Finding
operational conditions which allow simultaneously to achieve
gain at high frequencies and to avoid destructive space-charge
instabilities [10]. We consider devices with dc bias (Bloch am-
plifier/oscillator) and with ac pump (parametric amplifier/ge-
nerator). For the case of Bloch oscillator we are extending
and developing a recent suggestion for the generalized Lim-
ited Space-Charge Accumulation scheme [11]. For the case of
superlattice with microwave or terahertz pump, we investigate
an effective frequency conversion and a parametric amplifica-
tion in domainsless mode of operation. Our report is mainly
based on the original results [12–16], with particular focus on
recent findings [14, 15].
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Abstract. The directed electron transport, driven by external linear-polarized microwave irradiation, in a two-dimensional
spatially-periodic asymmetrical system called “ratchet” has been studied experimentally. The broken spatial symmetry was
introduced in a high mobility two-dimensional electron system based on AlGaAs/GaAs heterojunction by patterning an
array of artificial semi-discs-shaped scatterers (antidots). A directed electric current of few µA was observed in the “ratchet”
antidot lattice under microwave irradiation (of few µWatts) in absence of any external current applied to the sample. The
signal was recorded as a function of magnetic field, temperature, microwave power and polarization.

Introduction

In condensed matter physics, the directed transport in exter-
nally driven systems with naturally broken spatial inversion
symmetry called “ratchet” effect, has been studied extensively
for many years. A number of phenomena, including meso-
scopic photovoltaic effect [1], photogalvanic effect [2] and
many others [3] have been investigated. Also, this effect has
proved to be of great importance in biological applications [4].
As for artificially broken symmetry, such phenomena hasn’ t
been studied enough in the widely investigated semiconduc-
tor based two-dimensional electron system (2DES), where the
charged particles (electrons or holes) could be scattered by an
artificial scatterers (antidots). Nowadays technology allows
fabricating a periodic array of antidots in 2DES, based on high
mobility semiconductor heterojunction, so, that the period of
the lattice will be much shorter than the mean free path in the
initial heterostructure. In this case one could consider 2D-
motion of electrons as a set of ballistic trajectories between the
antidots boundaries. Symmetry breaking can be obtained by
choosing a specific shape for the antidots, for example semi-
disc. Such systems could be considered as slightly modified
case of the Galton board [5]. In the present work we report
on the experimental study of the directed electron transport in-
duced by linear-polarized microwave (MW) irradiation in such
system and compare our experimental results with recent the-
oretical investigations of this problem [6,7].

1. Samples

The samples for this work are based on MBE-grown AlGaAs/
GaAs modulation-doped heterojunction, having 2DES at depth
of 117 nm below the surface. A Hall bar geometry with two
consecutive parts of lateral sizes 250× 50 µm2 was fabricated
on the top of every sample, using conventional photolithogra-
phy technique. A periodic array of semidisc-shaped antidots
(hexagonal lattice), with period d = 1.5 µm and semi-disc’s
radius r = 0.5 µm (see inset to Fig. 1), has been fabricated

in one of these two parts of the Hall bar by means of elec-
tron beam lithography and subsequent plasma etching. The
second part was left intact in order to perform the check of
pure 2DES parameters: it demonstrates the electron mobility
µ = (2−3)×102 m2/V s and density ns = (2−3)×1015 m−2

at 1.5 K. This corresponds to an electron mean free path of
(15−30) µm which is much larger than the antidot spacing.
In order to show the key role of the system symmetry in the
origin of the “ratchet” effect, lattices with the same parameters
but with symmetrical circular antidots were also fabricated in
some of the same samples.

2. Experimental

Magnetotransport and photovoltage measurements were perfo-
rmed: the magnetotransport was measured by standard low
frequency ac technique with low current (13 Hz, 10−7 A) to
identify the 2DES parameters and to study the transport in the
“ratchet” lattice; the dc photovoltage measurements were car-
ried out with a sensitive voltmeter to measure the signal directly
from the “ratchet” (see inset to Fig. 1). The measurements were
performed in low magnetic fields at temperatures 1.4–100 K,
using linear-polarized MW irradiation from a “carcinotron”
generator tunable in the 33–50 GHz frequency range. A cylin-
drical brass tube with rectangular input and output profiles has
been used as waveguide. The sample was placed very close to
the waveguide output in a Variable Temperature Cryostat.

3. Results

The standard magnetotransport measurements in the antidot
lattice and intact 2DES have demonstrated that the lattice re-
sistivity (at zero magnetic field) is much larger than that of
intact part. This means that the scattering on antidots is play-
ing the major role and control the transport in the lattice at low
temperatures.

Fig. 1 presents the key results of the rectification experi-
ments: the magnetic field dependence of the dc-current mea-
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Fig. 1. Magnetic field dependence of the dc-current measured in the
“ratchet” lattice (gray: polarization along x-axis and black: perpen-
dicular to it) and in a lattice of circular antidots (thin curves). An
AFM image of the “ratchet” lattice and the measurement configura-
tion are shown in the insets.

sured in the “ratchet” antidot lattice under MW irradiation of
frequency 43 GHz and few µW power. The vector of linear
polarization (driving electric field) was oriented along the x-
axis (gray curve) or perpendicular to it (black curve). In both
cases a dc-current of few µA induced by the linear-polarized
MW irradiation was measured (there was no external bias or
current applied to the sample). Importantly the sign of the sig-
nal is opposite for the two orientations of polarization. When
the direction of linear-polarization coincides with the x-axis,
the plane side of the antidots dominates scattering. This forces
electrons to move to the left. However, when the electric field
component of the MW is rotated by 90◦, the total scattering is
dominated by the semicircular side of antidots and electrons
move to the right. In other words the signal changes sign! This
is in good qualitative agreement with theory [6,7]. It demon-
strates that it is possible to control the direction of the transport
in the “ratchet” lattice using the direction of the MW polar-
ization. The signal shows a linear dependence on MW power
for both directions of polarization. At magnetic field of about
0.2 T, the effect vanishes for any angle of MW polarization,
when the classical Landau orbits become smaller than the anti-
dot spacing. This accords to theoretical expectations too. The
absence of the rectification current in a lattice of circular anti-
dots (thin curves) further confirms that symmetry breaking is
a necessary ingredient to the “ratchet” effect.

Fig. 2 presents the temperature dependence of the dc-cur-
rent plotted together with the mobility of the “ratchet” lattice
and intact 2DES. The mobility of the 2DES has behaviour com-
parable to high mobility samples [8] while the mobility in the
antidot part is almost constant below 70 K. This means that the
antidot scattering controls entirely the transport until 70 K and
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then phonon scattering becomes dominant, as can be seen in
the rectification current that vanishes at T ≈ 70 K (at 70 K
the electron mean free path becomes equal to 1.7 µm which is
comparable to the period of the antidot lattice).

Having obtained this first result we believe that making
such a MW polarization detector work at higher temperatures
should be possible. It is just necessary to fabricate a “ratchet”
lattice with smaller period (0.1−0.2 µm), that is not beyond
the nowadays technical possibilities.
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Abstract. In this work we investigate microwave induced resistance oscillations (MIROs) in a GaAs/AlGaAs
heterostructure containing a high mobility 2DEG at milli-Kelvin temperatures. We find that MIRO persist to much lower
magnetic fields than expected from the quantum relaxation time as determined from Shubnikov–de Hass oscillations.
A possible quasi-classical origin of MIROs is discussed based on earlier predictions of MIROs in [Magarill et al, Condens.
Matter. 7, 1101 (1995)].

Introduction

The Microwave Induced Resistance Oscillations (MIROs) were
discovered experimentally by Zudov et al [1] who were un-
aware of the much earlier theoretical prediction of the effect
by Ryzhii [2]. A great deal of interest has arisen in this phe-
nomenon after the observation of the so-called MIRO zero-
resistance states on the highest mobility samples [3, 4]. The
term MIRO is a very general one and any kind of oscillations
induced by microwaves would suite to this definition. The
absence of a specific name is due in part to the fact that the
final origin of this phenomenon is not yet fully understood.
There are several theoretical approaches published in the liter-
ature to explain MIROs, e.g. envolving scattering due to dis-
order [5,6], a non-equilibrium distribution function [7], and a
quasi-classical drift of electronic orbits [8]. All these models
correctly describe the period and phase of MIROs but none
of them are able to explain other well established experimen-
tal observations such as the independence of MIROs on the
direction of the circular polarization [9] and the quenching
of MIROs at higher MW frequencies [10]. It should also be
stressed that electrodynamics, in particular magnetoplasmons,
need to be taken into account in low temperature MIRO ex-
periments, as was pointed out by Mikhailov [11], discussed
in more detail by Volkov [12], and addressed experimentally
in ref. [13]. In this work we continue our study of MIRO,
in particular we examine the importance of modulation in the
density of states (Landau levels) and a possible quasi-classical
origin of MIROs by simultaneous mesurements and a careful
comparison of MIROs with Shubnikov–de Haas (SdH) oscil-
lations at milli-Kelvin temperatures where SdH oscillations do
not depend on temperature and are only limited by quantum
scattering time. In this respect, one earlier paper should be
mentioned (ref. [14]) on this topic where the dynamic conduc-
tivity of 2DEG was calculated using a purely classical approach
based on the Boltzmann kinetic equation. In that paper, in ad-
dition to the expected commensurability oscillations due to a
weak lateral superlattice potential, another type of oscillations
appeared in the conductivity simulations, whose period coin-
cided with harmonics of the cyclotron resonance but which
were phase shifted — very much resembling MIROs.

Experimental

The experiments were conducted on a 2DEG in GaAs/AlGaAs
heterostructure placed in He3/He4 top-loaded dilution refrig-
erator allowing temperatures down to 50 mK. After brief illu-
mination with a red LED the electron concentration attained
a value of 1.9 × 1011 cm−2 and mobility reached a value of
about 5.0×106 cm2/V s. An Agilent generator was used as the
microwave source providing frequencies in the range between
0.01 and 70 GHz and MW power up to 100 mW at the output.
The microwave radiation was introduced into the dilution re-
frigerator by means of an approximately 3 m long silver plated
copper-beryllium semi-rigid coaxial cable with a 6 dB broad
band attenuator inserted in series to reduce rf noise and heating.
An estimated maximum MW power emitted by the antenna was
about 1 mW due to the frequency dependent attenuation of the
coaxial cable and the antenna efficiency.

Results

Figure 1(a) shows two magnetoresistanceRxx curves measured
at 50 mK — the solid line is Rxx without microwaves, and the
dash one is Rxx in the presence of MWs. The electron tem-
perature was verified by measurements of the spin-split peaks
seen in SdH oscillations at higher magnetic fields B > 0.22 T
in Fig. 1(a). Under irradiation with MWs the electron tempera-
ture increases and MIROs become evident in the low magnetic
field region bellow 0.2 T (dash curve). Figure 1(b) shows a
zoom of the low-field region. It is interesting to point out that
MIROs extend to almost three times lower magnetic field (dash
arrow) than the onset field (solid arrow pointing down) of the
SdH oscillations limited by the quantum relaxation time. A
similar result was obtained in Ref. [15], where the relaxation
time obtained from MIROs was three times larger than the
one obtained SdH oscillations. This result suggests a possible
quasi-classical origin of MIROs [14] and will be analyzed in
more detail. In this presentation we will also discuss a new kind
of MW induced resistance oscillation, the origin of which is
very similar to discussed above MIRO and can be interpreted
in a simple way as due to MW-induced electron transitions
between Landau levels near the Fermi level in a strongly de-
generated 2DEG. These oscillations have same periodicity as
the SdH ones, but differ by phase. The phase of this oscilla-
tions changes by π every time when crossing ω = Nωc nodes
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during the magnetic field sweep, where ω and ωc are the MW
and cyclotron cyclic frequencies correspondingly.
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Abstract. Optical phenomena in terahertz spectral range in strained p-GaAsN/GaAs microstructures and n-GaAs/AlGaAs
quantum well structures are experimentally studied under lateral electric field at liquid helium temperatures. At high electric
fields impurity breakdown conditions are realized and spontaneous terahertz emission is observed. Modulation of terahertz
absorption related to electron heating in electric field was observed in quantum well structures. Theoretical consideration of
acceptor energy levels in strained GaAsN layers was carried out and the major lines in the observed terahertz emission
spectrum in GaAsN/GaAs structures are attributed to intracenter optical transitions between the resonant and localized
acceptor states.

Introduction
Compact solid-state sources of THz radiation can be devel-
oped using shallow-impurity-doped semiconductors. Stimu-
lated emission in THz range have been observed from uniax-
ially stressed p-Ge crystals in strong electric fields. Altukhov
et al [1] experimentally showed that it is related to the in-
verted population of acceptor levels split by compressive strain.
A mechanism of the intracenter population inversion (PI) be-
tween resonant state and localized acceptor state (related to the
light hole (lh) subband) under electrical breakdown of acceptor
was considered in [2]. A strong electric field empties the local-
ized state due to impact ionization process. Hot free holes are
captured at the resonant level and accumulated there as well
as in the lh subband states with close energies. The uniaxial
strain can be created also in thin alternating semiconductor lay-
ers with different crystal lattice periods. In [3] it was reported
about a THz laser structure of this type based on a boron-doped
Si/Si1−xGex /Si quantum well (QW) nanostructure.

The population inversion between resonant and localized
acceptor states can be also realized in strained p-GaAsN/GaAs
microstructures with small nitrogen content [4]. In the present
paper we report on the experimental studies of THz emis-
sion spectra in strained GaAsN:Be layers under strong electric
fields, present results of calculations of the acceptor energy
levels, and determine dominating optical transitions. At the
same time resonant impurity states can also arise in doped QW
structures where band and impurity states are split due to con-
finement. Such systems also can be suitable for achieving the
intracenter PI in THz spectral range. We present spectra of
THz emission from n-GaAs/AlGaAs QWs under lateral elec-
tric field and results on the modulation of THz absorption in
QW structures related to electron heating in electric field. The
latter studies allow to evaluate the temperature of 2D electron
gas.

1. Experimental technique
The strained p-GaAsN/GaAs microstructures and n-GaAs/
AlGaAs QW structures were grown by MBE on GaAs sub-
strates. Strained microstructures comprised 10 periods of al-

ternating 0.1 µm thick GaAsN layers and 0.5 µm thick GaAs
layers. The nitrogen concentration in GaAsN layers was 1.8%.
In this microstructure, GaAsN layers are subject to mechan-
ical stresses equivalent to uniaxial compressive strain in the
growth direction. The splitting of the hh and lh subbands
is 21 meV. The GaAsN layers were doped with an acceptor
(Be) to a concentration of 3 × 1017 cm−3. Emission spectra
were also measured in nanostructures contained 200 periods of
GaAs/Al0.3Ga0.7As quantum wells. Barrier width was 7 nm.
Central 10 nm part of each well was doped with Si, so electron
sheet concentration was 1011 cm−2. Well width was 30 nm,
energy distance between the ground and first subband was
15 meV. Modulation experiments were made on tunnel-coupled
QW structures containing 100 periods of GaAs/Al0.36Ga0.64As
quantum wells (energy distance between the first subbands is
about 38 meV).

Current-voltage characteristics (CVC) and dependencies of
integral THz luminescence intensity upon electric field were
experimentally studied in pulse regime at the temperature of
4.2 K on the samples immersed in liquid helium. Integral lumi-
nescence intensity was measured in the range of 60 . . . 110µm
using a system of Ge:Ga photodetector and a black polyethy-
lene filter. Spectra of spontaneous THz electroluminescence
(EL) were recorded with a spectral resolution of 0.6 meV using
a Fourier spectrometer operating in step-scan mode described
elsewhere [5]. A voltage was applied to the samples with a
shape of pulse “bundles”. THz emission signal was detected
using a liquid-helium-cooled silicon bolometer by means of
lock-in amplifier. Molecular cw THz laser with radiation wave-
length of 118 µm and output power of 10 mW was used as a
source of THz radiation for modulation experiments, the sam-
ple was placed in helium flow cryostat.

2. Experimental results and discussion

Measurements of CVC for the p-GaAsN/GaAs structure sho-
wed that the processes of impurity impact ionization and avala-
nche breakdown start from the electric fields of 200 V/cm. The
dependence of integral THz luminescence intensity upon elec-
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tric field demonstrates the sharp threshold at E ∼ 1300 V/cm,
consequently the emission of a THz radiation was observed in
conditions of impurity avalanche breakdown only.

The typical THz EL spectrum detected in the conditions
of impurity avalanche breakdown represents a series of nar-
row lines close together (Fig. 1). To recognize their nature,
the spectra of shallow acceptors in strained GaAsN layers have
been theoretically calculated in the envelope function approx-
imation. The acceptor Hamiltonian used is a 4 × 4 matrix
operator including the Luttinger Hamiltonian, the deformation
term, and the Coulomb potential. Similarly to [6] the axial
approximation has been used and the problem has been re-
duced to diagonalization of the finite symmetric matrix. Then
we have to take into account the chemical shift of the binding
energy, the necessary fitting parameter was determined from
comparison of the calculated value and experimental data for
the ground state of Be in the bulk GaAs. The results of the
calculations of Be energy levels in strained GaAsN layers are
shown in Fig. 2.

Arrows in the Fig. 1 show the photon energies for possible
optical transitions corresponding to calculated energy spectrum
for strained GaAsN:Be layers. It is possible to see that the

−0.15

−0.10

−0.05

0.00

0 200 400 600 800

T = 4.2 K

E (V/cm)

λ = 118 mµ

∆α
L

Fig. 3. The change of absorption (α is absorption coefficient, L is
optical path) in lateral electric field in structures with GaAs/AlGaAs
tunnel-coupled quantum wells.

major lines of THz emission lie quite close to the calculated
transition energies. It allows us to conclude that intracenter
optical transitions of holes from resonant acceptor level 1sr to
localized levels 2p+1/−1 and 2p0 predominate in the observed
spectrum. As was mentioned above, this is precisely the emis-
sion mechanism which is proposed for use in lasers emitting
in the THz frequency range. Intersubband transitions of holes
(hh–lh) and the band-acceptor level transitions (lh–2p+1/−1,
lh–2p0, lh–1s) give less significant contributions. As for ther-
mal oscillations of the crystal lattice their contribution into EL
is negligible.

The EL spectra of THz spontaneous emission were also
obtained in GaAs/AlGaAs QW nanostructures. In this case
impurity bounding energy is not so high, so emission spectra
were observed at lower electric fields. Features in the spectra
can be associated with the electron transitions with participa-
tion of impurity and band states.

Results of modulation experiments are presented in Fig. 3.
Lateral electric field leads to electron gas heating. This process
changes the probabilities of electron scattering with participa-
tion of impurities and phonons. As a result, absorption coeffi-
cient also changes. Experimentally, the decrease of absorption
was found at relatively low electric field, at higher fields ab-
sorption begin to increase. These results correlate well with the
data on temperature dependence of equilibrium light absorption
and can be explained by the change of scattering mechanism
with electron heating. The electron temperature can be eval-
uated from comparing these data to the data on equilibrium
absorption.
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Abstract. We present a theoretical study of interplay between terahertz radiation and an electron ensemble in a
GaAs/AlGaAs superlattice after ultra-short optical excitation. The simulation was performed by means of a single-particle
Monte Carlo method. We found that interaction between the optically excited electron ensemble and the high-frequency
field may lead either to terahertz field amplification or damping depending on an initial phase of the field. The time, the
electron ensemble needs to reach the state ensuring the stationary terahertz gain, is determined by the electron intraminiband
relaxation time. However, the net terahertz gain, i.e. the gain averaged over all possible initial phases of the incident field, is
present in a superlattice right after the optical excitation. The study delivers criteria for experimental observation of the
terahertz gain in a superlattice.

Introduction

The property of a biased superlattice to amplify terahertz (THz)
radiation [1] remains barely experimentally explored owing to
inhomogeneous electric field distribution in a superlattice if an
applied static electric field is larger than a critical field. Do-
mains of a strong electric field suppress the superlattice abil-
ity to serve as a gain medium. One of the possible ways to
avoid domain formation is using an un-doped superlattice with
charge carriers excited in it by means of an optical pulse [2].
Matching a time of carrier drift in a superlattice with a time
of domain formation in a way that the latter is larger, one may
achieve homogeneous field distribution within the time frame
while charge carriers are still present in the superlattice. If the
superlattice is additionally exposed to a terahertz (THz) field
then the latter might be amplified. In our paper we present a
three-dimensional Monte Carlo analysis of charge carrier dy-
namics in a superlattice after optical excitation and show that
the net stationary gain sets in in a superlattice right after the
optical excitation.

1. Object of the study and method

We describe the electron-hole transport in a superlattice along
the superlattice axis (Oz) after optical excitation within a semi-
classical theory. We assume that charge carriers are introduced
into a superlattice at a time instant t = 0 and the concentration
of the excited electrons,n, and holes,p, isn = p = 1015 cm−3.
The relatively large electron-hole density justifies the applica-
bility of the semiclassical theory and also enables us to estimate
an achievable value of a THz amplification coefficient. After
the excitation, the holes and electrons in the superlattice grow
separated by the applied static electric field which induces an
intrinsic electric field affecting the total electric field distribu-
tion. In our study we focus on the evolution of the electron-hole
ensemble from the optically prepared to the stationary state de-
termined by applied electric field. This process may last not
longer than several intraminiband relaxation times thus we re-
strict our consideration to the first 10 ps after the optical ex-
citation. The pump-probe photocurrent measurements and the
calculation performed by making use of an ensemble Monte
Carlo technique showed that during first ten picoseconds and
for n and p smaller than 5 × 1015 cm−3 the electric field re-

mains almost homogeneous and is determined by the applied
static voltage. The holes due to their large effective mass are al-
most immovable after the excitation and do not contribute into
the superlattice response on a THz field. Thus, we simulate
only the electron transport in a superlattice with the homoge-
neous electric field by means of a single-particle Monte Carlo
technique.

We consider a GaAs/Al0.3Ga0.7As superlattice with the pe-
riod (d) of 8.4 nm and the width of the first miniband of
38 meV. Electrons in the miniband scatter at acoustic and
optical phonons (for details of the scattering description see
Ref. [3]) at a lattice temperature of 10 K.

We also assume that all electrons are initially distributed
in k-space in at the miniband bottom, in accordance with the
Gaussian intensity of the optical pulse with the pulse spectral
band width of 15 meV.

2. Results

In order to explore the property of optically excited electrons
in a superlattice to amplify a high-frequency field we calculate
a response of the biased superlattice (υstat+sin(t)) on a THz
field (ETHz(t) = Eω sin(ωt + ϕ)) beginning at t = 0, i.e. in
the instant of the superlattice excitation (Fig. 1 (inset)). The
superlattice response caused by the THz field should exclude
the superlattice reaction on the applied static field (E0). Thus,
we calculate the time-dependent drift velocity of the optically
excited electrons in the biased superlattice (υstat(t)) and sub-
tract it from the total drift velocity υstat+sin(t). The final result
reads υsin(t) = υstat+sin(t)− υstat (t).

We describe the interaction between the electron ensemble
and high-frequency field by an average power absorbed by the
electron ensemble over a period of the terahertz field, T =
2π/ω. In fact, it implies that a period of the THz field is a
shortest time one needs to make conclusion about whether the
THz field can be amplified or not. The average power depends
on the time instant, τ , we begin to calculate it at and is given
by

Psin(τ )=(qn/T )
τ+T∫
τ

υsin(t) Eω sin (ωt+ϕ) dt= c
√
εE2

ω

8π
α (τ) ,
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where α (τ) = 4πqn (υsinω (τ) /Eω) /c
√
ε is the time depen-

dent amplification coefficient

υsinω (τ) = 1

T

τ+T∫
τ

υsin (t) sin (ωt + ϕ) dt,

ε is the dielectric constant of GaAs, q is the elementary charge,
and c is the light velocity. The positive value of the aver-
age power or of the amplification coefficient indicates damp-
ing of the terahertz field over the period while its negative
value corresponds to the field amplification. Fig. 1 shows the
time-dependent amplification coefficient for the superlattice
subject to the static electric field and high-frequency fields
(ϕ = 0). As the frequency of the terahertz field is smaller
than the Bloch frequency (4.1 THz for E0 = 20 kV/cm) the
amplification coefficient should be negative for a time long
after the excitation. The amplification coefficient decreases
in time and after about 2.5 ps changes from positive to nega-
tive value. The latter indicates that the ensemble is capable to
amplify external terahertz radiation when it reaches the state
with high-frequency field stimulated coherence. We fitted the
time-dependent amplification coefficient with the exponential
function α (τ) = α0 exp (−τ/τα) + α∞ where α∞ is the am-
plification coefficient in the stationary state and we denote the
time of the amplification buildup as τα .

At this stage we like to point out that the analysis of the inter-
action between electrons and continuous-wave high-frequency
field in a biased superlattice might be carried out using sim-
plified semiclassical model based on velocity and energy re-
laxation times [5]. The calculation in this case is based on the
assumption that behavior of electrons optically introduced in
the vicinity of the miniband bottom at t = 0 in a superlattice
with an electric field E0 is similar to the case when the super-
lattice with the equilibrium electron population is subject to
electric field increasing abruptly from 0 to E0 at t = 0. Then
the solution for the average velocity, which we obtained from
this model, yielded υ (t) ∝ exp (−t/τib) where τib is the elec-
tron intraband relaxation time (τib = 2τυτε/ (τυ + τε), τυ and
τε is the velocity and energy relaxation time correspondingly).
Averaging of υ (t) over a period of the applied high-frequency
electric field gives us the amplification coefficient exponen-
tially dieing out in time with the intraband relaxation time.
This agrees well with the results obtained by the Monte Carlo
method.

The non-monotonous behavior of the time-dependent am-
plification coefficient displayed in Fig. 1 is manifestation of in-
terplay between the optically-coherent electron ensemble and
the high-frequency field. The center of the electron ensemble
within first two picoseconds periodically traverses the Brillouin
zone with the Bloch frequency and the phase of this oscillation
is imposed by the initial condition. For the external electric
field with the zero initial phase the electron motion is so that
the electron ensemble gains energy from the high-frequency
field. It takes a while before the electrons in the ensemble re-
distribute over the Brillouin zone and the ensemble reaches the
state which favors the THz gain. Vice versa, if the electric field
with the initial phase equal to π is incident on the superlat-
tice (Fig. 1) then the electron ensemble pumps its energy into
the THz field and α(τ) is negative over the whole time inter-
val. Let us now assume that the superlattice is exposed to THz

τ (ps)

optical pulse

E(t) U0

THz

0 2 4

−10

−5

0

5

10

∝exp( )−τ/τα

SL

α
(1

/c
m

)

ϕ = π

ϕ = 0

Fig. 1. Amplification coefficient for a THz electric field (E0 =
20 kV/cm, Eω = 5 kV/cm, ω/2π = 2 THz) with different initial
phases, ϕ = 0 and π (thin solid lines) and the amplification co-
efficient averaged over all initial phases (thick dotted line) in the
superlattice; the exponential fit of the superlattice response (dashed
line); Inset: Sketch of the principle of the experiment on a biased
superlattice (SL).

fields with a whole variety of the initial phases. This enables us
to eliminate transient interplay of optically coherent ensemble
with a THz field within first picoseconds. Experimentally this
might be realized by continuous excitation of electrons within
the certain time and averaging over all phases corresponds to
the measurement of the average response of the entire electron
ensemble. The averaged response is also presented in Fig. 1.
Negative sign of the amplification coefficient implies that for
this choice of the THz field majority of the electrons in the
ensemble favors gain immediately after optical excitation and
the net gain for THz radiation does not need time to settle in.
It is worth noting that in our description we conclude about
possible amplification at least after one period of applied THz
field.
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The generation of the difference frequency radiation by
subpico- and picosecond semiconductor lasers
A. A. Dubinov and V.Ya. Aleshkin
Institute for Physics of Microstructures RAS, 603950, Nizhny Novgorod, Russia

Abstract. The parametric generation of the difference frequency arising by propagation of two or one near-infrared mode
pulses with a wavelength of about 1 µm in a pulse semiconductor lasers are studied theoretically. It is shown that the pulse
power of the difference frequency in the wavelengths range 5–9µm can be about 1 mW and in the wavelengths range longer
60 µm can be about 0.2 mW generated by pump of CW 10 W near-infrared laser and 100 W near-infrared pulse laser in a
100 µm-wide waveguide at room temperature.

Introduction

Semiconductor lasers operating in the middle and far-infrared
(IR) regions attract considerable interest in view of their high
potential for different applications. The quantum cascade me-
dium-IR lasers capable of room-temperature operation have
been successfully implemented [1], whereas with far-IR lasers
based on cascade structures generation has been achieved only
at cryogenic temperatures [2]. However, an extremely com-
plicated band diagram of cascade structures and high require-
ments for control of parameters restrict their application.

An alternative way is development of noninversion gener-
ation schemes. One such approach might be that where far-
or middle-IR radiation is generated in a quadratically nonlin-
ear semiconductor structure by extracting difference frequency
ω = ω2 − ω1 resulting from mixing two near-IR fields at fre-
quencies ω1 and ω2. Of III–V semiconductors, GaAs and GaP
seem to be the best candidates for nonlinear elements, because
its exhibit a sufficiently high second-order lattice nonlinear-
ity [3]. Note that highest power semiconductor lasers currently
available radiate exactly in the 1 µm range [4].

The highest power semiconductor lasers are the most ef-
ficient for nonlinear conversion, because the difference fre-
quency power is proportional to near-IR mode powers. One
of the ways for achievement of the large generation power is
pulse generation in picosecond GaAs based lasers with sat-
urable absorber, where pulse power can to achieve some hun-
dred watts [5]. Moreover, in order to attain effective parametric
generation, the three conditions should be satisfied:

1. the phase-matching condition, which means that the
phase velocities of the polarization wave, produced by
nonlinearity-induced interaction between near-IR mo-
des, and the difference frequency propagating mode must
be the same;

2. the high second-order nonlinearity;
3. the low losses of difference frequency radiation.

Our investigations show that optimal ways of parametric gener-
ation depend on difference frequency radiation wavelength. In
this work, we propose two schemes for difference frequency
generation using subpico-and picosecond lasers, which opti-
mized for two wavelength ranges.

1. The results of calculations

For generation of radiation with wavelengths shorter 10µm, we
propose to use the scheme of the two-chip laser with compound

resonator, which consist snap-together two lasers on common
heat sink (Fig. 1). The first laser generates picosecond pulses in
the 1µm wavelength range, the second laser is a CW laser gen-
erating other near-IR frequency. It was shown that the phase
matching condition can be satisfied by using transverse modes
of a different order for pumping [6]. In the suggested scheme
picosecond laser generates the fundamental mode, and it radi-
ation be put in the CW laser, which generated the first excited
mode. The difference frequency generation will take place in
CW laser cavity. Our recent experiments have demonstrated a
possibility to introduce about one half laser radiation inside the
cavity of an other laser diode [7]. For the third condition exe-
cution we suppose, that the laser for the difference frequency
generation must be grow on semiinsulating GaAs substrate.

For difference frequency generation with wavelengths lon-
ger than 60 µm we propose to use an one near-IR pulse gen-
erating laser and an external waveguide. The first condition is
satisfied for pump with wavelengths near 1 µm by the use of the
external GaP based waveguide [8]. Moreover, the second-order
nonlinearity of GaP is 2–10 times more than that in GaAs [3]
for the generation of far-IR radiation. So we propose to use
the similar scheme as indicated above for the radiation gener-
ation in this wavelengths range. The first part of this scheme
is a subpicosecond GaAs based laser and the second part is
a GaP based waveguide. For the third condition execution in
this wavelengths range very important to avoid the free carrier
absorption of the difference frequency radiation. This condi-
tion can be satisfied in a semiinsulating GaP waveguide. In
this case laser is used for pumping only, and waveguide is a
nonlinear element.

The calculated difference frequency power spectra for some

1 2

3

4
6

5

LD1 LD2

heat sink

Fig. 1. The disposition of laser chips on the common heat sink.
LD1 — the pulse laser; LD2 — the CW laser; 1 — the upper contact
from substrate side of the LD1; 2 — the upper contact from substrate
side of the LD2; 3 — the reflecting crystal face of the LD1; 4 —
the splice of the antireflection lasing crystal face of the LD1 and
reflecting crystal face of the LD2; 5 — the lasing crystal face of the
LD2; 6 — the waveguide area.
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Fig. 2. The difference frequency power spectra for some duration
of near-IR pulse ((a): 1 — 1 ps, 2 — 10 ps, 3 — 40 ps; (b): 1 —
0.3 ps, 2 — 0.4 ps, 3 — 0.6 ps) in the two-laser scheme with common
resonator ((a), the long-waviest laser wavelength is 1.135 µm) and
in the scheme of snap-together laser and waveguide ((b), the laser
wavelength is 1.015 µm).

duration of near-IR pulse and two discussed schemes are shown
in Fig. 2. In the case when the semiconductor structure is grown
on the (001)-plane substrate and the near-IR modes have TE
polarization and propagate along the [110] direction, the non-
linear polarization in GaAs or GaP is normal to the plane of
layers and the TM mode is generated at the difference fre-
quency [6]. We suppose that near-IR laser pulses are Gauss
pulses.

The time dependence of the magnetic field of the difference
frequency radiation is shown in Fig. 3. The time dependence
of the amplitudes of the near-IR pulses is shown there too. In
spite of the fact that the phase-matching condition is satisfied,
the shape of the difference frequency pulse changes during
propagation along waveguide due the distinction of the group
velocities of the near-IR and difference frequency radiations.

For the estimation of the power of the difference frequency
radiation we suppose that the CW pump power is 10 W and
the amplitude of the pump pulse is 100 W. In this case for the
100-µm-wide planar waveguide the pulse power is 1 mW in
the wavelengths range 5–9µm and 0.2 mW in the wavelengths
range longer than 60 µm at room temperature.
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Plasmon enhanced electrostriction and terahertz
photoconductivity in a spatially periodic two-dimensional
electron system
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Abstract. A theory of dc photoresponse in a spatially periodic two-dimensional (2D) electron channel of the grating-gated
field-effect transistor irradiated by an electromagnetic wave of terahertz frequency is developed. It is shown that the
photoresponse in 2D electron channel with spatially modulated electron density is due to two different mechanisms:
electron drag and electrostriction. Both electrostriction and electron drag contributions exhibit resonant peaks when the
frequency of an external radiation coincides with 2D plasmon frequencies. In a strongly spatially modulated 2D electron
channel, the electrostriction contribution to the photoresponse exceeds the electron drag contribution bythe order of
magnitude. The results explain qualitatively some important features of the photoresponse observed in recent experiments.

Introduction

Recently, resonant detection of the terahertz (THz) electro-
magnetic (EM) radiations by plasma oscillations in the two-
dimensional (2D) electron channel of the field-effect transistor
(2D-FET) has been a subject of intensive experimental stud-
ies [1–3]. Such type of the detector can be tuned in frequency
by gate voltage. Detection can be associated with the pho-
tovoltaic response of the submicron-size-gate GaAs-HEMT
with asymmetric boundary conditions at the source and the
drain sides of the 2D channel [1] as well as with the effect
of the THz photoconductivity in the grid-gated GaAs/AlGaAs
2D-FET [2,3]. In both devices the photoresponse resonantly
increases at the plasma resonance conditions in the 2D-FET
irradiated by the EM wave of THz frequency. The theory of
the photovoltaic response in the 2D-FET is given in Refs. [4,5].
The theory of the THz photoconductivity in the grating-gated
2D-FET with a homogeneous 2D electron channel is developed
in Ref. [6]. The THz photoconductance in the homogeneous
2D electron channel results from the drag of 2D electrons by
the plasma waves excited in 2D-FET by an external THz radi-
ation. When a finite direct bias current is applied between the
source and drain contacts, the non-zero dc drag current flows
in the channel, manifesting itself as a change of the effective
dc resistance of the channel [6].

In this paper, we present a theory of photoconductance in an
inhomogeneous 2D electron channel (with a spatially periodic
electron density) of the grating-gated 2D-FET interacting with
an external THz field.

Results and discussion

We describe the dynamics of 2D electrons in the inhomoge-
neous 2D-FET channel by the hydrodynamic equations (Euler
equation and equation of continuity) and consider the interac-
tion of the 2D electron fluid with normally incident external EM
wave of frequency ω which is polarized in a direction perpen-
dicular to the grating fingers (x axis). This wave is modulated in
the x direction by the grating gate fingers to give the total (self-
consistent) electric field in the 2D plane, E0 + E(x, t). Here

E0 is the constant bias field and E(x, t) = E(x + l, t) is the
spatially periodic THz correction, l is the grating period. The
local density and velocity in the 2D electron fluid can be written
as n(x, t) = n0(x)+ δn(x, t) and v(x, t) = v0(x)+ δv(x, t),
where δn(x, t) and δv(x, t) are THz corrections to the spatially
periodic equilibrium 2D electron density n0(x) and stationary
drift velocity v0(x) = −j0/en0(x)with j0 being a spatially ho-
mogeneous direct bias current in the channel and e is the elec-
tron charge (e > 0). The total current is j (x, t) = j0+δj (x, t),
where δj (x, t) is local spatially periodic THz current correc-
tion. Then the dc photocurrent correction is given by the time
and space average of the THz current, δj00.

The Fourier-harmonics of the density and velocity correc-
tions δnωq and δvωq can be obtained directly from the Fourier-
transformed hydrodynamic equations for the 2D el-ectron fluid
once the Fourier-harmonics of the total THz electric field δEωq ,
in the plane of the 2D electron channel are determined. We as-
sume that the amplitude of an external THz wave is relatively
small and consider photoresponse linear in the THz power.
(This type of photoresponse was reported in Refs. 2 and 3.)
Then, in the second order with respect to the THz electric field
amplitude, the photocurrent can be calculated as

δj00 = −e
∑
q �=0

[
n(0)q δv

(2)
0,q + v(0)q δn(2)0,q

]

−2e
∑
q �=0

q
∑
q ′q ′′

A−1
qq ′(ω)Nqq ′δv

(1)
ωq ′′

[
δv(1)ωq

]∗
, (1)

where δn(1)ωq , δv(1)ωq and δn(2)ωq , δv(2)ωq are the Fourier-harmonics of
the electron density and velocity corrections that are linear and
quadratic in the THz electric field amplitude, respectively, n(0)q
and v(0)q are the Fourier-harmonics of the (spatially periodic)
equilibrium 2D electron density and stationary drift velocity,
Aqq ′(ω) = ωδqq ′ − qv(0)q−q ′ , and Nqq ′ = n

(0)
q−q ′ . The second

term in Eq. (1), describes the plasmon-driven dc electron drag
in the 2D electron channel, while the first term in Eq. (1),
which appears only in a spatially periodic 2D electron channel(
i.e., when n(0)q �= 0, v(0)q �= 0), describes the electrostriction
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Fig. 1. Photoresponse versus frequency for n(max)
0 = 2.57 ×

1011 cm−2 and three different values of n(min)
0 : 2.57 × 1011 cm−2

(homogeneous channel, curve 1), 2.55 × 1011 cm−2 (curve 2) and
2.5× 1011 cm−2 (curve 3). The photoresponse is normalized to the
dc bias voltage drop across the 2D-FET channel.

contribution.
We calculate the Fourier-harmonics of the total electric

field, δEωq , in the plane of 2D electron channel of the 2D-
FET numerically using a self-consistent electrodynamic ap-
proach [7]. The ac response of the inhomogeneous 2D electron
channel is described by the Ohm’s law in the form

δjωq =
∑
q ′
σqq ′δEωq ′ , (2)

where

σqq ′(ω) = −iω e

m∗
∑
q ′′q ′′′

A−1
qq ′′(ω)Nq ′′q ′′′A

−1
q ′′′q ′(ω + iγ ) (3)

is the high-frequency conductivity tensor, which accounts for
the spatial dispersion in the drifting 2D fluid with spatially
periodic electron density. Here γ = 1/τ with τ is a phe-
nomenological 2D electron relaxation time. Then, we use the
Fourier-harmonics of the total electric field, δEωq , to calcu-
late the oscillating electron density and velocity corrections,
δn
(1)
ωq , δv(1)ωq and δn(2)ωq and δv(2)ωq , and finally we calculate the

photocurrent by Eq. (1).
In the regime of a constant direct bias current, THz illu-

mination of the grating-gated 2D-FET results in an additional
source-drain dc photovoltage δU0 = −δj00L/σ0, where L is
the channel length and σ0 is the spatially averaged dc con-
ductivity of the channel. This photovoltage is measured as a
photoresponse [2,3]. We calculate the photoresponse δU0 of
the grating-gated GaAs/AlGaAs 2D-FET with the following
parameters: L = 2 mm, l = 4 µm, the width of the grating
gate finger is 2 µm, the distance between the grating gate and
the 2D channel is 0.4 µm, and input THz radiation intensity is
1 W/cm2, j0 = 0.05 A/m, τ = 6.67 × 10−11 s. We assume
the sinusoidal profile of the equilibrium electron density in 2D
electron channel with n(max)

0 and n(min)
0 as the maximal (under

the center of the grating-gate opening) and minimal (under the
center of the grating-gate finger) values of the electron density,
respectively.

The dc photoresponse as a function of the THz frequency
near the fundamental plasmon resonance is presented in Fig. 1.
At the plasmon resonance frequency, the total electric field in
the plane of 2D channel increases resonantly giving rise to the
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Fig. 2. The same as in Fig. 1 for n(min)
0 = 2 × 1011 cm−2 (solid

curve) and n(min)
0 = 1.7× 1011 cm−2 (dashed curve).

photoresponse resonance. It follows from Fig. 1 that with in-
creasing spatial modulation of the equilibrium electron density
in the channel the sign of the photoresponse is changing from
the positive to the negative one. The positive photoresponse
in a weakly density modulated (including homogeneous) 2D
electron channel is due to the dc electron drag [the second term
in Eq. (1)], while at an increased modulation the electrostric-
tion mechanism [the first term in Eq. (1)] dominates, giving
rise to the negative photoresponse. Figure 2 demonstrates that
the THz photoresponse in the 2D-FET channel with large spa-
tial modulation of the equilibrium electron density, which is
almost entirely due to the electrostriction mechanism, might
exceed the electron drag photoresponse in a spatially homo-
geneous 2D electron channel by an order of magnitude. This
fact qualitatively explains the sharp increase of the height of
the photoresponse resonant peaks with increasing spatial mod-
ulation of the electron density in the grating-gated 2D-FET
channel reported in Refs. [2,3].
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THz gain in semiconductor superlattices due to oscillations
of effective mass
T. Hyart and K. N. Alekseev
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Abstract. Semiconductor superlattices, operating in the single-miniband transport regime, are interesting nanodevices
demonstrating properties of both nonlinear and active media. Although the average effective mass of the miniband electrons
can be negative during some time-interval, this is not a necessary condition for gain. More precisely, the gain in
superlattices can occur due to the oscillations of the effective mass. An important consequence of this fundamental
difference to the negative mass amplifiers is that negative dynamical conductivity and negative dc differential conductivity
can occur separately. This enables amplification without formation of high-field domains inside the superlattice. Here we
consider theoretically a dc biased superlattice under an action of bichromatic electric field. The bichromatic field consists a
large amplitude external pump ac field and a weak probe field. The probe field stimulates its amplification by inducing
oscillations of the effective mass at certain frequencies, which are combinations of the pump and probe frequencies. In this
kind of amplification scheme the frequencies of the pump and probe fields can be incommensurable and the gain does not
depend on the phase difference between pump and probe fields. The amplification occurs typically at the technologically
and scientifically important terahertz frequencies.

Introduction

Terahertz (THz) spectral range (0.2–10 THz) of electromag-
netic radiation is located between optical and microwave fre-
quencies. It is the borderline between quantum transition-
based photonics and transport-based electronics, and there still
exists a technological gap in construction of good, compact
and reliable sources, amplifiers and detectors. It is known that
a superlattice subject to dc electric field can demonstrate prop-
erties of active media due to Bloch oscillations [1]. However,
the realization of Bloch amplifier is complicated by formation
of destructive high-field electric domains inside the superlat-
tice. Therefore, a search of other schemes for amplification in
semiconductor superlattice devices is a very actual task.

Recently, we have predicted a parametric resonance phe-
nomenon in a single miniband of superlattice subject to dc
and ac electric field [2, 3]. The parametric resonance is based
on oscillations of effective mass of miniband electrons and,
at least in theory, it can result in amplification of a probe ac
field without operation in conditions of negative differential
conductivity. Thus it is possible to prevent the formation of
high-field domains inside the superlattice.

On the other hand, it has been experimentally verified that
alternating field at THz frequency opens up new transport chan-
nels leading to distinct photon-assisted peaks in the voltage-
current characteristic [4]. By fixing the dc bias close to a value
corresponding to one of the peaks in the current, an ac field can
be amplified [5] in conditions where the formation of electric
domains is suppressed [6]. However, there exists a threshold
value for the ac field amplitude in order that the dc differential
conductivity close to the photon-assisted peak is positive and
the accumulation of space-charges is suppressed.

We extend the analysis of Kroemer [6] by introducing an
additional ac pump field, which can suppress the electric in-
stability even for a weak probe signal. We present a general
method to use the photon-assisted peaks in the voltage-current
characteristic for generation of THz radiation in conditions,
where formation of electric domains is suppressed. We inter-
pret these results in terms of oscillations of the effective mass,

which is stimulated by the probe field.

1. Miniband transport under action of electric field

We assume a tight-binding miniband dispersion relation

ε(p) = −((/2) cos(pd/h̄). (1)

Here ( is the miniband width, d is the superlattice period and
p is the quasimomentum. The effective mass of an electron
with quasimomentum p is given by m−1(p) = ∂2ε(p)/∂p2.
In this particular case the average of the inverse masses of
the miniband electrons is

M−1(t) = −
(
d2/h̄2

)
W(t), (2)

whereW(t) is the average miniband energy of the electrons. In
single relaxation time (τ ) approximation, the electron transport
in homogeneous sample can be described in terms of balance
equations

V̇ = eM−1E − V/τ,
Ẇ = eEV − (

W −Weq
)
/τ. (3)

Here V (t) is the average velocity of the miniband electrons,
Weq is the average miniband energy of the electrons in ther-
mal equilibrium and E(t) is the electric field. From the first
equation we see, that miniband electrons behave like free elec-
trons with time-dependent mass under the action of electric
field. The second equation describes the competition between
heating due to electric field and relaxation towards the thermal
equilibrium. For static field E(t) = Edc one finds the Esaki–
Tsu characteristic, which in units of Esaki–Tsu peak velocity
Vpeak can be expressed as

V/Vpeak = V0 (Edc) = 2Edc/Ec

1+ (Edc/Ec)
2 . (4)

Here Ec = h̄/edτ is the critical field.
In order to study the amplification of a probe signal Eac cosωt ,
we define a dimensionless absorption

A = 〈
(V (t)/Vpeak) cosωt

〉
, (5)
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where 〈. . .〉 denotes the time average. If A < 0, it is possible
to amplify the probe field.

2. The amplification scheme

We consider miniband electrons under an action of electric field

E(t) = Edc + Ep cos
t + Eac cosωt. (6)

HereEac cosωt is a probe field, which can be a mode of oscilla-
tor’s resonator and Edc +Ep cos
t is an external pump field.
We assume that frequencies ω and 
 are incommensurable.
Because the results are independent on the phase difference
between pump and probe fields, we do not introduce phases to
the alternating signals.

In the small probe field limit (Eac � Ec) the dc current is
determined by the pump field (photon replicas of the Esaki–Tsu
characteristic)

Vdc

Vpeak
= V
0 (Edc) =

∞∑
l=−∞

J 2
l

(
eEpd/h̄


)
V0 (Edc + lh̄
/ed)

(7)
and the small-signal absorption at the frequency ω can be ex-
pressed as

A = eEacd

2

V 
0 (Edc + h̄ω/ed)− V 
0 (Edc − h̄ω/ed)
2h̄ω

. (8)

From equation (7) one obtains, that dc differential conduc-
tivity can be positive if the applied dc bias is small or it is fixed
close to a value corresponding to a photon-assisted peak in the
voltage-current characteristic. Thus, in order that the forma-
tion of electric domains is suppressed, dc bias Edc and pump
frequency 
 should satisfy condition |h̄ωB − nh̄
| < h̄/τ

(n = 0, 1, 2, 3. . .), where ωB = eEdcd/h̄ is the Bloch fre-
quency. Importantly, gain resonances close to frequencies
h̄ω ≈ mh̄
 − h̄/τ (m = 1, 2, 3. . .) [equation (8)] can still
lead to an amplification of the probe field in these conditions,
where the formation of electric domains is suppressed. Sur-
prisingly, gain can exist also without dc bias.

We interpret these results in terms of oscillations of the ef-
fective mass stimulated by the probe field. Due to dc bias and
ac pump field the stimulated oscillations of mass at frequen-
cies |
 ± ω| and ω effectively contribute to the accelerating
force at frequency ω. At certain amplitudes and frequencies of
the electric fields, the contribution of mass oscillations in the
effective accelerating force makes the dynamical conductivity
at frequency ω negative, although dc differential conductivity
is positive.

Since the amplification mechanism is not based on popu-
lation inversion, the gain does not depend strongly on temper-
ature. This kind of generalization of Bloch oscillator can be
considered as a candidate for room-temperature THz radiation
source.
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Abstract. Hole cyclotron resonance in strained InGaAs/GaAs QW heterostructures was studied in pulsed magnetic fields up
to 30 T at λ = 118 µm. Numerical calculations of hole Landau levels using 4× 4 Luttinger Hamiltonian were carried out to
interpret the experimental results. The observed CR absorption line at B = 12.5 T is shown to result from in the optical
transition between two lowest Landau levels with spin J = +3/2 while the earlier observed absorption line at λ = 10.6 µm,
B = 80 T (Proc. 14th. Int. Symp. “Nanostructures: physics and technology ”, St Petersburg, 2006, p. 166) to the
intersubband cyclotron resonance (transition from the 1st hole subband into the 3rd one).

Introduction

Cyclotron resonance (CR) is known to be a powerful mean
to measure the effective masses and to probe a band structure
at the scale of the cyclotron energy. In p-type InGaAs/GaAs
quantum well (QW) heterostructures the CR studies were re-
stricted to the present by measurements of the cyclotron mass
mc at the Fermi energy in the magnetic fields up to 6 T at
λ = 393− 513 µm [1–2]. The value of 0.12m0 was obtained
from the extrapolation of the m0 value down to the bottom of
the valence band in strained InxGa1−xAs QW (x = 0.2) [2]. At
the same time atλ = 10.6µm in a similar structure (B 4722, see
below) a CR absorption line was observed in the magnetic field
80 T that formally corresponds to the cyclotron mass as low as
0.08m0 [3]. To make the situation clear in the present work we
studied the hole CR in InGaAs/GaAs QW heterostructures at
the intermediate wavelength λ = 118 µm in magnetic fields
up to 30 T.

1. Experimental

n-GaAs/GaAs heterostructures under study were grown by
MOCVD method on s emiinsulating GaAs(100) substrates.
In21Ga79As/GaAs structure B 2229 contained 20 In21Ga79As
QWs with nominal width 100 A separated by GaAs barri-
ers 100 A thick. Zn δ-layers were introduced in the barrier
centers. In15Ga85As/GaAs heterostructure B 4722 containing
50 In15Ga85As QWs nominally 70 A wide, the GaAs barriers
being 500 A thick. Two carbon δ-layers were introduced in
the barriers from both sides of each QW 15 nm apart. The
hole sheet concentrations in the above samples determined
from the Hall effect measurement at room temperatures were
1.7×1011 cm−2 and 4.5×1011 cm−2 per QW correspondingly.
CR measurements were carried out at National Laboratory of
Pulsed Magnetic Fields (LNCMP) in Toulouse. The pulsed
magnetic solenoid was placed in the liquid nitrogen cryostat.
The pulse duration and energy were 800 ms and 1.2 MJ respec-
tively. CH3OH gas laser operating at λ = 118 µm optically
pumped with CO2 laser was used as a radiation source. The
radiation was guided by a polished stainless steel light pipe
into liquid helium cryostat inserted in the bore of the pulsed

solenoid. The sample under study was placed in the liquid
helium in the center of the solenoid. All measurements were
carried out at T = 4.2 K in Faraday configuration Eω ⊥ B.
The transmitted radiation was detected by a Ge:Ga impurity
photodetector. The measurements of the signal versus mag-
netic field were carried out at both the up and down sweep of
the magnetic field.

2. Calculation method

To calculate hole Landau levels (LLs) in GaAs/InGaAs QW
heterostructures we used 4 × 4 Hamiltonian taken as the sum
of the Luttinger Hamiltonian, the potential describing deforma-
tion effects and the potential of a rectangular QW. The eigen-
functions of this Hamiltonian are computed in the vector po-
tential gauge specified by A = 1/2[H × r ] using the axial
approximation in which the nondiagonal terms proportional to
(γ2 − γ3) related to the anisotropy in the plane of the QW are
neglected. In this case, the projection of the hole angular mo-
mentum onOZ axis, Jz, is an integral of motion and the w ave
functions of the holes states have the form:

*n,M(z, ρ, φ) =



f 4
n un−3,M−3(ρ, φ)

f 3
n un−2,M−2(ρ, φ)

f 2
n un−1,M−1(ρ, φ)

f 1
n un,M(ρ, φ)


 (1)

Each state is characterized by the quantum number n(n =
r + (M + |M|)/2, r = 0, 1, . . .∞ with M = Jz/h̄ + 3/2),
un,M is the normalized Landau wave function. The Landau
states are infinitely degenerate with respect toM , namelyM =
−∞, . . .,−1, 0, . . ., n. After substitution the expression (1)
into effective mass equation we obtain the linear differential
equations for functions f in(z). These equations were solved
using the transfer-matrix technique.

3. Results and discussion

The results of the hole CR measurements in two strained In-
GaAs/GaAs QW samples at λ = 118 µm are given in Fig. 1.
One can see that prominent absorption lines at B = 12.5 T for
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Fig. 1. The measured transmission of illumination at λ = 118 µm
for two strained InGaAs/GaAs QW samples B 2229 (solid curve) and
B 4722 (dotted curve).
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Fig. 2. Calculated hole LLs in GaAs/InGaAs sample B 2229. The
solid curves presented the 0s1−3 and 1s1−3 levels, dashed curves give
the 3a1−3 and 4a1−3 levels.

the sample B 2229 and at B = 17 T for B 4722 one. The calcu-
lated LLs in these samples are presented in Figs. 2,3. LLs are
characterized by a quantum number n (a kind of Landau level
number), by a wave function parity (with respect to the XOY
plane: a— antisymmetric, s — symmetric) and by the index i
which labels the subband of size quantization (cf. [4]). Sym-
metric and antisymmetric LLs are plotted in Figs. 2,3 with solid
and dashed lines respectively. In high enough magnetic fields
only two lowest LLs 0s1 and 3a1 are populated by holes and
one should observe two (rather than one) CR lines in quantizing
magnetic fields (cf. [4]). The calculated energy of 3a1 → 4a1
transition for the sample B 2229 at B = 12.5 T is 11 meV,
which is in a reasonable agreement with the photon energy
(h̄ω = 10.5 meV at λ = 118 µm). The calculated energy of
3a1 → 4a1 transition for the sample B 4722 at B = 17 T is
about 12.2 meV that again exceeds a little bit the photon en-
ergy h̄ω = 10.5 meV. At this photon energy the second CR
transition, 0s1 → 1s1, should be observed in both samples at
B = 5.5 − 6 T. However this resonance could be smeared at
the magnetic field (rather than frequency) sweeping because of
high broadening of the dominant 3a1 → 4a1 transition result-
ing from the valence band nonparabolicity and highly nonlin-
ear dependence of 3a1 and 4a1 LL energies on the magnetic
field. As has been already mentioned in the sample B 4722 a
sharp resonance has been observed in the magnetic field 80 T
at λ = 10, 6 µm [3]. As one can see from Fig. 3 this en-
ergy is much more than a typical CR energy. According to our
calculation results (Fig. 3) this resonance is attributed to the
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Fig. 3. Calculated hole LLs in GaAs/InGaAs sample B 4722 in the
3 subbands of size quantization. The solid curves presented the 0s1−3

and 1s1−3 levels, dashed curves give the 3a1−3 and 4a1−3 levels. For
actual InGaAs QW width is supposed to be 100 A to fit the results
on intersubband CR [3].

intersubband hole CR, namely from the transition from 3a1
LL into 4a3 one pertained to the 3rd subband of size quantiza-
tion. Such a transition (forbidden in a simple band) becomes
observable due to a mixing of the hole wavefunctions in dif-
ferent subbands of size quantization (cf. [4]).
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Abstract. We show the existence of total-absorption bands in scaled plasmonic crystals composed of periodic arrangements
of spherical two-dimensional free-electron-like open shells at terahetz frequencies. These absorption bands appear as a
result of the coupling between plasmon modes of different shells in the crystal and can be tuned throughout the entire
terahetz frequency domain by varying the electron density in the shells.

Introduction

Dielectric, metallo-dielectric and semiconductor photonic cry-
stals have been extensively studied for nearly three decades.
These crystals exhibit the photonic band gaps in visible. The
photonic band gaps is a consequence of the either Bragg scat-
tering of photons in the photonic crystal or the polaritonic in-
teraction between photons and an inner resonance localized in
an individual unit cell of the photonic crystal that can be, for
example, the localized plasmons [1] or excitons [2]. In the tera-
hertz (THz) domain, Bragg scattering cannot play a role on the
electromagnetic response of nanoscale photonic crystals, since
the dimension of the nanocrystal unit cell is much less than the
wavelength of the THz radiation. However, localized inner
resonances might affect significantly the THz response of the
nanocrystal if the frequency of these resonances falls into the
THz spectral region. Similar to visible plasmon resonances in
metals, low-dimensional semiconductor nanostructures exhibit
plasmon resonances at THz frequencies, thus offering natural
candidates to realize the THz plasmonic crystal.

While the plasmons in planar two-dimensional (2D) elec-
tron systems have been broadly investigated, a live interest to
the electron kinetics in curvilinear quantum wells has arisen
quite recently [3,4]. Curvilinear quantum wells can be formed
in granular pyroelectric-semiconductor structures [4]. As a re-
sult of the spontaneous polarization inherent in pyroelectric
spherical inclusions, a 2D electron (hole) gas can be formed in
spherical shells. Such electron-gas shells, when arranged in a
three-dimensional (3D) periodical lattice, form a scaled plas-
monic crystal that should exhibit the complex electromagnetic
response associated with collective plasmon excitations.

In this paper, we show that broad THz absorption bands
can be formed in a scaled plasmonic crystal composed of 2D
electron-gas shells due to the interaction between plasmons
excited in different shells of the crystal.

Results and discussion

In order to reveal the basic physics of plasmon excitations in
a scaled plasmonic crystal, let us first consider a single spher-
ical 2D electron-gas shell. It is well known that a conductive
sphere can support Mie plasmon modes [5]. In a conductive
shell, each of these modes splits into a doublet of sphere-like
and void-like modes with in-phase and out-of-phase charge
oscillations at opposite (outer and inner) surfaces of the shell

wall, respectively [6,7].
The frequencies of electromagnetic multipole modes of

electrical character in a conductive shell (only modes of this
type can couple to plasmon excitations in such particles) can
be estimated by setting the denominator of a corresponding
scattering matrix element [5] equal to zero. In the quasi-
electrostatic limit, this yields the following equation for the
eigen-frequencies of these modes:

lε1 + lε2(ω)+ ε2(ω)

ε1 − ε2(ω)
= f l(l + 1)

ε3 − ε2(ω)

lε2(ω)+ lε3 + ε3
, (1)

where l is the orbital momentum quantum number, ε1 and ε3 are
the dielectric constants of materials in the core and outside the
shell, respectively, ε2(ω) is the frequency-dependent dielectric
function of the material forming the shell, f = a2l+1/(a +
h)2l+1, a is the shell inner radius and h is the wall thickness.
For l = 1, these dipolar modes are known as the Fröhlich
modes [5]. We describe the electromagnetic response of the
electrons inside the shell wall in the local Drude model as

ε2(ω) = εb

(
1+ iω2

p/ω(ν − iω)
)
, (2)

where ωp = 4πe2Ns/(εbm
∗h) is the bulk plasmon frequency,

Ns is the areal electron density in the shell wall, e and m∗ are
the electron charge and effective mass, respectively, and ν is a
phenomenological free electron scattering rate. If ν = 0 and
ε1 = ε3 = ε, the frequencies of Fröhlich (l = 1) modes are
given by

ω2
± =

4ω2
p(1− f )

4εb(1− f )+ ε(5+ 4f ∓ 3
√

1+ 8f )
, (3)

where lower and upper signs refer to sphere-like and void-like
modes, respectively. For a 2D electron shell with Ns = 2.5×
1012cm−2, m∗ = 0.242me (me is the free electron mass), ε =
εb = 9, inner shell radius a = 45 nm, and wall thickness h =
5 nm, the frequencies of sphere-like and void-like plasmons
are ω− = 3.43 THz and ω+ = 13.1 THz, respectively. These
parameters are characteristic for granular plasmonic crystals
based on GaN [4].

Figure 1 shows the THz absorption cross section of a shell
with different angular openings to external radiation calculated
in the framework of a rigorous electromagnetic Boundary El-
ement Method (BEM) [8] assuming ν = 4.4 × 1013s−1 in
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Fig. 1. Terahertz absorption cross section, σ , versus frequency for
2D spherical shells with areal electron-gas density Ns = 2.5 ×
1012cm−2 and different angular openings (see inset). The arrows
mark the frequencies of the sphere-like and void-like multipole
modes of a full shell, as calculated in the quasi-electrostatic limit
for l = 1, 2. The cross section is normalized to the projected area
of the shell, π(a + h)2. The polarization of the electric field Ein in
the incident THz radiation is shown in the inset.

Eq. (2). Using the BEM, the exact solution of Maxwell’s
equations is reduced to self-consistent integral equations for
the interface oscillating charges and currents, which are solved
through linear algebra upon discretization of the integrals. In
the spectra of a full shell the resonances are exhibited at fre-
quencies, which are in good agreement with the frequencies
of sphere-like and void-like Fröhlich modes calculated above
for ν = 0. In this case of full shells, higher-order multipole
plasmons are not observed because the shells are too small
compared to the wavelength, so that higher multipoles be-
yond the dipole have negligible coupling strength to an inci-
dent plane wave. However, a quadrupolar (l = 2) sphere-like
plasmon-mode resonance is excited in open shells due to the
spherical symmetry breaking, which presumably provides a
coupling mechanism between quadrupolar and dipolar modes,
and through the latter also between the former and external
light.

Our plasmonic crystals will consist of 2D electron-gas shells
arranged into a 3D lattice. Figure 2 shows THz absorption
spectra of multilayered plasmonic crystal slabs composed of
256 [111]-layers of shells arranged in a face-centered cubic
(fcc) lattice (the [111] plane of the lattice is parallel to the slab
surface) for both full shells [Fig. 2(a)] and open shells with
angular opening α = 130◦ [Fig. 2(b)]. The fcc lattice con-
stant is 212 nm. The optical spectra of the plasmonic crystals
have been calculated using a self-consistent electromagnetic
multiple-scattering layer-Korringa–Kohn–Rostoker (KKR) ap-
proach [9], into which we have introduced scattering matrices
of non-spherical shells obtained using the BEM [8].

One can see from Fig. 2 that broad low- and high-frequency
absorption bands emerge in the vicinity of sphere-like and void-
like plasmon resonances, respectively. These bands appear as
a result of strong coupling between plasmons excited in dif-
ferent [111]-layers of shells and they signal of the presence
of plasmonic bands of the crystal. The plasmonic absorption
bands considered here are drastically different from conven-
tional photonic band gaps of a photonic crystal, where pho-
ton transmission is forbidden. While a single full shell does
not support plasmon modes of higher multipolar order beyond
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Fig. 2. Terahertz absorption spectra of a plasmonic crystal slab
composed of 256 [111]-layers of 2D electron shells with a = 45 nm
and h = 5 nm arranged in a fcc lattice for (a) full shells and (b) open
shells with angular opening α = 130◦ for different values of the
surface electron density: Ns = 1012cm−2 (solid curves), 2.5 ×
1012cm−2 (dashed curves), and 5× 1012cm−2 (dotted curves).

dipolar due to its perfect spherical symmetry, their interaction
in the crystal produce a sizeable contribution of quadrupolar
components, apparent through the fine structure of the low-
frequency absorption band. Absorption bands can be tuned in
frequency throughout the entire THz range by changing the sur-
face electron density in the shell, which can be realized in turn
by applying external electric and/or magnetic fields or through
light irradiation of the plasmonic crystal slab. Such plasmonic
crystals may find various applications as tunable THz filters,
absorbers and thermally-activated sources.
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Dynamic localization and electromagnetic transparency
in superlattices of various dimensionalities
under multi-frequency electric fields
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Abstract. We consider dynamics of electrons in semiconductor superlattices of various dimensionality (1D, 2D, 3D SLs)
with nonharmonic and non-additive dispersion laws. We examine the conditions for electron dynamic localization and
electromagnetic transparency in intense multi-frequency electric fields. We show that they differ essentially from commonly
used harmonic approximation. We investigate processes of formation and destruction of electromagnetic transparency in
biharmonic field.

It is well-known that in the semiconductor superlattices (SL)
electrons perform complex Bloch oscillations (BO) in the pres-
ence of strong electric field. BOs are periodic in the dc electric
field in the nearest-neighbor tight-binding (NNTB) approxi-
mation. For specific ratio of amplitude and frequency of ap-
plied harmonic field average electron velocity (no scattering)
vanishes independently of its initial momentum. This effect
is called dynamic localization (DL) in literature [1]. One of
macroscopic manifestation of complex Bloch oscillations is
nonmonotonic dependence of high-frequency conductivity on
amplitudes and frequencies of fields. In particular the effect of
electromagnetic self-induced transparency (SIT) arises in a SL;
that is, all the current harmonics simultaneously vanish under
conditions of rare collisions (ωτ � 1, τ is the characteristic
relaxation time of the electron distribution function).

At the present time the electron dynamics in 1D SL within
the nearest-neighbor tight-binding (NNTB) approximation (the
idealized harmonic dispersion law) is well-studied for both har-
monic and dc electric field. The BOs in ideal quantum dot
superlattices of various dimensionality and with arbitrary dis-
persion laws under dc field were studied in paper [2]. 1D SL
within the next nearest-neighbor tight-binding approximation

ε( )k

k2

k1

(c)

ε( )k

k2

k1

ε( )k

k2

k1

(a) (b)

Fig. 1. Non-additive dispersion law (3) for various relationship
(2/(1 = (a) = 0; (b) = 0.5; (c) = 1.

were analyzed by Dignam et al [3] for dc-ac electric fields. But
the electron dynamics in a SL with an arbitrary dispersion law
under an arbitrary electric field remains to be explored. Tak-
ing into account next “nearest-neighbors” may be necessary
for SLs with thin barrier layer. It leads to appearance of non-
additive item in dispersion law of 2D and 3D SLs. Besides,
namely SLs with a nonharmonic dispersion law are the most
perspective for practical applications, for example, for creation
of the Bloch oscillator (see, e.g. [4]).

In this study we investigated effects of DL and SIT in the
SLs of various dimensionality in the presence of the multifre-
quency field:

E(t) = Ec +
M∑
α=1

Eα cos(ωαt − δα),

nαωα = nβωβ, nα,β = 1, 2, . . . (1)

We considered such dispersion laws:

ε3(k3) =
N∑
n=1

εn (k3) =
N∑
n=1

(n [1− cos (nk3d)] (2)

for 1D SL ((n is width of n-th partial sine-like miniband);

ε3(k1, k2) = (1

{
1− 1

2
[cos(nk1d)+ cos(nk2d)]

}
+(2 {1− cos(nk1d) cos(nk2d)} (3)

for 2D SL [4], and

ε3(k) = (1

{
1− 1

2
[cos(nk1d)+cos(nk2d)+cos(nk3d)]

}

+(3

{
1−cos

(
nk1d

2

)
cos

(
nk2d

2

)
cos

(
nk3d

2

)}
. (4)

for 3D SL. Here ki is a component of the quasi-wave vector
along xi-axis of SL, d is SL period, (i is the width of the
sine-like minizone along the crystal axis xi . It is determined
by coupling between nearest neighbors along this direction.
The non-additive item takes into account the coupling effect
between diagonal nearest neighbors. The energy (2,3 char-
acterizes its intensity. Such structure can be fabricated from
regularly spaced quantum dots or quantum wires. Fig. 1. rep-
resents non-additive dispersion law (3) for various relationship
(2/(1.
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Fig. 3. Loci for DL and SIT in 2D SL under harmonic electric field
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We showed:
1. In general in 1D SL with the N -harmonic dispersion

law (2) DL and SIT arise only under fields which contains N
or more harmonics. If all harmonics are odd, SL dispersion
law can contain (2N − 1) partial minizones. Fig. 2 illustrates
conditions of DL and SIT for 1D SL in biharmonic field (1).

2. There is only one-dimensional DL (along one of the
crystal axes) in the 2D(3D) superlattice with nonadditive dis-
persion law in a pure harmonic field. This field has to be
oriented strictly along the crystal axes or to have elliptical po-
larization (Fig. 3)

3. Complete DL and SIT arise in 2D (3D) SL only:

— in biharmonic (or multi-frequency) fields;
— in dc-ac fields.

The field direction must be irrational (E1/E2/E3 = l/m/n,
l, m, n are irrational numbers.)

4. The states of self-induced transparency are not stable
with respect to the generation of static or hf fields. Usually the
static field generation is dominated. Fig. 4 illustrates process
of apperance and destruction of SIT for SLs with the various
dispersion laws. It can be seen that the SL is transferred to
a state of the self-induced transparency, where all the current
harmonics are small, fairly rapidly within a few periods of the
field (∼ τ ). Then, slowly (over approximately 200 periods),
accelerating appreciably for gc(t)→ 1 in accordance with the
resonant increase in energy exchange between the static and
harmonic fields, the SIT is destroyed (aperiodic instability),
and the superlattice is transferred to the state with | gc |≈ 1
and relatively large current and a significantly different spectral
composition. A rate of SIT destruction depends on a dispersion
law.
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Fig. 4. Time evolution of current (a) and average field (b) in bihar-
monic field. Superlattice dispersion law involves one (1), two (2)
and three (3) partial minizones accordingly. g1 = 2.39, g2 = 1.9,
ω2 = 3ω1, δ = 0.
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Generalized Bloch oscillator and instability of space-charge
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Abstract. We investigated the instability of space-charge waves in SSL in the conditions of the schemes of generation based
on the the generalized LSA scheme. We demonstrate that in general case the condition for space-charge instability depends
on the wave vector of perturbation k. This effect can change conditions for the operation in generalized limited space-charge
accumulation mode of Bloch oscillator.

1. Introduction

Semiconductor superlattices (SSL) can be potentially used for
amplification and detection of a high-frequency electromag-
netic radiation (0.3–10 THz) as supplement and alternative
to the quantum cascade lasers and traditional frequency mix-
ers [1]. The need of these devices is caused by a rapid progress
of THz science and technology ranging from the astronomy to
the biosecurity [2].

It was shown in the classical work [3] that static VI-charac-
teristic of SSL has a part demonstrating negative differen-
tial conductance (NDC) due to Bloch oscillations of electrons
within a miniband. Ktitorov et al [4] predicted that NDC should
be accompanied by a small-signal gain for ac fields of very
broad frequency range, from zero up to several THz. These
works stimulated enormous theoretical activity devoted to the
non-linear interaction of a high-frequency electric field with
miniband electrons of SSL.

However, the progress in realization of this idea has been
elusive during several decades. The main obstacle in a realiza-
tion of these high-frequency devices is a formation of high- and
low- field electric domains inside superlattice [5]. These do-
mains are believed to be destructive for the Bloch gain. There-
fore the main dilemma in the realization of SSL devices is
finding operational conditions which allow simultaneously to
achieve gain at THz frequencies and to avoid destructive space-
charge instabilities.

Recently, modifications of this canonic scheme of genera-
tion were suggested [6,7]. The main idea of these papers based
on the Limited Space-Charge Accumulation scheme. H. Kroe-
mer reconsidered the problem for the case of high-frequency
currents of a large enough amplitude [6]. He found that the dc
part of NDC becomes positive (PDC), while the high-frequency
NDC still can be negative. The PDC should be considered as
one of the conditions for electric stability of the system. An-
other possibility in a realization of the generalized Bloch os-
cillator consists in an application of ac bias (instead of dc bias)
to SSL and a consideration of amplification at harmonics of
the pump [7,8]. The strong ac field in this system suppresses
the space-charge instabilities inside SSL under certain condi-
tions and simultaneously pumps an energy for generation and
amplification of harmonics. This scheme can be quite realistic
and allow a suppression of domains. However, to verify these
scheme we need to know the kinetic properties of the formation
and annihilation od domains. In particular, we need to consider
perturbations of the internal field inside of SSL.

In this paper we study the instability of space-charge waves
in SSL in the conditions of the schemes of generation [6, 7].
Namely, we consider SSL under action of the strong pump field
E = E0 + E1 cos(ω1t) (E0 is dc-bias, E1 is the amplitude of
the pump field, ω1 is the frequency of the pump field). Then we
need consider a stability of the system to a small perturbation
E2(x, t) = E2 cos(ω2t − k2x) taking into account spatial-
dispersion effects.

To solve this problem we use the kinetic approach based on
the Boltzman equation with energy spectrum of electrons in the
tight-banding approximation. This approach to the calculation
of the high-frequency conductivity with allowance for spatial-
dispersion effects was formulated by Ignatov and Shashkin [5]
for the case dc biased SSL. This approach permits adequate ac-
count of the influence exerted on the space charge wave spec-
trum both by resonance effects due to the Bloch oscillation of
the electrons and by effects connected with carrier drift and dif-
fusion under condition of strong spatial dispersion. It becomes
possible as a result to determine the condition under which
either low-frequency instability or high-frequency oscillation
are produces in the system.

2. Complex conductivity

We have investigated in the present study the small-signal com-
plex conductivityσ(ω2, k2)of a semiconductor SSL under con-
ditions of a sufficiently strong field and a weak perturbation
E2(x, t) taking into account a strong space dispersion. To de-
scribe the response of the electrons to external fields we use the
Boltzmann transport equation with BGK (Bhatnagar–Gross–
Krook) collision integral, which permits adequate allowance
for the particle-number conversation law for scattering in in-
homogeneous field.

We used the standard tight-banding approximation for dia-
pertion relation of the electron belonging to a single miniband

ε(p) = (

2

[
1− cos

(
pd

h̄

)]
, (1)

where ( is the miniband width, d is the superlattice period,
p is the quasimomentum.

We supplement the Boltzman equation with the Poisson
equation

∂E(x, t)

∂x
= 4πe

ε
[n(x)− n0] , (2)

where ε is the lattice dielectric constant. This formulates com-
pletely the electrodynamics of the problem.
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The Boltzman equation in the approach of the constant re-
laxation time τ is

∂f

∂t
+ v(p)∂f

∂x
+ eE(x, t)∂f

∂p
= −ν

(
f − n(x)

n0
f eq

)
, (3)

where f eq = (n0d)/(2πh̄I0) exp [((/T ) cos(pd/h̄)] is the
equilibrium distribution function normalized to the electron
density n0, v(p) = v0 sin(pd/h̄), v0 = (d/2h̄ is the max-
imum electron velocity in the miniband, Im is the modified
Bessel function of argument ((/2T ), T is the lattice temper-
ature. The BGK collision integral makes it possible, by virtue
of the conservation of the number of scattered particles, to take
into account the influence of the carrier drift and diffusion ef-
fects on the space-charge wave spectrum.

Solving (2) and (3) we get the following formula for the
complex conductivity

σ(ω2, k2) = σ0 + ik2Vd + k2
2D. (4)

Here

σ0 = − iω2
0

8πω2

∞∑
l1=−∞

J 2
l1
(β1)

(
1

1+ i(l1ω1 +
0)τ

+ 1

1+ i(l1ω1 −
0)τ
− 1

1+ i(l1ω1 + ω2 +
0)τ

− 1

1+ i(l1ω1 + ω2 −
0)τ

)
(5)

is the conductivity of SSL without spatial dispersion (k = 0).
In the limit E0 = 0, σ0 goes to the Romanov’s formula [9]

VD = εV0I1

8πI0

∞∑
l1=−∞

J 2
l1
(β1)

[
1

1+ i(l1ω1 + ω2 +
0)τ

− 1

1+ i(l1ω1 + ω2 −
0)τ

]
(6)

and

D = −εV
2
0 τ

16π

{
I2

I0

∞∑
l1=−∞

J 2
l1
(2β1)

×
[

1

(1+ i(l1ω1 + ω2 + 2
0)τ )2

+ 1

(1+ i(l1ω1 + ω2 − 2
0)τ )2

]
− 2

(1+ iω2τ)2

}
. (7)

Here 
i = edEi/h̄ (i = 0, 1, 2), βi = 
i/ωi (i = 1, 2),
ω2

0 = 4πe2dn0V0I1/h̄I0 is the square of the plasma frequency.
Note that Vd = 0 in the limit E0 = 0.

The temporal evolution of the initial perturbation in active
medium is determined by the solution of the dispersion equa-
tion

ε (ω2, k2) = 0, (8)

where

ε (ω2, k2) = ε + i 4πσ (ω2, k2)

ω2
(9)

is the dielectric constant of the SSL.

3. Conclusion

Solving the dispersion equation (8), we can find the space-
charge wave spectrum in SSL and to determine a stable of the
system to the small perturbations. The analyze of the Eq. (8)
shows that the regions of instability strongly depends on the
plasma frequency ω0. However if the plasma frequency is
small ω0τ < 3 the regions of instability coincide with regions
of absolute negative conductance (ANC) (for the caseE0 = 0).
Note that in the quasistatic limit there are no ANC and the
system is stable in scheme [7] at low electron concentration.
Note also that in the dynamic limit regions of amplification
is wider than regions of ANC. In the case of scheme [6], the
regions of instabilities coincide with regions of NDC. However,
if we take into account the partial dispersion of perturbation,
the regions of instabilities can expand depending of k2.

In the limit of low frequencies ω2τ � 1 (using the method
developed in [10]) when the density of free carriers is low so
ωpτ < 2, and the spatial dispersion is weak kv0 � 1, the
dispersion equation becomes

ω2 = k2VD − i
(
ω2

0τ +Dk2
)
. (10)

In this case VD makes sense of the drift velocity of particles,
and D makes sense of the diffusion coefficient.
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Abstract. The unique properties of Quantum Dot (QD) based active layers such as broad gain optical spectrum, high
saturation output power, ultrafast gain dynamics and low loss are very attractive for the realization of mode-locked lasers
(MLLs).
The aim of this talk is to discuss recent results in the field of long wavelength monolithic QD based MLLs. During the last
decade or so the InAs/GaAs material system has experienced significant progress both in the growth and quality but also in
the understanding of the physics of directly modulated lasers, with the demonstration of superior performance to that of
their quantum well counterparts. This also led to the investigation of MLLs for which many properties have readily been
demonstrated in the 1−1.3 µm wavelength range.
On the other hand no report on QD based MLLs emitting in the 1.5 µm window has been made until very recently,
illustrating the less mature state of QD gain medium at these wavelengths. The reported results are obtained using the
so-called Quantum Dash active layers which demonstrate remarkable properties related to enhanced non-linear effects.
Applications such as very high bit rate clock recovery, based on ultra-low noise, or optical interconnects and clock
distribution are finally discussed.

Introduction

Self-assembled semiconductor quantum dot based lasers are
attracting considerable interest owing to their unique optoelec-
tronic properties that result from the three dimensional carrier
confinement. They are indeed expected to exhibit much im-
proved performance than that of quantum well devices [1].
Extremely low threshold currents [2] as well as high temper-
ature stability [3–4] have readily been demonstrated in the
InAs/GaAs material system with temperature-independent tra-
nsmission experiments already carried out at 10 Gbit/s [5].

QD based active layers have hence recently been used in
the fabrication of mode locked lasers. Inhomogeneous broad-
ening of the gain spectrum due QD size distribution is indeed
an asset for mode mocked lasers as this should result in pulse
shortening. Ultrafast carrier dynamics [6] is also a major ad-
vantage in the short pulse generation process. Small jitter of
the generated pulses is further expected owing to the theoreti-
cally predicted low enhancement factor (Henry factor) of low
dimensional active layer based lasers.

InAs/GaAs mode locked lasers for 1.3 µm applications

The first demonstration of passive MLLs using QD based active
layer was reported by X. Huang et al [7]. The authors showed
stable mode locking at 1278 nm (ground state laser emission)
at a repetition rate of 7.4 GHz in a two-section device (a gain
section isolated from an absorber section) based on a 2 Dot-in-
a-Well (DWELL) layer stack. Relatively broad pulses (17 ps
width) were observed, under appropriate bias conditions, in
this low modal gain structure. This first report pointed out that
significant performance improvement, in terms in particular of
pulse width, was achievable through the use of high modal gain
(multi-stack active layers) QD lasers.

Indeed short pulses of a few ps or less are readily obtained
by avoiding ground state gain saturation by stacking several
QD layers up to 10 [8–10].

Simultaneous high peak power up to 3W and sub-picose-
cond pulse generation have been demonstrated at 21 GHz rep-
etition rates [9]. The availability of an intrinsic wide band gain

spectrum with a FWHM of 14 nm led to pulses as short as
390 fs, the lowest pulse width ever reported in the InAs/GaAs
QD material system even if the time bandwidth product of∼ 1
indicated residual chirping of the pulses. Similar results are re-
ported for a two-section device incorporating a flared waveg-
uide [10], in this latter close to transform limited pulses are
demonstrated. In both cases high reverse biases are applied to
the absorber section for ultra-fast carrier dynamics [6].

Of particular importance is the potential of QD based ma-
terial to achieve low noise properties owing to a small ASE
rate [11] and low waveguide propagation losses. This has
resulted in low timing jitter in these passively mode locked
two-section devices [12–13]. The first demonstration of sub-
picosecond timing jitter was reported in [12]. Compared to
the standard timing jitter of Quantum Well based MLLs these
QD ML lasers exhibit ∼ more than one order of magnitude
improvement.

The highest repetition rate reported for QD lasers grown
on GaAs has been limited to ∼ 40 GHz corresponding to a
cavity length of ∼ 1 mm, even though the active region com-
prises 10 QD layer stacks. A record 80 GHz repetition rate
has very recently been demonstrated through optimized active
layer made of 15 stacks which allowed laser emission for cavity
lengths of ∼ 500 µm [14].

InAs/InP mode locked lasers for 1.5 µm applications

Growth of quantum dots on InP(100) substrates generally leads
to quantum ‘dash’ nanostructures (elongated dots) and the lit-
terature has been less fertile in device results related to 3D con-
finement of the carriers. InAs/InP quantum dash based lasers
have recently demonstrated subpicosecond pulse generation
(800 fs) at a very high repetition rate of 134 GHz [15–16]. The
laser active layer consists of a stack of 6 QDash layers which
results in high modal gain [17] thus allowing laser emission for
very short cavity lengths.

Passive mode locking is achieved in one-section Fabry–
Perot lasers without resorting to an absorber section (Fig. 1),
attributed to an enhancement of four wave mixing interactions
in the laser cavity. A time-bandwidth product of ∼ 0.46 is
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Fig. 2. Record free-running spectral linewidth of 50 kHz.

reported for these self-pulsating devices indicating close to
transform-limited pulses.

Analysis of the radio frequency photocurrent spectrum has
shown a record low linewidth of 50 kHz (Fig. 2). With such a
low linewidth, the high frequency timing jitter can be estimated
to be less than ∼ 200 fs.

Applications

Practical applications of mode locked lasers rely on short pulse
duration and low timing jitter in such diverse areas as high bit
rate optical communications (OTDM optical sources, clock
recovery), microwave signal generation, optical sampling, op-
tical interconnects. . .

Two specific applications will be highlighted, namely pulse
generation for optical interconnect and clock distribution in ICs
and clock recovery at 40 Gbit/s.

In the former application [12] advantage may be taken of the
temperature stability of QD based lasers for which extremely
high T0 coefficients have been reported. Mode locked lasers
operating up to 80 ◦C have hence been reported [18]. Improve-
ment in the temperature behaviour is however still needed as
a main requirement for these applications is the capability to
operate the devices above at least 100 ◦C.

Of particular significance is the recent demonstration of
40 Gbit/s all-optical clock recovery [19], compliant with ITU-
T recommendation. This used a one-section self-pulsating
QDash laser which realizes high frequency jitter suppression
owing to its inherently narrow free running spectral linewidth.
This result paves the way to all-optical clock recovery at
160 Gbit/s.
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Indirect capture and ground-state lasing
in quantum dot structures
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Abstract. Excited-state-mediated capture into the ground state in quantum dots (QDs) is studied and conditions for
ground-state lasing are formulated. No separate bottleneck problem (problem of slow carrier supply to the lasing state) is
shown to exist — the longest, cut-off transition time from the excited- to ground-state, at which ground-state lasing becomes
unattainable, is inherently controlled by the structure parameters. In a properly optimized (highly uniform or dense QD
ensemble) or long-cavity device, ground-state lasing is attainable even if the transition time is of the order of a nanosecond;
otherwise, when any of the parameters is close to its critical tolerable value, there can be no ground-state lasing even if the
carrier transfer to the ground state is instant.

Introduction

Quantum dot (QD) lasers have attracted considerable attention
in view of the interesting physics involved and potential for
wide range of applications [1,2]. Operating characteristics of
QD lasers are controlled by a number of factors. Among them
are excited states, which are present in QDs in addition to the
ground-state. Excited states can affect the capture of carriers
from the waveguide [optical confinement layer (OCL)] into
the lasing ground state (Fig. 1). Also carriers can recombine
through the excited states rather than contribute to ground-state
lasing. For direct capture from the OCL into single-state QDs,
the output optical power was calculated in [3]. In this work,
indirect capture into the QD ground-state, which occurs via the
QD excited-state, is discussed and the conditions for ground-
state lasing are formulated in terms of the structure parameters.
In [4], such a capture was shown to place a fundamental limi-
tation on ground-state lasing — the output power saturates at
high injection currents. The saturation power Pmax

1 was shown
to be controlled by the transition time τ21 between the excited-
and ground-state in a QD. The longest, cut-off transition time
τmax

21 was shown to exist, beyond which no ground-state lasing
is possible. Here, the shortest cavity length and the critical
tolerable values of the parameters controlling the ground-state
gain (the maximum QD size dispersion and the minimum sur-
face density of QDs) are calculated versus the transition time
τ21.

1. Results and discussion

The normalized saturation power of ground-state lasing can be
presented as the following universal function of the normalized
transition time (Fig. 2):

1

NSS

Pmax
1

h̄ω1

f 2
n1

τQD1

= 1

τ21

τmax
21

− 1 , (1)

where NS is the surface density of QDs, S is the QD layer
area, h̄ω1 is the energy of photons emitted via the ground-state
transitions, and τQD is the spontaneous radiative recombination
lifetime via the ground-state.

In (1), fn1 is the ground-state occupancy (averaged over the
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Fig. 1. Energy band diagram of a QD laser.
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Fig. 2. Normalized saturation power of ground-state lasing versus
normalized transition time.

QD ensemble); it is pinned above lasing threshold,

fn1 = 1

2

(
1+ β1

gmax
1

)
, (2)

where β1 = (1/L) ln(1/R1) is the mirror loss and R1 is the
mirror reflectivity for ground-state lasing, and L is the cavity
length. The maximum (saturation) modal gain for the ground-
state transitions gmax

1 ∝ NS/δ, where δ is the RMS of QD size
fluctuations [5].

The numerator in the left-hand side in (1) is the saturation
stimulated recombination rate per QD and the denominator is
the spontaneous recombination rate per QD.

In the right-hand side in (1), τmax
21 is the longest, cut-off

value of τ21, above which no ground-state lasing is possible:
at τ21 = τmax

21 , the ground-state saturation power vanishes,
Pmax

1 = 0 (Fig. 2). τmax
21 is given by

τmax
21 = τQD1

1− fn1

f 2
n1

. (3)

The condition for the ground-state lasing is

τ21 < τ
max
21 . (4)

Since the maximum gain gmax
1 and the ground-state occu-

pancy fn1 [see (2)] are controlled by the structure parameters,
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the cut-off time is also a function of the structure parameters.
As seen from (2), the lowest value of fn1 is 1/2. Hence it fol-
lows from (3) that τmax

21 can not exceed 2τQD1; the latter is the
absolute upper limit for τ21 (see below).

The above condition (4) can be written in the form of one
of the following equivalent conditions:

δ < δmax , NS > N
min

S , L > L min , (5)

where δmax is the maximum RMS of QD size fluctuations,
N min

S is the minimum surface density of QDs, and Lmin is
the minimum allowed cavity length. These critical tolerable
parameters are

δmax = δmax
0 Z , N min

S = N min
S0 /Z , L min = L min

0 /Z ,

(6)
where δmax

0 , N min
S0 , and Lmin

0 are the critical tolerable param-
eters for the case of a direct capture into the lasing ground-
state [5,6] and the factor Z is given by

Z =
(

1

4
+

√
1

16
+ 1

4

τ21

τQD1

)−1

− 1 . (7)

The factor Z is less than unity: as τ21 varies from 0 to 2τQD1,
Z changes from 1 to 0. Hence, in the case of indirect capture
into the lasing ground state, more strict requirements apply to
the structure design as compared to the case of a direct capture:
δmax ≤ δmax

0 , N min
S ≥ N min

S0 , L min ≥ L min
0 .

Figure 3 shows the cut-off time normalized to twice the
spontaneous recombination time via the ground state versus
the normalized structure parameters. As the figure suggests,
τmax

21 can be as long as 2τQD1 if δ→ 0, NS →∞, or L→∞.
When δ → δmax, NS → N min

S , or L → L min, the cut-off
time for the ground-state lasing is zero. What is meant by this
is there is no separate, isolated bottleneck problem (problem of
slow carrier transfer to the lasing ground state) — the cut-off
time τmax

21 is inherently determined by the structure parameters.
In an ideally uniform or infinitely dense QD ensemble (δ = 0,
or NS →∞), or infinitely long cavity (L = ∞), ground-state
lasing is attainable even if τ21 is as long as 2τQD1 (≈ 1.4 ns).
Otherwise, when δ → δmax, NS → N min

S , or L → L min,
there can be no ground-state lasing even if the carrier transfer
to the ground state is instant (τ21 = 0).

The saturation power per QD is shown versus the normal-
ized structure parameters in Fig. 4. For an ideally uniform
or infinitely dense QD ensemble, or infinitely long cavity, the
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Fig. 4. Saturation power per QD versus normalized structure pa-
rameters. τ21 = 100 ps. The horizontal dashed line shows the value
given by eq. (8).

saturation power per QD is

h̄ω1

2τ21

(
1− τ21

2τQD1

)
. (8)

2. Conclusion

Under conditions of indirect capture into the QD ground state,
no separate bottleneck problem for ground-state lasing has
been shown to exist — the longest, cut-off transition time from
the excited- to ground-state, at which ground-state lasing be-
comes unattainable, is inherently controlled by the structure
parameters. In a properly optimized device (highly uniform
or dense QD ensemble, or long cavity), ground-state lasing is
attainable even if the transition time is of the order of a nanosec-
ond. Otherwise, when any of the structure parameters is close
to its critical tolerable value, there can be no ground-state lasing
even if the carrier transfer to the ground state is instant.
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Abstract. ZnMgSSe layers and ZnSe/ZnMgSSe nanostructures were grown by metal-organic vapor phase epitaxy on GaAs
substrates. Their structural and luminescence properties are studied. The decay of epilayers with high Mg and S contents
into two ore more phases was observed while in periodic ZnSe/ZnMgSSe nanostructures grown at temperatures higher than
430 ◦C the stabilization of the ZnMgSSe layers occurs. A longitudinal e-beam pumped blue (wavelength 458 nm) laser with
output of 1.5 W at pumping electron energy 42 keV and temperature 300 K is realized on these structures.

Introduction

For realizing a blue laser on a low-dimensional structure with
ZnSe quantum well (QW) a wide bandgap solid solution of
ZnMgSSe with Eg = 3 eV may be used as a barrier. This
compound is now in use as cladding layers in green injection
lasers [1,2], but the problem of p-type doping of ZnMgSSe re-
mains unsolved yet. For longitudinal optical or e-beam pump-
ing lasers required for projection TV [3] the doping of the
active layers is not needed. The main problem here becomes
to get the uniform solid solution of ZnMgSSe having a wide
bandgap Eg = 3 eV and lattice matched with the GaAs sub-
strate, because the suitable compound comes over metastable
phase region and is close to the boundary of the immiscibility
and spinodal decomposition [4]. Decay of ZnMgSSe into two
or more phases was observed experimentally [5,6,7].

Uncontrolled decay of the solid solution results in a con-
siderable deterioration of characteristics of the longitudinal e-
beam pumping lasers with generation of electron-hole pairs in
thick ZnMgSSe barrier layers mostly. On the one hand there
appear structural defects which cause nonradiative recombina-
tion of the carriers, on the other hand nonuniform potential re-
lief is formed which prevents the carrier transport into the QW.
In this work ZnMgSSe epilayers and ZnSSe/ZnMgSSe struc-
tures with QWs grown by the metal-organic vapor phase epi-
taxy (MOVPE) are studied. It is found that ZnMgSSe epilayers
with high Mg and S contents decay, but we managed to grow
stable ZnMgSSe epilayers withEg up to 3.1 eV in the periodic
ZnSe/ZnMgSSe multiquntum well (MQW) structures. On the
base of these structures we realized longitudinal e-beam pump-
ing lasers, lasing at 300 K with characteristics better than in
the paper [8].

1. Experimental

ZnMgSSe epilayers and MQW structures with the number
of 8 nm QWs up to 65 and period of λ/N and λ/2N (λ is
the desired laser wavelength and N is the average refractive
index along the period) were grown by the MOVPE utiliz-
ing Me2Se, Et2S, ZnEt2 and (MeCp)2Mg as precursors. The
growth runs were carried out at 430–470 ◦C on GaAs sub-
strates with misorientation 10 degrees from (001) plane to
(111) plane. As-grown structures were studied using cathodo-
luminescence (CL), photoreflection, x-ray diffraction, optical

and atomic force microscopy methods. The CL spectra were
recorded at T ≤ 14 K and 300 K, pumping electron energy
Ee = 3, 10, 30 keV and current Ie = 1 µA and an electron
beam diameter de = 1 mm. When preparing the laser target,
first the dielectric mirror with the reflectance R = 0.984 was
deposited on the structure, then the sample was glued by epoxy
to a sapphire holder and the GaAs substrate was removed by
selective etching. A second closed mirror containing dielectric
layers and thin Al layer was deposited on the etched surface.
The microcavity length was about ∼ 5 µm. Active element
was excited by scanning electron beam withEe = 30−50 keV,
Ie = 0−2 mA and de = 25−50µm increasing with increasing
pumping current and deceasing electron energy. The scanning
rate was 4× 105 cm/s.

2. Results and discussion

Figure 2 shows the CL spectra at Ee = 10 keV and T � 14 K
for a set of ZnMgSSe epilayers with various Mg and S con-
tents and lattice period close to that of GaAs. One sees that
with increasing Eg the emission spectra become broader and
at Eg > 2.9 meV one can discriminate two or more lines.
We relate this to the solid solution decay into two or more
phases. The decay of solid solution into two phases is con-
firmed by study of the profiles of diffraction reflexes (444) and
(551) recorded in the regime of φ − 2θ scanning. In periodic
ZnSe/ZnMgSSe structures with thickness ∼ 5 µm neither CL
spectra (Fig. 1(b)), no x-ray diffraction do not point to any de-
cay of the solid solution. The intensity of the QW emission
is of orders of magnitude higher than that of ZnMgSSe bar-
rier what evidences the effective transport of non-equilibrium
carriers into the QW. The emission lines of the ZnMgSSe bar-
riers are about five times narrower than those of the ZnMgSSe
epilayers with the same composition. We suppose that the sta-
bilization of ZnMgSSe crystal lattice in periodic structures is a
result of intrinsic strains in the plane of the substrate caused by
the QWs. Another reason of the stabilization is the high growth
temperature, Tg . At higher Tg the lower number of defects is
formed and the defects are passivated more effectively.

The positions of the QW emission lines presented in Fig. 1(b)
differ from those of calculated for the pure ZnSe QW, the QW
emission wavelength being shorter for the structure with the
higher Mg content in barriers. This is caused by uncontrolled
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Fig. 2. Lasing threshold current and output power at pumping current
Ie = 1.8 mA vs. pumping electron energy, Ee. Insert shows lasing
spectra at Ee = 42 keV, T = 300 K and Ie = 1.8 mA.

Mg penetration into the QW. In spite of 15 s interruption of the
growth run before and after growing of the QWs, when the QW
is growing some amount of Mg goes on to enter the reactor due
to desorption of the low volatile (MeCp)2Mg from cold walls of
the reactor and pipelines. The larger observed shift of the QW
emission was about 35 meV which corresponds to 3% of Mg
in ZnSe. It is also noteworthy that the QW emission consists
of two lines mostly. We relate the short wavelength line to the
free exciton emission while the long wavelength one is related
to exciton localized in the potential well fluctuation along the
layers caused by nonuniformity of the width or composition of
the QW.

3. Blue laser on periodic ZnSe/ZnMgSSe structure

Figure 2 shows the dependence of a threshold current and an
output power of a laser with 30 QW on a pumping electron
energy. The lasing power as much as 1.6 W was achieved at
temperature 300 K (pumping power is 83 W,Ee = 46 keV and
Ie = 1.8 mA) which corresponds to laser efficiency of 2%. The
latter can be increased using the more transparent output mirror.
The lowest threshold current was 35 µA that is current density
7 A/cm2. Insert in Fig. 2 shows the lasing spectra consisting
of one longitudinal mode at wavelength 458 nm. In some
structures lasing was observed at two close mode separated by
5–6 nm. In this case the maximum of an optical gain is located
between the lasing modes. A far-field pattern of the laser is
circular symmetric with a central spot with a total divergence
angle of about 10 degrees and one ring at angle of 150 degrees
containing about 10% of the whole output power.
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Abstract. The multi-wavelength generation in a new class of injection heterolasers — interband two-cascade laser with a
tunnel junction, which separates two active regions of quantum wells in one waveguide, is fabricated and investigated. The
fabricated laser oscillator with pulsed injection demonstrates simultaneous generation of a couple of the first-order modes at
wavelengths 1.063 µm and 0.98 µm, and a couple of the third-order modes at wavelengths 0.951 µm and 0.894 µm. The
second and sum frequency generation is observed due to nonlinear mode mixing in the laser cavity.

Introduction

Recently there has been growing interest in the development
of multi-wavelength semiconductor lasers, with potential ap-
plications including multi-wavelength spectroscopy, broadly
tunable sources, ultrashort pulse generation, and intracavity
nonlinear frequency up- and down-conversion [1]. The sim-
plest approach to a multi-wavelength laser diode would be to
place two quantum-well (QW) stacks with different energies
of ground-state interband transitions into the two active region.
Unfortunately, multi-wavelength lasing can be unstable in this
case because lasing processes in two active regions compete
for the same carriers and higher-frequency radiation gets ab-
sorbed in the QWs with narrower band gap. One promising
way to solve these problems is to insert a narrow, strongly
doped tunnel-junction layer between the two active regions.
As a result, we have essentially a cascade laser, in which cur-
rent flows through each active region in series [1], similarly
to mid/far-infrared intersubband quantum cascade lasers and
type-II interband cascade lasers. Each injected carrier under-
goes some optical interband transitions: in the first and then in
the second active region, emitting a some photons at different
energies. Note that tunnel-junction based cascade lasers and
LEDs of this type emitting one frequency [2] or two frequen-
cies [3] into a fundamental waveguide mode were proposed and
demonstrated before, with the goal of improving the laser out-
put power and current efficiency. The tunnel-junction design
eliminates electric competition between two active regions but
the problem of the optical cross-absorption remains. When two
active regions have different interband transition energies, gen-
eration of the fundamental mode for some frequencies is sup-
pressed because a higher-frequency modes experience strong
resonant absorption in the active region for a lower-frequency
radiation. Therefore, the waveguide should be designed to ac-
commodate a low-loss higher-order transverse mode at a higher
frequencies. Such a mode will have a node at the position of
the narrow-gap active region. Next, to reduce absorption it is
desirable to minimize the overlap of both modes with a strongly
doped tunnel junction. In this work we report demonstration of
such a tunnel junction multi-wavelength cascade laser imple-

mented in the InGaP/GaAs/InGaAs material system following
the above design guidelines. The goal was to demonstrate
multi-wavelength generation of the different order modes and
nonlinear mixing of this modes due the quadratic nonlinearity
of GaAs.

1. The laser structure

The structures are grown by MOCVD on n-GaAs substrates
with doping concentration of 1018 cm−3. A compound ac-
tive region of total thickness of 1.5 µm consists of two p−n
junctions separated by thin tunnel p−n junction. Waveguide
cladding is formed by a 0.78 µm n-InGaP bottom layer and
0.78 µm p-InGaP top layer. Layer sequence from the top of
the substrate includesn-InGaP cladding layer 0.78µm, i-GaAs
300 nm, In0.28Ga0.72As 10 nm QW for a long-wavelength laser,
i-GaAs 115 nm, p+-GaAs 300 nm, p++-GaAs 40 nm, n++-
GaAs 55 nm,n+-GaAs 300 nm, i-GaAs 300 nm, In0.14Ga0.86As
10 nm QW for a short-wavelength laser, i-GaAs 90 nm, n-
InGaP cladding 0.78 µm, p++-GaAs 300 nm, and Au contact.
For lateral current confinement in the growth plane the struc-
ture is implanted by 80 keV hydrogen ions to form 100 µm
wide strips. Cavities were cleaved to lengths of 0.4–1.5 mm.
Waveguide design and the positions of QWs and the tunnel
junction were chosen to support generation of the first order
TE1 mode at the lower frequencies and the third order TE3
mode at the higher frequencies.

2. The measuring results

We have measured IV characteristics, spectra, and radiation
patterns of the devices pumped by 350 ns pulses of current
varying from several to several tens of A with 1.6 kHz repe-
tition rate at room temperature. Typical spectra for two dif-
ferent currents are shown in Fig. 1(a). We observed lasing at
two wavelengths λ1 = 0.951 µm and λ2 = 1.063 µm, cor-
responding to interband transitions between ground states in
two active regions, and the components at λ3 = 0.894 µm and
λ4 = 0.98 µm, which corresponds to the transitions between
first excited states in smaller and deeper QWs with smaller and
higher In fraction correspondingly. Relative strengths of these

42



LOED.04o 43

(a) (b)
0.6

0.5

0.4

0.3

0.2

0.1

0.0

In
te

ns
ity

 (
ar

b.
 u

ni
ts

)

0.85 0.90 0.95 1.00 1.05
λ (µm) U (V)

I
(A

)

−1 0 1 2 3 4

4

3

2

1

0

1

2

3

4

Fig. 1. (a) Laser generation spectra at 45 A (solid curve) and 60 A
(dashed curve) currents under the pulsed pumping. The cavity length
is 1 mm. Threshold current for lasing at wavelengths (µm) 0.951,
1.063, 0.894, 0.98 is 25, 10, 30, 15 A, correspondingly. (b) Typical
IV characteristics of the laser for some temperatures, K: 1 — 77,
2 — 233, 3 — 273, 4 — 303.

lines depend on the cavity length. For example, in 1.5-mm
cavity the lasing at λ2 dominated, while in a 0.4-mm cavity the
line at wavelength λ1 was the strongest one.

IV characteristics (Fig. 1(b)) obtained in the continuous-
wave regime show current switching and the appearance of the
S-shaped negative differential resistance region at a voltage
corresponding to the double band gap energy in GaAs. This
is an indication of injection of the minority carriers into the
tunnel junction, which sharply reduces the voltage drop across
the junction and leads to the decline of laser radiation intensity.
The instability does not show up when the pumping is pulsed.
One probable reason for that is that capacitors formed by p−n
junctions do not have time to recharge during the current pulse,
so the instability cannot develop.

To identify the transverse modes involved in generation we
measured radiation patterns for all wavelengths. Fig. 2 illus-
trates radiation pattern for the short-wavelength radiation at
λ1 = 0.951 µm. The position and relative strengths of the
four maxima observed in the plane perpendicular to the growth
plane agree well with calculated far-field distribution for the
third-order TE3 mode. In Fig. 2 the far-field pattern for the
longer-wavelength radiation at λ2 = 1.063 µm is shown too.
The two-peaked distribution is in agreement with the first or-
der TE1 mode. Similar far-field distribution is observed for
the modes at λ3 = 0.894 µm and λ4 = 0.98 µm, also in-
dicating the TE3 and TE1 modes correspondingly. Lateral
far-field distributions in the growth plane are the same as in
standard broad-area diode lasers of 100 µm width [4]. They
have one maximum with approximately 10 degree half-width
for all wavelengths.

We may conclude that there is an excellent agreement be-
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far field patterns of radiation in the plane transverse to the growth
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tween the designed and observed device parameters, which
proves that a high degree of control can be achieved for these
rather sophisticated devices by standard growth and fabrication
technique.

To check the feasibility of the nonlinear mode mixing we
measured radiation at sum frequencies and second harmonics.
The results are presented in Fig. 3. In agreement with the fun-
damental laser spectra shown in Fig. 1(a), at lower currents we
observe second harmonics and the sum frequency radiation of
laser modes at wavelengths λ1 and λ2. At higher currents two
additional lines appear that correspond to the second harmonic
of laser mode at wavelength λ4 and sum-frequency radiation
of modes at λ2 and λ4. Note that radiation at wavelength λ2
and λ4 is generated by the same QW. Our observations demon-
strate feasibility of intracavity mixing of several wavelengths
generated by the common active region in the diode lasers.

In conclusion, we demonstrated for the first time the multi-
wavelength generation and intracavity nonlinear mode mix-
ing in the new type of diode lasers: a cascade laser with the
tunnel junction separating two different QW active regions in-
tegrated within the same waveguide. Our waveguide design
eliminates or greatly reduces electrical and optical competi-
tion between laser modes at different frequencies and supports
low-loss modes at all wavelengths.
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Abstract. New approach for effective generation of tunable mid IR radiation via down conversion in optically pumped
heterolaser structures is put forward and demonstrated. In the approach both difference frequency 
D = ωp − ωL and
combination frequency 
C = 2ωL − ωp (ωp is the pump frequency while ωL is the laser frequency) can be generated with
close efficiency. The heterolaser transition serve as resonant (at the transition) quadratic nonlinear medium while phase
matching conditions can be easily fulfilled due to 2-d nature of the harmonic generation of the traveling wave antenna type.
All inversion symmetry less zinc-blende heterolaser systems: double heterostructure, quantum well and quantum dot based
could be used in the approach. We demonstrate the approach with a set of HgCdTe double heterostructure laser structures
under Nd: YAG laser pump at 1.06 microns. We consider this approach as promising universal way to fabricate wide band
tunable room temperature source of mid IR and THz radiation.

Introduction

Simple and cheap wide band tunable sources of mid IR and
THz radiation working at room temperature are needed for a
number of applications. In recent years substantial progress
was made in this direction as a result of development in the
Quantum Cascade Lasers. However the lasers are still quite
expensive and have other drawback (e.g. narrow band tunabil-
ity). And the problem is still unresolved. Another approach
to fabricate the sources is based on parametric generation with
down-conversion from optical or IR laser to mid IR. But in
this approach one should find out a medium which has low
losses, high non linearity and phase matching condition. Here
only systems based on powerful pulsed solid state lasers are
eventually available now [1]. Seems we came across [2] a way
for parametric generation which permit to produce combina-
tion frequency generation in standard semiconductor hetero-
laser structures.

1. Outline of the approach

To simplify discussion consider equivalent inversion symme-
try free (nonsymmetrical) two level system. In this case main
contribution to the quadric nonlinear coefficient α of polariza-
tion PN = αE2, E is electric field consisting of the fields with
frequencies ωB and ωA, can be written as:

α = e3(N1−N2)x2
12δ12

ε0h̄
2(ωA − ω12 − iν)(ωB − ωA − ω12 − iν)

.

Here δ12 = x22 − x11 , N1,2 are the level populations, ν is the
transition width, xij are coordinate matrix elements; δ12 �= 0
if the system has no inversion symmetry.

In our approach we propose [2]:
1. To use resonant condition: ωA = ωL = ω12. In this case

αR = α0(ωA/ν) ≈ (10−50−100)α0, α0 is the non resonant
coefficient. Usually resonant conditions are accompanied by
losses. But in our case there is resonant laser field produced
by pump and there is no such problem.

2. The second important feature in our approach is easi-
ness to fulfill phase-matching conditions. Simplified picture

of fields both lasing mode and pump is shown in Fig. 1(b). Be-
cause the pump is an exponent, phase matching along z-axis is
absent. Now we immediately have the condition for effective
emission at difference frequency by the PN: phase velocity of
the polarization wave VP should be higher than phase velocity
at difference frequency Vph: VP > Vph. This condition can be
easily fulfilled.

3. The third feature of our approach is employment of cas-
cade cubic nonlinearity (originated from quadratic nonlinear-
ity) to get effective emission at combination frequency
C. As
a result for the cubic nonlinearity when PN = βE3 coefficient
β ∝ α2 and under resonant conditions is high. Cascade non-
linearity is well known in nonlinear optics. But to the best of
our knowledge none propose to employ it for down conversion
in semiconductor.

For combination frequency down conversion the phase
matching condition discussed above are even more easily sat-
isfied than the one for difference frequency conversion because
of two laser fields involved. For example for two contra prop-
agating laser fields (standing wave) vertical pump can give
vertical combination frequency emission.
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Fig. 1. (a) Observation set up. (b) Composition x across a structure
and scheme of lasing mode and pump field.
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2. Difference and combination frequencies generation
in HgCdTe optically pumped double heterostructure
laser structures

Double HgCdxTe1−x (MCT) heterostructures were grown by
MBE on GaAs and Si substrates (for details see [3]). Ini-
tially they there grown for mid IR detector fabrication. The
heterostructures are waveguides for emerging laser and har-
monic radiation. Fig. 1 give the experimental scheme for stim-
ulated emission and harmonics observation and qualitative pic-
ture of composition x variation across the structure. Low x

gives low bandgap. Photoluminescence from un-patterned (as
grown) structures under pulsed excitation by Nd: YAG laser
was studied. There is some overlapping of the laser mode and
the pump in low x (narrow bandgap) region that provide har-
monics generation. At pump perpendicular to the structure
surface and emission observation in the structure plane (only
results found in this case are discussed here) we observe spon-
taneous emission and above the threshold stimulated emission
(super-luminescence). In this geometry only the combination
harmonics are observed. Both the stimulated and spontaneous
emission produce the combination harmonics radiation prov-
ing efficiency of the down conversion in the scheme. Fig-
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ures 2–4 give example of observed emissions spectra for dif-
ferent heterostructures with stimulated emissions (MCT) and
combination harmonics shown. All observed features can be
qualitatively explained by the discussed above picture.

3. Conclusions

We propose and demonstrate new approach for down conver-
sion from IR laser radiation to mid IR. It seems likely that
the most promising is the combination frequency conversion
which can easily provide high efficiency of the conversion with
vertical narrow output beam.

We also started investigation of similar conversion effects
in heterostructures based on other material system including
ones with quantum wells and quantum dots.

Also a lot of questions emerge. That is final (limiting)
efficiency of the conversion? Does the Manly–Row condi-
tion holds in this, active, scheme? That are selection rules of
the quadratic nonlinear coefficient in quantum structures? Is
HgCdTe material of choice for the conversion? In that het-
erostructure the highest conversion efficiency should occur?
How the above discussion is changed due to saturation effect
in the laser system?
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Abstract. Mid/far infrared (IR) and terahertz (THz) pulse generation in quantum-well (QW) mode-locked dual-wavelength
heterolasers is proposed. The long-wavelength field is produced in the process of intracavity difference-frequency mixing of
two lasing near infrared fields due to both the resonant intersubband nonlinearity in QWs and the non-resonant second-order
bulk nonlinearity. Estimates show that this method of IR or THz generation at room temperature is capable of producing
picosecond pulses at ∼1 GHz repetition rate with a peak power ∼1 W and �0.2 mW at 10 µm and at 50 µm wavelengths,
respectively.

Introduction

The generation of mid- to far-infrared (IR) and terahertz (THz)
powerful short pulses poses now a field of intensive research
due to increasing need of intense coherent emission in this fre-
quency range both for fundamental science and various appli-
cations. There are many different techniques to produce IR or
THz radiation, but a well-known nonlinear optical process of
difference-frequency mixing of strong driving fields remains
one of the most efficient and promising ways for obtaining
coherent pulsed radiation in this wavelength domain. The cor-
responding schemes are divided roughly into two categories.

The first of them involves difference-frequency mixing of
Fourier components of an external near-infrared laser pulse
(optical rectification) in second-order nonlinear media [1] and
quantum well (QW) heterostructures [2] or nonlinear interac-
tion of two external laser fields in QWs [3]. Unfortunately,
these methods as a rule have a rather low down conversion effi-
ciency, in particular because of strong pump depletion via one
or multi-photon absorption.

The second is based on intracavity mixing of laser modes
in semiconductor lasers [4]. Such devices do not suffer from
the above mentioned pump depletion since it is mitigated by
laser gain, have excellent and controllable modal overlap and
can work at room temperature in CW regime, as opposed to
THz quantumm cascade lasers that require cryogenic cool-
ing. In addition, intracavity mixing devices can be pumped
by current injection, which makes corresponding IR and THz
sources much cheaper and more compact than those with ex-
ternal beam pumping. Current pumping, however, has also a
negative outcome as it leads to a high free-carrier density in the
active region and, as a consequence, strong IR and THz field
absorption which rapidly increases with growing wavelength.
Being added to diffraction leakage and modal overlap which
both deteriorate with increasing wavelength, this circumstance
makes the typical nonlinear conversion efficiency in such de-
vices rather low.

In the present paper we consider pulsed intracavity diffe-
rence-frequency generation (DFG), when one or both near-
infrared lasing fields are generated in the mode-locking re-

gime. This obviously enhances all nonlinear effects and can
potentially provide higher peak output power of the IR or THz
radiation as compared to the CW regime (for the latter see,
e.g., [5]). Moreover, in the case of both near-infrared fields
being generated in the mode-locking regime, this can enhance
an average DFG power as well.

1. Model of a quantum well heterolaser

As an example, let us consider a AlxGa1−xAs QW heterostruc-
ture consisting of two adjacent wells made of two 5–8 nm thin
layers separated by a thin spacer (∼30 nm) and incorporated
into a core of an AlGaAs and plasmon waveguide [6]. We shall
consider a simple structure with one heavy-hole (1) and two
electron (2 and 3) states in the left asymmetric QW and one
hole (4) and one electron (5) state in the right one so that the
transition 3 → 1 is resonant to 5 → 4 one (Fig. 1). Of course,
all the following consideration can be easily suited for the sit-
uation when two hole and one electron levels in the left QW
are used. The interband transitions correspond to λ1,2 ∼1 µm
whereas intersubband transitions lie at λ3 ∼10−70 µm for
electronic states and even at higher wavelengths λ3 �70 µm
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Fig. 1. The scheme of electron (hole) levels and transitions involved
in the IR or THz pulse generation in a QW heterolaser. In the process
of the nonlinear difference-frequency mixing, strong CW or pulsed
E1 and pulsed E2 near-infrared fields (typically TE modes) generated
in the left and right QW respectively produce a weak pulsed IR or
THz field E3 (typically TM mode), which is in resonance with the
intraband transition 3 → 2.
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for hole ones [4]. It is well-known that for asymmetric QWs
all four transitions 2 → 1, 3 → 2, 3 → 1, 5 → 4 can have
large matrix elements of∼0.3−1 nm in the near-IR range and
∼1− 5 nm in the IR and THz one [3].

Two near-infrared fields E1, E2 with central frequencies
ω1, ω2 and longitudinal wavenumbers k1, k2 are generated
in the left and right QWs at 2 → 1 and 5 → 4 transitions
in the CW or mode-locking and mode-locking regimes, re-
spectively, with injection current pumping providing the nec-
essary inversion. Due to resonant coupling on the 3 → 2
transition in the left QW and non-resonant interaction through
second-order semiconductor bulk nonlinearity these fields cre-
ate pulses of long-wavelength (IR or THz) polarization with the
central longitudinal wavenumber k3 = k2 − k1 and frequency
ω3 = ω2 − ω1. This polarization, in turn, produces an IR or
THz electromagnetic pulsed field E3 via excitation of corre-
sponding cavity modes. The efficiency of this process depends
on the closeness of ω3 to the real part, ω′k , of the cavity mode
frequency with longitudinal wavenumber k = k3. Such phase-
matching requires a special waveguide design [6] which can
be implemented both by adjusting its geometrical parameters
and changing the long-wavelength refractive index by slight
additional doping.

2. Power estimates and methods for further
increase of the IR or THz signal power

For power estimates of the output long-wavelength radiation
we consider a particular example of an IR or THz signal ex-
cited by two near-infrared fields both generated in the mode-
locking regime [5] and having wavelengths∼1 µm typical for
AlxGa1−xAs heterostructures. We assume the non-resonant
long-wavelength losses to be ∼100 cm−1, the homogeneous
line width ∼1013 s−1, the matrix element for the 3 → 2 tran-
sition ∼2 nm, and the output mirror transmission coefficients
nearly the same and equal to 0.4. Taking for the output peak
powers of the near-infrared fields a value of∼24W for a waveg-
uiding structure with ∼10 µm width and ∼0.2 µm confining
layer height, we obtain for the output long-wavelength peak
power an estimate of 2.6 W (an average power of 13 mW at
1 GHz repetition rate) at λ3 = 10 µm, 0.2 mW (an average
power of 1µW) at λ3 = 50µ and∼7.4µW (an average power
of 37 nW) at λ3 = 120 µm. These values comprise the con-
tributions from both resonant intersubband nonlinearity and
non-resonant second-order bulk nonlinearity with the second
being, however, much smaller than the first.

The IR or THz pulse duration under strong absorption con-
ditions is obviously determined by the lasting of the near-
infrared pulses and is of the order of several ps [5]. The slight
difference in group velocities of the driving pulses (which cor-
responds to their relative shift by approximately half the pulse
duration after their trip from one mirror to another) can be com-
pensated by employing at one end of the cavity a Bragg mirror
with varying period or a Bragg mirror for just one near-infrared
frequency so that the signal with a larger group velocity should
be reflected from its deeper layers or from the crystal facet and
therefore pass a longer distance.

It is interesting to note that though the linear absorption of
the long-wavelength field is greatly enhanced near the trans-
verse optical phonon frequency (which corresponds to�35µm
for GaAs), the second-order nonlinear coefficient also rises

rapidly near this point [7]. As a result, the power of the gener-
ated difference-frequency field may substantially increase near
the phonon resonance frequency.

Finally, let us mention that there are two possible ways
for the produced IR or THz field to be radiated from a het-
erostructure. First of them is a traditional method employing
edge-emitting geometry and transmitting mirrors. In this case
IR/THz signal is radiated only during short periods of time
when the long-wavelength field pulse is near one of the mir-
rors. For all the other time IR or THz energy is confined in
the waveguiding structure and does not give any contribution
to the output radiation.

Another method employs Surface-Emitting Grating-Out-
coupled Lasers (SEGOLs) [7, 8] which use a metallic or di-
electric diffraction grating placed on top of the heterostruc-
ture waveguide. This grating changes the IR or THz radia-
tion modes from edge-emitting to surface-emitting in a certain
direction, i.e. provides phase-matching of a nonlinear driving
polarization (that is coupled to an IR or THz mode inside a het-
erostructure, whose phase velocity is determined by the grating
period) and an IR or THz mode in vacuum (air). Namely, if
IR or THz radiation pattern with an anglewidth δφ is directed
by grating almost perpendicular to the surface of a heterostruc-
ture, then the regime is CW, and if there is a large enough
angle φ > δφ between the IR or THz radiation beam and verti-
cal axis, then during one half of the round-trip time the driving
near-infrared pulses generate IR or THz radiation at the an-
gle φ and during the other half of the round-trip, on the way
back, they generate IR or THz radiation at the angle−φ. Such
SEGOLs seem to be rather promising and efficient for IR or
THz generation since strong absorption and small nonlinear
mode overlap are not the problems anymore in this scheme.
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Abstract. Nonlinear optical interaction accompanied by difference frequency generation in the mid-infrared range
(∼ 17.7 µm) is simulated for the two-color vertical external-cavity surface-emitting laser (VECSEL). The nonlinear
isotropic crystal is placed inside of the microcavity tuned to the difference frequency. The efficiency of frequency down
conversion is shown to have a multi-resonance-like behavior. The peak values of optical mid-infrared power are in the order
of milliwatt for pump and laser parameters which may be easily available in the experiments.

Introduction

Today, quantum-cascade lasers (QCLs) are considered to be
at the leading position among semiconductor mid- and far-
infrared lasers [1]. However, a wide application of QCLs is
restricted by certain of their features. Among those features one
could pick out both the fundamental ones preventing the room-
temperature continuous-wave operation at long wavelengths
(λ > 10 µm) and the technical ones because of active region
complexity.

Therefore, an analysis of alternative approaches to mid- and
far-infrared wave generation is indeed of great importance [2].
Three-wave nonlinear interaction accompanied by difference
frequency radiation within above mentioned ranges is one of
these attractive approaches. To achieve a frequency down con-
version, it is desirable to have a laser emitting at two wave-
lengths simultaneously. Most optimal device would emit both
coaxial beams with high enough power and have an external
cavity to put a nonlinear crystal.

Recently, the two-color optically pumped VECSEL with
near optimal operation characteristics was demonstrated by our
group for the first time [3]. We obtained single transverse mode
continuous-wave (CW) operation at the wavelength of 984 and
1042 nm with an efficiency of 10 percents. The external cavity
of the device admits to a nonlinear crystal to be placed. The
wavelength corresponding to the difference frequency genera-
tion is about 17 µm for our VECSEL. Since most of the usual
nonlinear materials (KDP, ADP, lithium niobate, etc.) absorb
strongly above 5 µm, they could not be applied to nonlinear
conversion in that range [4]. On the other hand, semicon-
ductor of the main technological stream (GaAs, InP) are ex-
cellent candidates for the optical frequency conversion because
of their high nonlinear susceptibility and superior transparency
over 1–18 µm. However, these materials are isotropic so that
the ordinary methods based on birefringence to achieve phase-
matching are not available.

An efficiency of nonlinear interaction in isotropic crystals
could be enhanced with an application of so-called quasiphase
matching technique. One of the idea’s variety initially pro-
posed in the pioneer paper [5] and developed in [6] consists
in using of a nonlinear microcavity tuned to a difference fre-
quency.

This paper is devoted to the analysis of three-wave interac-

tion in the nonlinear microcavity located in the external cavity
of novel dual-wavelength VECSEL [3].

1. Design of laser structure

Fig. 1 shows the band diagram for the laser structure which
is designed for dual-wavelength operation [3,7]. The active
region is divided into three sections by 15 nm blocking lay-
ers. Sections I and III contain two 8 nm quantum wells, each
made of In0.17Ga0.83As (QWS) emitting at the wavelength of
λS. Four 8 nm quantum wells of In0.23Ga0.77As (QWL) with
maximal gain at λL > λS are located in Section II. To enhance
the achievable gain coefficient, all the quantum wells are placed
at the antinodes of their own standing waves, i.e., QWL,S lo-
cation corresponds to the standing wave at λL,S. On the other
hand, QWL’s are near the nodes of the cavity mode of λS to
minimize optical absorption of short-wavelength emission in
the deeper quantum wells. It should be particularly noted that
the stationary dual-wavelength oscillation is achievable only if
interaction of optical fields at both wavelengths is minimal [7].

The blocking layers, made of wide bandgapAlAs, are trans-
parent to the pump light and laser emission, but impenetrable
for charge carriers. Therefore, nearly equal pumping of the
QWs is possible. The blocking layers are really of great impor-
tance. Without the blocking layers the deeper quantum wells
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E EλS λL

I II III
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at λ λS Land

PUMP
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Fig. 1. Band diagram and the standing waves λS and λL for a dual-
wavelength VECSEL.
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Fig. 2. Nonlinear microcavity with the output coupler. Inset: the
schematic view of the VECSEL.

would become more densely populated than the shallow QWs
because of their longer carrier escape time and shorter capture
time [8]. This would ultimately lead to lasing only at the longer
wavelength.

The distributed Bragg reflector (DBR), made of alternat-
ing GaAs and AlAs layers, and the output window layer of
Al0.3Ga0.7As are actually the same as those of conventional
VECSEL at these wavelengths.

2. Analysis of nonlinear interaction

To calculate the field distribution and the geometry of the de-
vice, we have solved the boundary eigenvalue problem for the
Helmholtz equation within the one-dimensional transfer matrix
approach (see [7] for more detail).

Schematic view of the nonlinear microcavity combined
with the output coupler is shown in Fig. 2. (The inset displays
the scheme of the VECSEL with Z-configured external cavity).
The nonlinear conversion layer made of (311)-oriented GaAs is
sandwiched between two highly reflecting Bragg mirrors (top
(bottom) DBR for mid-infrared radiation (MIR-DBR)). The
DBR for near-infrared radiation (NIR-DBR) being the output
coupler for corresponding optical fields is placed inside of said
microcavity. Of course, top MIR-DBR should be highly trans-
parent for NIR radiation. Besides, an antireflection coating
is applied on the top side of the structure in order to possibly
diminish a NIR-fields reflection.

To obtain the electrical fieldEr at the difference frequency, the
inhomogeneous one-dimensional wave equation was solved:

(
∇2 + γ 2

)
Er = − γ

2

εε0
℘, (1)

where ∇2 = d2/dz2 is the Laplace operator, γ = k0
√
ε is the

wave number, ε is the relative permittivity, ε0 is the permittivity
of free space, k0 = 2π/λr, λr is the wavelength correspond-
ing to the difference frequency, ℘ = 2χε0d14E1(z)E2(z) is
the second-order nonlinear polarization, d14 is the component
of nonlinear susceptibility tensor, χ = 27/(11

√
22) is the

coefficient related to the rotation from plane (100) to (311),
E1,2(z) is the electric field at the wavelengths λS,L. The rig-
orous approach [9] combining the Green-function method and
the transfer-matrix method was used for the solution of the
equation (1).

Fig. 3 shows the output power Pout at the difference fre-
quency versus width dnc of the nonlinear conversion layer. The
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Fig. 3. Output power at the difference frequency vs. the width of
nonlinear conversion layer.

simulation has been performed for the following laser’s param-
eters: the intra-cavity power of NIR radiation P1,2 = 200 W,
the beam radius rb = 50 µm, d14(GaAs) = 170 pm/V, λr =
17.7 µm, the loss factor of MIR radiation αr = 1 cm−1 [10],
the number of periods for NIR-DBRNNIR = 30. Note that in-
dicated value of the intra-cavity power P1,2 is readily available
for the pump power about of 10 W and the output coupler re-
flection of 0.99. The top and the bottom MIR-DBRs including
in 10 pairs of GaAs/AlAs alternating layers have the reflection
factor of 0.93.

One can see from Fig. 3 that the dependence of MIR-power
on width of the nonlinear conversion layer has a multi-reso-
nance-like behavior. The peaks of unequal height follow one
after another with the free-space interval corresponding to the
half-wavelength of λr in the material. The maximal peak is
observed at dnc = 9.51 µm. This value being summed up
with the NIR-DBR width corresponds approximately to the
coherence length Lcoh = π/(k ≈ 10.5 µm. Here (k is the
wave number mismatch. The subsequent peaks of maximal
amplitude should likely be seen at the resonance values of dnc
which are nearly coincided with an odd number of Lcoh. It
is seen from Fig. 3 that the maximal value of output power is
about 1 mW for given parameters.
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High efficiency LED with optoelectrically optimized p-contact
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Abstract. Electro-optical characteristics of LED with an optimized p-contact are presented. The LED structure consists of a
GaN buffer layer, a thick n-GaN:Si layer, an InGaN/GaN active region, a p-AlGaN:Mg blocking layer and a p-GaN:Mg
contact layer. The p-contact which is produced as orthogonal grating with strip-like metal rulings, obeys two requirements.
It creates spatially homogeneous distribution of current density in a p−n junction area and is resonantly transparent for
LED generated electromagnetic radiation.

Introduction

The device studied in the present paper is a LED structure
grown by MOCVD on a sapphire substrate. The LED struc-
ture consists of a GaN buffer layer, a thick n-GaN:Si layer,
an InGaN/GaN active region, a p-AlGaN:Mg blocking layer
and a p-GaN:Mg contact layer. The structure is processed
in order to obtain circuit devices, 10 µm in diameter, includ-
ing ECR-plasma mesa-etching, passivation by silicon nitride
film, e-beam lithography and precision etching to produce a
p-contact. To increase light emission, the p-contact was op-
timized by shaping it as an orthogonal grating with strip-like
metal rulings. This p-contact shape allows meeting two re-
quirements. The 2D grating creates spatially homogeneous
distribution of current density in the p−n junction area and
is resonantly transparent for LED generated electro-magnetic
radiation.

1. p-contact optimization

As it is known [1] optical properties of 2D orthogonal grating
can be modeled by spectra of 1D grating in some special direc-
tions which are parallel to the grating rulings. Therefore, we
calculate the reflection spectra of 1D grating (Fig. 1) with strip-
like rulings on the basis of the Riccati equation method [2]. We
describe quantitatively a resonant suppression of the reflection
of plane monochromatic electromagnetic waves from the grat-
ing as a function of the grating gap (or inter-rulings spacer dO),
rulings thickness (h) and wave incidence angle (α). Fig. 2
shows two minima on the solid curve and local minima on the

2l
dl z h= /2

z h= /2−Λ

α
z

x
ε

εbac

k+
0

k0

H0
k+

1 k+
2

k+
3

Fig. 1. The schematic showing an z-x plane of a p-contact (1D grat-
ing with strip-like metal rulings). The wave vector k0 and the mag-
netic vector H0 are perpendicular and the electric vector E0 is parallel
to the y axis (TE polarization), i.e. to the rulings, respectively. The
vector H0 is replaced with the vector E0 in the case of TH polariza-
tion.
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Fig. 2. Calculated power reflection spectra for TE (solid curve)
and TH (dashed curve) polarized wave (λ = 0.45 µm) incident
along the normal (α = 0) from the medium (εbac = 1) from Au
(ε = −1.76 + i5.28) grating with rulings (2O = 0.1 µm) versus
grating lateral gap dO.
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Fig. 3. Calculated power reflection spectra (see details in Fig. 2)
from the grating (dO = 0.35 µm; see the first minimum in Fig. 2)
versus grating thickness h. The dark rectangles on the abscissa axis
represent the experimental results [3].

dashed curve at dO = 0.35 µm which indicate partial suppres-
sion of specular reflection (Rayleigh type of Wood anomalies).
Let us fix this lateral gap value and find an optimal grating
thickness. Fig. 3 shows some minima on the curves which are
known as Palmer type of Wood anomalies. The minima on the
curves coincide with the experimental results [3]. Varying the
incidence angle, we found that reflection power rises sharply
from 10−3 (α = 0) to 0.1 (α = 70◦) for TE polarized waves
(see Fig. 4).

On the basis of presented calculations we fabricate a p-
contact as a grating with the lateral gap 0.35 µm and ruling
thickness equal to 0.35 and 0.65 µm, respectively.

Fig. 6 shows that an angular distribution of light emission
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Fig. 6. Light emission distribution at different diode currents.

becomes narrower with the voltage applied to p-contact. It
may be intuitively explained in terms of light power distribu-
tion among grating spectral orders with low (close to the normal
direction) and high numbers. The higher the voltage, the closer
the potential distribution to line-like light sources, i.e. to the
p-contact grating shape. The geometric optics approach de-
fines only low index orders to be energy filled. In the opposite
case of low voltage, the potential distribution is homogeneous
and a critical angle has to be defined from the wave optics ap-
proach which takes near fields of a plate source into account.
Diffraction of near field evanescent waves contributes to the
high index spectral orders.

To evaluate the effect of 2D grating design on the homo-
geneity of current density in the p−n junction area we use the
3D numerical simulation (see Fig. 5).

In conclusion, the presented optimized p-contact increases
LED light emission efficiency by 26% in comparison with 18%
for LED with a conventional p-contact.
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Fundamental reason for limitation of the maximum
output optical power in semiconductor lasers
at superhigh excitation levels
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Abstract. Processes of stimulated radiation recombination have been investigated in semiconductor lasers
(λ = 980−1900 nm) at superhigh excitation level (up to 0.1 MA/cm2 pump pulse current density). It is established that the
fundamental reason limiting maximal attainable output optical power of semiconductor laser under pulse excitation is the
finite energy scattering time of carriers in quantum well, which characterizes the delivery velocity of injected carriers on
energy levels in active region

Introduction

Investigation results of stimulated radiative recombination pro-
cesses and reasons of output optical power saturation at super-
high pump levels of semiconductor lasers (λ = 980−1900 nm)
based on wide variety of quantum well (QW) separate confine-
ment heterostructures (AlGaAs/GaAs [1], InGaAsP/GaAs [2],
InGaAsP/InP [3], AlInGaAs/InP [4]) are presented for the first
time.

It is well known that the saturation of output optical power
in semiconductor lasers operating in continuous wave (CW)
regime is completely defined by active region overheating thus
limiting maximum allowable excitation levels. To eliminate the
overheating effect we have used pulse current source which
drives semiconductor lasers with pulses of 100 ns duration,
1 kHz repetition frequency and 0–200 A amplitude.

1. Experimental results

Fig. 1 demonstrates that turning from the CW to the pulse
regime allows increasing sufficiently pump current densities
of semiconductor lasers. However, it is seen that the maxi-
mum value of output optical power is still limited by exter-
nal differential quantum efficiency decrease. Such behavior
of light-current pulse characteristics has been observed in all
types of investigated samples.

Measured pulsed lasing spectra (Fig. 2) show that the ac-
tive region overheating remains inessential (less than 20 ◦C)
in the whole range of pump currents. At the same time two
peculiarities in the dependencies of lasing spectra on pulsed
pump current are seen: (i) saturation of the peak intensity in
the lasing spectrum and (ii) considerable broadening of the las-
ing spectrum due to the blue shift of its short-wavelength edge.
The broadening of the lasing spectrum to 50–60 nm is possible
only if the threshold conditions are satisfied for energy levels
lying higher than those already involved in lasing. To meet
this condition, the carrier density on high-energy levels must
increase to the threshold value.

Investigations of spontaneous emission spectra reveal the
carrier concentration growth in the active region with excita-
tion level increase. This results in enhancing of carriers es-
cape from the active region into the waveguide layers, carrier
concentration increasing in the waveguide, fulfillment of the
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Fig. 1. Room temperature light-current characteristics in pulse (1)
and CW (2) regimes for a 100µm aperture semiconductor laser with
3 mm cavity length and antireflecting 5% highreflecting 95% front
rare facets.
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Fig. 2. Lasing spectra at different pulse pump current densities for
a 100 µm-aperture semiconductor laser with 1.5 mm cavity length:
1 — 13 kA/cm2, 2 — 40 kA/cm2, 3 — 67 kA/cm2, 4 — 73 kA/cm2,
5 — 80 kA/cm2.

threshold conditions in the waveguide and its lasing, conse-
quently. Comparison of the dependencies of output optical
power and emission intensity from the waveguide layer on ex-
citation level show, that accumulation of carriers in the active
layer and their escape into the waveguide layer is the reason lim-
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Fig. 3. Averaged carrier lifetime associated with stimulated recom-
bination in the QW active region vs. the drive current density in a
100µm-aperture semiconductor laser with 1.5 mm cavity length 1 —
the threshold density of carriers in the active region increases with
the drive current, 2 — the threshold density and the material gain
are stable in all the range of the drive currents nth = 5× 1017 cm−3,
G = 2180 cm−1.
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Fig. 4. Light-current characteristics for InP-based semiconductor
lasers λ = 1800 nm: (1) — experiment; (2) — calculation, with
taking into account threshold concentration increase.

iting maximum optical output power in semiconductor laser.
Carrier lifetime associated with stimulated recombination

decreases above threshold as the excitation level increase. Ho-
wever our calculations based on the experimental data have
shown that as stimulated radiative recombination lifetime rea-
ches the value of energy relaxation time, it stabilizes (Fig. 3).
Exactly this phenomenon accounts for the saturation of the
peak intensity in the lasing spectrum. Further increase of the
pump current results in carriers accumulation on the high en-
ergy levels and their involvement into the stimulated recombi-
nation processes.

In order to determine the contribution of carrier concentra-
tion increase in the active region above threshold to the satu-
ration effect the dependencies of output optical power on the
pump current have been calculated (Fig. 4). Experimental de-
pendencies of carrier concentration in the active region on the
excitation level have been used in the calculation. Carrier con-
centration increase above threshold has been taken into account
using experimental values of threshold current. Internal opti-
cal loss and internal quantum efficiency are considered to be
constant in the used assumption. Good agreement of the cal-

culated curve with the experimental results (Fig. 4) indicates
on the dominant role of threshold concentration increase in the
processes of light-current characteristics saturation and limita-
tion of maximum optical output power of semiconductor lasers
at superhigh excitation levels.
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New design of nanophotonic silicon waveguide structures
and its application for multi-reflector filtering technology
A. Tsarev
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Abstract. Paper present the first description and simulation by FDTD and BMP methods of novel nano-photonic
silicon-on-insulator (SOI) waveguide structures and reconfigurable optical add/drop multiplexers (ROADMs) that utilizes multi-reflector
beam expanders. New structure design includes p+ side-doping of SOI ridge waveguide with 220 nm×20 µm silicon core. It provides
mono-mode behavior due to artificial strongly mode-dependent optical losses (by the free charge absorption). These heterogeneous
waveguides are used to build ROADM that also utilize photonic crystal as 2D-grating for fiber coupling and polarization diversity,
nano-grooves or p+ doping reflector strips for multi-reflector beam expanders, and local heaters for wide-band thermo-optic tuning.

Introduction

Reconfigurable optical add/drop multiplexers (ROADMs) are among
the most demanded devices that can increase flexibility and capacity
of wavelength-division-multiplexing (WDM) fiber optic networks.
Although a great progress has been achieved in recent years, none
of actual technologies could be regarded as ideal to substitute all the
others in the near future.

In order to reduce the cost per channel needed for the commer-
cialization of WDM systems, tunable optical filters and ROADMs
based on integrated optics and patented multi-reflector (MR) filter-
ing technology have been already proposed [1–5]. This technology
combines physical phenomena of wave-guiding, reflection and con-
structive interference in a novel way. The MR filtering technology
accomplishes filtering operation by spatially expanding the optical
beam through a patented MR-beam expander (BE) [5], then tun-
ing and filtering the desired wavelength by a set of tunable channel
waveguides (see Fig. 1) (or by acousto-optic Bragg sell) and by
constructive interference of multiple sub-beams, combined at the
output channel waveguide by another beam expander [3]. Multi-
reflector technology provides the possibility of developing tunable
devices (TOF and ROADM) on different materials (silicon, poly-
mer, lithium niobate) [1–3], allowing partial reflector manufactur-
ing, optical phase tunability and low optical losses in single-mode
waveguides. Nowadays, MR-filtering technology has not yet been
studied experimentally and its theoretical study is not completed,
containing a lot of unresolved aspects.

This paper described the new design of heterogeneous optical
waveguides with p+ side-doping based on wide nano-wires in Si-
licon-on-Insulator and its application for novel types of ROADM.
New structure design is accompanied by a number of numerical sim-
ulations performed by beam propagation method (BPM) and finite
difference time domain (FDTD) method by commercial software
tools from RSoft Design Group, Inc. [6]. To fasten simulations 3D
structure has been replaced by 2D analogy using the effective index
method (EIM) that decomposes 3D strip waveguide into two 2D slab
waveguides.
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Fig. 1. General view of thermo-optic MR-ROADM.

1. Multi-reflection technology in thin SOI

Recently, photonic crystals as two-dimensional grating [7] etched
in thin silicon-on-insulator waveguide had been used as a fiber-to-
ridge waveguide coupler. This 2D grating is also perspective for
multi-reflector technology as it provides additional possibility of
polarization diversity without polarization rotators. This device is
very compact and couples orthogonal modes from a single-mode
optical fiber into two quasi-TE modes of two ridge waveguides that
could be connected to the input/output of the photonic integrated
circuit. The problem is that ridge waveguide has dimension 10 µm
by 220 nm that provides (due to high index contrast) a multi-mode
behavior which strongly disturbs device performances.

We propose new heterogeneous device architecture that is very
suitable for SOI devices. From the well-known paper by Soref et
al [8] one could derive simple relation between obtained changes
in refractive index ((n) and absorption ((α) at the wavelength of
interest (λ0 = 1.55 µm) due to presence of free electron (Ne) and
hole concentration (Nh) in silicon:

(αe = 0.12× |(ne| [cm−1],

(Ne = 1.14× 1021 × |(ne| [cm−3],

(αh = 0.16× |(nh|5/4 [cm−1],

(Nh = 2.18× 1021 × |(nh|5/4 [cm−3]. (1)
Thus total change of complex refractive index due to the charge
effect is:

(n = (n+ jn′ , (2)

where n′ = (αλ0/(4π), (n = (nh +(ne, (α = (αh +(αe.
From equation (1) one can see that if (n < 0.3 then the hole

doping is more preferable as it provides smaller optical losses at the
same index change with quality factor |(nh|1/4. Thus we propose
to use p+-doping for all structures discussed below.

Multi-mode behavior of wide thin ridge waveguides could be
compressed by manufacturing additional heavily doped p+-Si re-
gions of width Wg on both sides of the Si-ridge of initial width W .
Total width is W + 2 ×Wg. One can see from data of Fig. 2 that
fundamental mode of this heterogeneous waveguide has negligible
losses related to losses of the high order modes. Heavily doped
p+-regions could be also used for manufacturing slanted reflectors
of MR-ROADM. Dependence of reflected and transmitted power
for the incident angle 75◦ is shown in Fig. 3. Although the addi-
tional absorption losses are noticeable but they provides possibility
to manufacture device with suitable performances.

Alternative method to manufacture partial reflectors for MR-
ROADM design is based on the deep groove technology. For the
case if quasi-TE mode incidents the reflector at close to the Brewster
angle then reflective coefficient could be sufficiently small that will
make possible to eliminate complex back filling of the groove by
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Fig. 2. Optical losses for different modes of heterogeneous ridge
waveguide (W = 10 µm) as a function of width Wg of p+-doped
regions. BPM simulation.
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Fig. 5. Simulated frequency response of MR-OADM with 32 slanted
reflectors (ϕ = 45◦). FWHM = 1.6 nm. 2D FDTD simulation [6].

the material with appropriate refractive index [3]. Results presented
in Fig. 4 shows for the case of nano-width groove the reflection
coefficient could be variable by changing the width and angle of the
groove. One must mention that at Brewster angle the reflected filed
is distorted and energy of fundamental mode is less than the total
reflected power (due to the presence of high order modes). As it
was mention before these modes decay due to the presence of heavy
dopes sides of heterogeneous ridge waveguide.

The typical simulation of MR-ROADM is shown in Fig. 5. It
proves that device could realize Drop/Through function. Better per-
formances provides by the device with the larger number of reflectors
with variable reflector coefficients [3]. New MR-ROADM design
needs implementation of small area bends. Deep grooves in the het-
erogeneous waveguide with heavy dopes sides provides very small
optical losses for the large area of bend angles (see Fig. 6). All
these provide the new designs of MR-ROADM that also utilize 2D-
grating, heavy p+-doping and nono-scale grooves. The part of this
design is presented in Fig. 7. It also describes the way to provide
polarization diversity of the device. Different polarization will be
coupled by 2D-grating in different direction and will be filtered by
two simultaneously tuned identical ROADMs (initial part shown on
the Fig. 7). The partial nano-reflectors of MR-beam expander could
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Fig. 6. Dependence of the corner reflection as a function of the
waveguide shift (D2) at different incident angle. 2D FDTD simula-
tion [6].
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Fig. 7. General design of nono-scale SOI MR-ROADM.

be etched in silicon core simultaneously with deep reflector grooves
for corner bends.

2. Conclusions
This paper present the first description and simulation by FDTD and
BMP methods of novel nano-photonic SOI waveguide structures that
provides better performance and manufacturability of multi-reflector
reconfigurable optical add/drop multiplexers (RO
ADMs) that utilises multi-reflector beam expanders [5]. New struc-
ture design includes p+-doping on both sides of SOI ridge waveguide
with 220 nm×10 µm silicon cross section surrounded by the silica
cladding. It provides small optical losses for fundamental quasi-
TE mode and large losses for high-order modes due to different
free charge absorption depending on the modes field distribution.
Nono-grooves etched at Brewster angle with respect to SOI ridge
waveguide with p+-regions provide small reflection coefficients of
quasi-TE mode that has a principal role for simplifying manufactur-
ing of novel multi-reflector ROADMs. Incorporation of these novel
heterogeneous structures with 2D nono-grating couplers [7] pro-
vides new opportunity for polarization diversity of ROADM. These
new SOI design will be also interesting for implementation in other
multiple nano-photonic optical element.
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Frequency modulation of diode laser radiation is the basis of the
most of interferometric measurement systems. Modulation of
the radiation frequency in multisectional diode lasers with the
help of an operating current change and also by heat effects have
a main defect arising from rather inaccurate reproducibility of
the frequency and intensity of radiation at the tuning. On the
other hand, it is known, that the elastic strain results in the
change of both permittivities and properties of the electronic
subsystem.

So the experimental and theoretical study of deformation
influence on the laser radiation change have been spent. The
techniques of effective excitation of an alternating strain in the
InGaAsP/InP laser heterostructures has been devised and im-
plemented by excitation of bulk and surface acoustic waves
(SAW). Dynamic and static spectral analysis of the laser radi-
ation at the presence of an ultrasonic strain were carried out.

The experimental data of the dynamic analysis are quali-
tatively and quantitatively close for bulk and surface acoustic
waves. It is unambiguously shown, that the introduction of an
ultrasonic wave in the laser heterostructure results in the mod-
ulation of the radiation frequency with the period a sound wave
(Fig. 1).

With the purpose of revealing of the interaction mecha-
nisms the experimental study of the spectral distribution change
(static analysis) of the laser radiation under alternating strain
has been carried out. The experimental data on the spec-
tral distribution of the radiation intensity of the heterolaser
are presented in Fig. 2 (1), where as a variable the deviation
(λ = λ− λ0

m (where λ0
m = 1.48 mcm — maximum intensity

wavelength) is used. The introduction of SAW ((Fig. 2 (2))
results in redistribution of the radiation intensity between laser
resonator lines.

We have developed the theoretical model of such analysis.
From the comparison of experimental data with the theoretical
calculation the deviation value F = 60 GHz is obtained (ac-

−0.5 µs

Fig. 1. Oscillograms showing the operating current Iop pulse (top,
33 mA/div, Iop/Ith = 1.5) and the laser radiation pulses (bottom)
measured with the acoustic wave (a) switched off and (b) switched
on, for the ultrasound frequency f = 6.5 MHz; the radiation pulse
was detected after the Fabry–Perot etalon (FPE) (dynamic dispersion
range 18.25 Å).
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Fig. 2. The spectral distribution of the laser radiation. Points —
experiment, with the SAW switched (1) off and (2) on; lines — the
theoretical calculation of the spectral structure at the sound off (3)
and arising from acousto-electron (4) and acousto-optic (5) interac-
tions.

cordingly 120 GHz — full range of the frequency tuning for the
acoustic period).These results agree well with the data of the
dynamic spectrum analysis. From all of the data the predomi-
nant role of the acoustoelectron interaction in the InGaAsP/InP
laser heterostructures has been found out and effective value
of the deformation potential constant (∼ 4.2 eV) of it active
layer (stressed quantum well of width 65 Angstroem) has been
calculated.

To find the ways of the interaction efficiency increasing
and of the band enhancement into the IR region we have fab-
ricated new types of nanodimentional laser heterostructures
AlGaAsSb/IGaSb (on the basis of more efficient acoustooptic
materials), emitting at room temperature in the middle IR-range
(1.8–2.5µm). Quantum-size laser heterostructure for Mid-IR
spectral range consists of the wide gap claddingAlGaAsSb lay-
ers (with 90% of Al content) and the narrow-gap active layer.
Active layer contents from undoped p-GaSb layer with two
GaInAsSb quantum wells inside it and divided by 25 nm GaSb
barriers. Emission wavelength is determined by quantum well
width and can be tuned in the range of 1.8–2.5µm by changing
the quantum well width from 1.5 up to 2.7 nm. Laser structure
was grown by molecular beam epitaxy on the GaSb substrate.
Heavy doped p-GaSb with thickness of 5 µm was used as on
contact layer. For fabrication of the laser chip with stripe width
of 5–10 µm from the laser structure under study, a standard
photolithography method was used. Isolating Si1−xNx layer
was utilized to provide a current limitation through laser struc-
ture. Laser chips (length in the range of 500–1000 nm) were
installed on polished Cu holder to provide good heat sink in
the process of coherent emission generation.
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The effective excitation of bulk elastic waves (with fre-
quency of 10 MHz) has been implemented and significant fre-
quency modulation under ultrasonic deformation in the struc-
tures is detected. The researches on optimization and the effi-
ciency increase of processes continue.
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Abstract. We report on ridge-waveguide diode lasers with multiply-stacked arrays of self-organized InGaAs/GaAs quantum
dots having intentional inhomogeneous broadening of energy levels. The lasers demonstrate room temperature lasing spectra
as broad as 70–75 nm in the∼1.2−1.28 µm wavelength interval with an average spectral power density of >10 mW/nm.
This combination of parameters makes such a laser useful as an optical source for various applications in sensing, optical
communication, imaging, and diagnostic systems compatible with silica fibers and silicon-based planar waveguides.

Introduction

An optical source having broad emission spectrum and high
spectral power density is needed for various purposes, such
as optical spectroscopy and optical coherence tomography. In
this respect a broadband laser is evidently preferable to a su-
perluminescent LED because of a higher efficiency. Although
a diode laser is usually characterized by a narrow spectrum of
emission, Sugawara et al have reported on an emission over
a range of 50–60 meV at 80 K in a laser with self-organized
quantum dots (QDs) [1]. Recently, a possibility of achieving
unusually broad (15–21 nm) spectra has been demonstrated in
QD lasers at room temperature [2,3]. However the bandwidth
and/or the spectral power density were insufficient for a prac-
tical use. In this work, we report on a QD laser capable of
emitting an extremely broadband (75 nm) spectrum at a very
high-power level of 750 mW. This combination of parameters,
as well as sufficiently long wavelengths (>1.2 µm), makes
such lasers potentially useful as an optical source for various
applications being compatible with silica fibers and SiGe/Si
planar waveguides.

1. Experiment

Two AlGaAs laser structures were grown by molecular-beam
epitaxy on n+-doped GaAs (100) substrates. A laser active
region represents several planes of InAs/InGaAs QDs formed
using a method described in [4]. Laser structure A comprises
seven equivalent planes of QDs. Laser structure B comprises
three groups each comprising three QD planes whereas the
thickness of the InGaAs covering layers was slightly different
between the groups (1.5, 3 and 4 nm), such that the QD optical
transitions were additionally broadened. A ridge-waveguide
structure was fabricated using a standard process. Few-mm-
long Fabry–Perot lasers defined by as-cleaved facets were p-
side up mounted on heatsinks and tested at 25 ◦C under pulsed
excitation. A threshold current of 34–50 mA and a slope effi-
ciency of 0.24–0.4 W/A (both facets) were revealed depending
on the resonator length. Far-field patterns confirmed a single-
spatial-mode operation.

2. Results

Fig. 1(a) shows experimental lasing spectra taken from the laser
structure A at different currents. The corresponding spectral
full width at half maximum (FWHM) is shown in Fig. 2 as a
function of current (open circles). An average spectral power
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Fig. 1. Lasing spectra in a semi-logarithmic scale taken 25 ◦C at
under various current levels for laser structure A (a) and B (b).

density, ρ, estimated as a ratio of the total output power of the
laser to the FWHM is shown as well with open squares. At
the lowest curren,t the spectrum is centered at 1.27 µm which
corresponds to the peak wavelength of the ground-state (GS)
optical transition as determined from the low-excitation elec-
troluminescence spectroscopy. As the current increases, the
FWHM becomes progressively broader reaching 26.5 nm for
the spectrum taken at 0.8 A. The lasing spectrum mainly occu-
pies the GS spectral band (marked as “GS” in Fig. 1). How-
ever, an additional shorter-wavelength band appears around
∼1.22 µm, which corresponds to the excited state (“ES”) QD
transition. As the current increases further, the ES band pre-
dominantly increases, whereas the GS band (its intensity and
FWHM) remains essentially unchanged. Because the ES band
is well separated from the GS band in the laser structure A,
the spectrum has two distinguished maxima with pronounced
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Fig. 2. The spectral bandwidth (FWHM) of the lasing spectra (cir-
cles) and the average spectral power density (squares) as a function
of pump current for the laser structureA (open symbols) and B (solid
symbols).

intensity suppression between them. Such a spectrum is very
inconvenient in practical use.

Fig. 1(b) shows an evolution of the laser spectrum taken
from the laser structure B. The corresponding spectral band-
widths (FWHM) and average spectral power density (ρ) are
shown in Fig. 2 against pump current (solid symbols). Simi-
lar to the previously discussed structure, increase of the pump
current to 0.5 A results in spectral expansion of the GS band.
Starting from the pump current of 1 A a contribution of the
ES optical transition at ∼1.22 µm becomes apparent. Fur-
ther broadening of the spectrum with increasing current is due
mainly to progressive increase of intensity of the ES spectral
band and its expansion to shorter wavelength.

A peculiarity of the laser structure B in that the GS band and
the ES bands appreciably overlap. The FWHM demonstrate
progressive broadening with increasing current. The average
spectral power density exceeds 10 mW/nm in a wide range of
operation conditions (I > 0.1 A). The lasing spectrum reaches
its largest bandwidth, with the FWHM of 74.9 nm at current of
3.7 A. Under such condition, the laser’s emission spectrum fills
a wavelength interval of 1.2–1.28µm. To our best knowledge,
this is the broadest spectrum of laser emission ever reported for
a semiconductor diode laser of any kind. The corresponding
optical power is 750 mW (both facets). As it is seen in Fig. 2,
the spectrum is nearly flat-topped; variation of the spectral
power density within the central part of the spectrum is less
than 4.5 dB.

3. Discussion and conclusion

The reason of a spectrum broadening effect in a QD laser is a
relatively low rate of QD states refilling process resulting in a
lack of carriers at the electronic states involved in lasing. As a
result, more modes are excited at elevated pump levels. At still
higher currents, simultaneous lasing at two energy levels of
QDs becomes apparent [5,6]. However in most cases a signifi-
cant separation between the GS and ES bands prevents further
broadening of lasing spectra. In particular case of the laser
structure B the broadening of the GS lasing band was inten-
tionally enhanced such that the GS and the ES bands noticeably
overlap. This was achieved by means of properly chosen dif-
ference in growth conditions of the three QD groups in the laser

active region. Moreover, the intensities of these spectral bands
becomes well comparable at certain pump current (3.7 A). This
results in nearly flat-topped and widely spread spectrum.

In conclusion, we demonstrated the room temperature op-
eration of the QD laser in the 1.2–1.28µm wavelength interval
with a broadband spectrum (FWHM as larger as 74.9 nm) and a
high spectral power density (>10 mW/nm). With further opti-
mization of intentional inhomogeneous broadening and overlap
of the optical transitions, more uniform spectral distribution of
the laser’s power over a broad emission band is feasible.
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Can a dc voltage proportional to the persistent current
be observed on segment of asymmetric mesoscopic loop?
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Abstract. In order to clear up a question on possibility of a dc voltage proportional to the persistent current in normal metal
and semiconductor mesoscopic loops conjectural causes of this phenomenon observed in superconductor loops is
investigated.

Introduction

I. O. Kulik had shown in theory 1970 that the persistent current
can be observed both in normal state of superconductor at T >
Tc [1] and in non-superconductor mesoscopic structures [2].
An experimental evidence of the persistent current in the fluc-
tuation region of superconductor at T ≥ Tc was obtained as far
back as 1962 [3], before the theory [1]. According to the uni-
versally recognized explanation [4] the resistance oscillation in
magnetic field(R(,/,0) ∝ (Tc(,/,0) of superconducting
cylinder [3] or loop [5] is a consequence of the persistent cur-
rent oscillations Ip(,/,0). The Little–Parks oscillations of
the loop critical temperature (Tc(,/,0) [3–6] are observed
since the velocity circulation

∮
l
dlvs=(1/m)(n2πh̄+ 2e,) =

(2πh̄/m)(n + ,/,0) can not be equal zero at the magnetic
flux , inside the loop (or cylinder) not divisible by the flux
quantum,0 = πh̄/2e,, �= n,0, because of the quantization∮
l
dlp = ∮

l
dl(mvs + 2eA) = m ∮

l
dlvs + 2e, = n2πh̄.

The persistent current has measurable value in real super-
conducting loop even at T ≥ Tc. For example, according
to the experimental data presented in [5] the amplitude of
the persistent current, Ip,A = |Ip| at , = (n + 0.5),0, of
a square loop with a size 1 × 1 µm and wire section s =
w × d = 0.15 × 0.025 µm ≈ 0.004 µm2 is equal approxi-
mately Ip,A ≈ 0.2 µA at the midpoint of the resistive super-
conducting transition T ≈ Tc. This value is much larger than
a current of two electrons I2e = 2evs/ l ≈ 10−11 A at the
velocity |vs | = (2πh̄/ml)(0.5) ≈ 100 m/c permitted in this
loop with the perimeter l = 4 µm at , = (n + 0.5),0 since
superconducting pairs, as condensed bosons, have the same
velocity and therefore Ip = sjp = s2ensvs . The average fluc-
tuation density of superconducting pairs ns = Ip/s2evs =
Ip/s2evs ≈ 3 × 1024 m−3 in the Al loop [5] at T ≈ Tc

corresponds to ≈ 10−5 of the total density of electron pairs
in aluminum. The great number of pairs in the loop, Ns =
slns ≈ 105 at T ≈ Tc, explains why the persistent cur-
rent can be observed even in the fluctuation region, in spite
of the great size l in comparison with the one of atom or-
bit: the energy difference between adjacent permitted states
En+1 − En ≈ Ns2π2h̄2/ml2 ≈ kB1000 K � kBTc whereas
for single electron En+1 − En ≈ 2π2h̄2/ml2 < kB0.1 K [7].

The persistent current is much weaker and it can be ob-
served only at very low temperature in non-superconductor
loop since 2π2h̄2/ml2 < kB0.1 K for a real size l. Therefore
first attempts to observe this quantum phenomenon in normal
metal [8] and semiconductor [9] loops were made 20 years
later its prediction [2] and 28 years later its observation in su-

perconductor at T ≥ Tc [3]. The typical amplitude of the
persistent current oscillations measured on Cu [8], Au [10,11],
GaAlAs/GaAs [9,12–14], Ag [15] mesoscopic loops estimated
to be of the order of 10−10 A. In order to increase the magnetic
response from this weak current systems with great number
of loops, 105 [12,14,15] and even 107 [8] were used. Quite
enough response could be observed in a system with such num-
ber of asymmetric loops if an analogy with conventional cir-
cular current is valid.

1. Analogy with conventional circular current

It is well known that a potential differenceV = (Rls−Rlls/ l)I
is observed on a segment ls (with a resistance Rls) of an asym-
metric conventional metal loop l (with a resistance Rl) when
a circular current I = ∮

l
dlE/Rl is induced by the Fara-

day’s voltage
∮
l
dlE = −d,/dt . It was found experimen-

tally [16,17] that there is an analogy between this conventional
current and the persisent current in superconductor loop in spite
of the Faraday’s voltage absenced,/dt = 0 in the second case.
The observations of the quantum oscillations of the dc poten-
tial difference Vdc(,/,0) ∝ Ip(,/,0) on asymmetric alu-
minum rings at T ≈ Tc [16] and T < Tc [17] raise a question
about possibility of like phenomenon in asymmetric normal
metal and semiconductor mesoscopic loops with Ip(,/,0). It
was proved experimentally [17] that the Vdc(,/,0) amplitude
increases with number of asymmetric superconductor loops
connected in series. The measurable Vdc(,/,0) oscillations
with the amplitude up to 1 µV could be expected on a system
of 105 loops with Ip,A ≈ 10−10 A and resistance asymme-
try (Rls − Rlls/ l) ≈ 0.1 
 if the analogy with conventional
circular current is valid.

Possibility of this analogy for the persistent current in nor-
mal metal and semiconductor loops seems paradoxical. But
the observations [3–6, 8–17] of the dc circular current Ip �= 0
in loops with non-zero resistance R > 0 and without the Fara-
day’s voltaged,/dt = 0 is already incomprehensible paradox.
The statement [18] that the existence of a finite Ohmic resis-
tance for a phase coherence sample is not paradoxical when
one properly takes into account the influence of the measur-
ing leads is disproved with simultaneous observations Ip �= 0
and R > 0 of loops with leads made in numerous works [3–
6,16,17]. The Vdc(,/,0) oscillations were already observed
in superconductor loops [16,17]. In order to clear up a ques-
tion on possibility this phenomenon in normal metal and semi-
conductor loops its cause in superconductor loops should be
investigated comprehensively.
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Fig. 2. The quantum oscillations of the dc potential difference
V (,/,0) induced by the ac current with frequency f = 40 kHz
and amplitude I0 = 3 µA on system of 18 asymmetric Al loops near
superconducting transition T ≈ 0.996Tc where the hysteresis of the
current-voltage curves is absent, see Fig. 1.

2. Conjectural causes of the quantum oscillations
Vdc(,/,0) observed in superconducting loops

We have shown in [19] that the rectification of ac current ob-
served at T < 0.99Tc is consequence of the critical current
anisotropy of asymmetric superconducting loops. The current-
voltage curves (CVC) in this temperature region have a hys-
teresis and sharp transition in the resistance state at Ic+ or Ic−,
Fig. 1. We have found that the value of the critical current
depends on direction of its measurement Ic+ �= Ic− and that
the sign and value of this anisotropy Ic,an = Ic+ − Ic− are pe-
riodical function of magnetic flux Ic,an(,/,0) [19]. Although
the cause of the anisotropy Ic,an(,/,0) is very strange [20]
the CVC and the proportionality Vdc(,/,0) ∝ −Ic,an(,/,0)

[19] allow to explain the dc voltage Vdc(,/,0) observed at
T < 0.99Tc as a result of the transition in the normal state of
the whole loop at different values Ic+ and Ic−. This case is not
useful for the clearing up of the question on theVdc(,/,0)pos-
sibility in normal metal and semiconductor mesoscopic loops.

More useful may be our results obtained at T > 0.99 Tc
where the CVC are smooth and reversible, Fig. 1. The voltage
observed at Ip �= 0 and R < Rn can be reversible only if the
loop is switched between superconducting states with differ-
ent connectivity of wave function. Because of such switching
induced by thermal fluctuations the persistent current Ip �= 0
can be observed at R > 0 [7]. The break of the wave function
describing superconducting state in loop segments is similar

to electron scattering in mesoscopic loop with the persistent
current. Therefore the observation of the quantum oscillations
Vdc(,/,0) in superconducting loop at T > 0.99 Tc, Fig. 2,
allow to expect that such quantum oscillations can be observed
also in normal metal and semiconductor mesoscopic loops. It
is no coincidence that I. O. Kulik made the works [1,2] on su-
perconductor and non-superconductor mesoscopic structures
in the same year. The persistent current has the same cause
in the both cases. Therefore the results of the investigations
of the Vdc(,/,0) oscillations in superconductor loop can give
an information about possibility this phenomenon in normal
metal and semiconductor loops.
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The quantum challenge on mesoscopic level
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Abstract. Most experts reject the quantum potential introduced by David Bohm in 1952. But it is impossible to describe
some quantum mesoscopic phenomena observed in nanostructures without a quantum force.

Introduction

The Lecture by one of the Nobel Prize winners presented at the
Eighth International Symposium “Frontiers of Fundamental
Physics” [1] called “What is Quantum Mechanics? ” This ques-
tion may seem strange for many scientists who studied and used
formalism of quantum mechanics. We can describe numerous
phenomena of atomic physics, solid state physics, mesoscopic
physics and many others using the so-called Copenhagen for-
malism. But experts understand that quantum mechanics not
yet based on a generally accepted conceptual foundation [2].
Albert Einstein has always regarded the Copenhagen interpre-
tation of the quantum theory as incomplete and has always
believed that, even at the quantum level, there must exist pre-
cisely definable variables determining the actual behavior of
each individual system. This point of view known as “realism”
is the basis of hidden-variable theories [3]. Bell’s theorem [5],
and the experiments [6] based on it, have provided convincing
evidence that a local hidden-variable theory will never be able
to account for the full rang of quantum phenomena. But the
very first hidden-variable theory proposed by David Bohm in
1952 [4] was radically nonlocal. In order to save the princi-
ple of realism he must conclude that nonlocality can be real.
The assumption on a real nonlocality seems so strange that
most experts prefer to renounce realism [3]. Nevertheless one
should not reject without hesitation the nonlocal quantum po-
tential introduced by Bohm [4]. The well known Aharonov–
Bohm effect [7] can bear a relation to this problem [8]. The
nonlocal momentum transfer [9] observed in the Aharonov–
Bohm double-slit experiment can be interpreted in terms of
complementarity [3]. But such interpretation can be not pos-
sible in some cases of the Aharonov–Bohm effect observed in
nanostructures. This problem is urgent because of numerous
Aharonov–Bohm phenomena observed in semiconductor [10],
normal metal [11] and superconductor [12] mesoscopic sys-
tems.

1. Quantum force

The Bohm’s theory is based on the Schrodinger equation.
Bohm has divided it into two, one for the amplitude |*| of
wave function * = |*| exp iϕ and the other for the phase
ϕ [4]. When the wave function describes a probability, as for
example in the double-slit experiment, it is enough easy to
reject the Bohm’s quantum potential, inadmissible for most
experts, and to repudiate realism. But this renunciation of re-
alism can be impossible when the wave function describing a
density, for example superconducting pairs. There is an exper-
imental challenge to the Copenhagen interpretation connected
with observations of the persistent current Ip �= 0 in semi-
conductor [13], normal metal [11] and superconductor [14]

1 µm

I I Iu ex d= , = 0

I Iu ex= /2Id =

Iu

Id

Iex Iex

IexIex

Iex

qE R > 0, = 0Id F = 0

Fig. 1. Example of momentum change induced by switching be-
tween states with different connectivity of the wave function.

rings with non-zero resistance Rl > 0. According to classical
physics a circular direct current I is possible at Rl > 0 only
at a non-zero Faraday’s voltage d,/dt �= 0 when the force
balance IRl = −d,/dt takes place. The observations Ip �= 0
at Rl > 0 and d,/dt = 0 violate this balance. In order to
restore it a quantum force was introduced in [15].

The quantum force introduced in [15] describes a change of
momentump and velocity vs of superconducting pairs because
of the Bohr’s quantization

∮
l
dlp = ∮

l
dlh̄ ϕ = ∮

l
dl(mvs +

qA) = m
∮
l
dlv + q, = n2πh̄ at closing of wave func-

tion: vs = 0 and
∮
l
dlp = q, at unclosed wave function

whereas
∮
l
dlp = n2πh̄ and

∮
l
dlv = (1/m)(n2πh̄ − q,) =

(2πh̄/m)(n−,/,0) at closed wave function. ,0 = 2πh̄/q =
πh̄/e is the flux quantum; q = 2e is the charge of supercon-
ducting pair. The necessity of the quantum force is obvious
from the example shown on Fig. 1. The external current Iex
flows on the top semi-ring of the superconducting loop, Iu =
Iex, Id = 0, when a segment of the lower one in the normal
state with a resistanceR > 0. But the currents should be equal
in the both semi-rings, Iu = Iex/2, Id = Iex/2, because of the
Bohr’s quantization

∮
l
dlv = luvu − ldvd ∝ (n−,/,0) = 0

after switching of this segment into superconducting state. This
change of the current values occurs without any electric field
and it could not occur in an ideal conductor at switching from
R > 0 to R = 0.

2. Intrinsic breach of symmetry

There is an important difference between atomic and meso-
scopic levels [16]: it is impossible to realize the switching
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Fig. 2. Aluminum asymmetric loop with radius 2 µm and the quan-
tum oscillations of the dc potential difference V (,/,0) observed
on such loop.

between states with different connectivity of the wave func-
tion on the atomic level whereas it is possible in real meso-
scopic structures. A potential difference with a dc component
Vdc = LωIex/2 should be observed both on top and lower semi-
rings when a segment only in the lower semi-ring, Fig. 1, is
switched with a frequencyω < R/L between superconducting
and normal state with R > 0. L is the semi-ring inductance.
The dc potential difference Vdc = LωIp(,/,0) can be ob-
served [17] also without any dc external current because of the
persistent current Ip, the value and sign of which is periodical
function of magnetic flux , inside the ring with period equal
the flux quantum ,0. Such quantum oscillations of the dc volt-
age Vdc(,/,0) ∝ Ip(,/,0) were observed on segments of
asymmetric aluminum ring [12]. The periodical change of the
dc electric field E(,/,0) = − V (,/,0) direction with the
scalar value, observed in this experiment gives experimental
evidence of intrinsic breach of right-left symmetry [18].

This result has fundamental importance and should be con-
nected with the necessity of the quantum force. There was a
logical difficulty in the Bohr’s model until electron considered
as a particle having a velocity since it was impossible to answer
on the question: “What direction has this velocity?” The uncer-
tainty relation and the wave quantum mechanics have overcame
this difficulty. Albert Einstein considered it as weakness: The
weakness of the theory lies …in the fact, that it leaves time and
direction of the elementary process to “chance” (the citation
from [2]). Thanks to this “weakness” the Bohr’s quantization
does not violate symmetry between opposite directions on the
atomic level. But we see experimental evidence of the intrin-
sic breach of symmetry because of the Bohr’s quantization in
nanostructures.
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Plasmon-assisted magnetophotonic crystals
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Abstract. Magneto-optical Kerr effect in 2D magnetophotonic crystals (slabs) formed from the array of nickel nanorods is
considered. It is shown that Kerr angle increase is achieved at the certain wavelength and angle of incidence corresponding
to the Wood’s anomaly when first order of diffraction lies close to the surface of nickel array. This enhancement is shown to
be accompanied by weakening of reflected light intensity in the zeroth order of diffraction. It is observed at p-polarization of
incident light which indicates on the plasmonic nature of the effect. The experimental results are proved by numerical
calculations.

Introduction

Periodically structured dielectric elements with magnetic prop-
erties at the nanometer scale, called magnetophotonic crystals,
have been in the focus of attention within the latest few years
due to the unique abilities of light propagation control they pro-
vide. One-dimensional magnetophotonic crystals have been
studied thoroughly and the results have been reported in sev-
eral works [1,2]. In such structures significant Faraday angles
are achieved practically without weakening of the transmitted
light.

In dielectric structures magneto-optical effects are limited
by low magneto-optical response of dielectrics in comparison
with metals, at the same time, metals possess large absorption.
However magneto-optical response can be efficiently enhanced
in metal structures by taking into consideration periodic struc-
tures [3]. In such structures due to modified dispersion proper-
ties for surface plasmon-polaritons (SPP) on the periodic sur-
face, they can be excited by the incident wave. It occurs due
to lateral wave-vector matching conditions on the metallic sur-
face of incident wave-vector, SPP wave-vector and vector of
reciprocal lattice.

In the present work, enhancement in Kerr spectra of 2D
array of nickel nanorods is studied. Nickel demonstrates sig-
nificant magneto-optical response and it seems to be rather
attractive for such studies. At the same time it possesses huge
absorption at optical frequencies that is why magneto-optical
effects dealing with transmitted light are expected to be practi-
cally vanished. Summing it all up one can conclude that Kerr
geometry is the most efficient in this case.

1. Experiment

Studied sample represents itself a 2D array of nickel discs
placed on 500-micron-thick nickel foil. Such array has hexag-
onal spatial arrangement, the hight of each disc is h � 50 nm,
diameter is d � 200 nm and the distance between centers of
neighbor discs is l � 400 nm. The FESEM image of the sur-
face of experimental sample is shown in Fig. 1. Such structure
is called plasmon assisted magnetophotonic crystal.

In specular reflection spectra (zeroth order of diffraction)
the reflected intensity is one-half weakened in the case of
k-matching conditions. It can be called Wood’s anomaly and
corresponds to SPP excitation: a part of radiation is reradiated
in specular peak and another part is needed for SPP excitation
which leads to reflected intensity weakening. Experimental
spectra for various angles of incidence are shown in Fig. 2. Cal-

d = 200 nm

l = 400 nm

h = 50 nm

(a) (b)

Fig. 1. (a) FESEM image of experimantal sample, (b) Sketch of
experimental sample.
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Fig. 2. Experimental results of spectral dependencies of reflected
intensity at various angles of incidence.

culations show that in the presence of magnetic field applied
in longitudinal Kerr effect configuration makes right and left
circular polarized waves be unequal and leads to polarization
plane rotation [4]. It was proved experimentally by measur-
ing Kerr angle in the specular reflected diffraction maximum.
Saturation magnetic field applied to the sample was 4 kOe.
The peak of Kerr angle being correlated with peculiarity in
reflectance spectrum corresponds to the SPP excitation con-
ditions (Fig. 3a). Experimental results show nearly 2 times
enhancement of Kerr angle for various angles of incidence
(Fig. 3b).

2. Discussion

The experimental results described above vividly prove the abil-
ity of SPP excitation on nanostructured nickel surface, forming
2D magnetophotonic crystal. Due to significant absorption in
nickel SPP excited on its surface can be called induced SPP.
Despite large optical absorption of nickel the effects studied in
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Fig. 3. (a) MOK at various angles of incidence, (b) correlation in
spectrum between Kerr angle (circles, left axis) and reflected light
intensity (solid line, right axis) in zeroth order of diffraction (specular
reflection).

the present work are undoubtedly connected with SPP.
Firstly, dramatic difference between s- and p-polarization

is observed. Only in the case of p-polarization nearly 2 times
weakening in specular reflection is experimentally demonstra-
ted. Some part of electromagnetic energy of incident radiation
is needed for inducing SPP, it leads to weakening of reflected
light intensity. In the case of s-polarized incident light no pe-
culiarities in reflectance spectrum is observed. It is connected
with s-polarization restriction for SPP occurred due to bound-
ary conditions on the metallic surface. No SPP is excited in this
case and no weakening in reflected light intensity is observed.

Secondly, the effects described above take place at every
angle of incidence at the corresponding wavelength. Wave-
length and angle of incidence are connected by k-matching
conditions of lateral component of incident wave vector, SPP
wave-vector and vector of reciprocal lattice. Such behavior in-
dicates on plasmon excitation due to SPP dispersion properties
modified by periodic conditions.

Phenomenological description of Kerr effect enhancement
can be given in the following way. Due to s-polarization re-
striction for SPP s-component appeared due to traditional Kerr
effect is immediately radiated, in contrast, some part of p-
component is transformed in SPP. It leads to Kerr effect en-
hancement as Kerr angle can be approximately assumed to be
equal to ratio of amplitudes of s- and p-component reflected
light.

3. Conclusion

Wood’s anomaly is experimentally observed in 2D plasmon-
assisted nickel magnetophotonic crystals. It is shown to be
polarization-dependent and appears at any angle of incidence
in the range between 10◦ and 70◦. Wavelength corresponding
to this spectrum peculiarity satisfies k-matching conditions for
lateral component of incident wave, SPP wave vector and vec-
tor of reciprocal lattice. All it vividly indicates SPP inducing
on the metal surface of the sample. Magneto-optical Kerr ef-
fect measurements also prove SPP excitation. Experimental
results are in good agreement with numerical calculations.
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Optical modes in semiconductor microtube ring resonators
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Using sophisticated MBE growth and etching technique it is
possible to fabricate microoptical resonators with semicon-
ductors, like Bragg reflector based microcavities, microdisk
or photonic-crystal microcavities, which are interesting sys-
tems for lasers, quantum computing or cavity quantum elec-
trodynamics. We have fabricated self-supporting microtubes
starting from MBE grown strained bilayers. By underetching a
sacrificial layer the bilayer rolls up producing a 5 µm diameter
microroll with 200 nm walls. These walls guide light and act
as an optical ring resonator. We probe the optical modes by
the photoluminescence of self assembled InAs quantum dots
imbedded in the tube wall. We find a series of sharp modes
indicating Q-factors up to 3000.

I will further address arrays of semiconductor microdisks
which have been prepared by holographic lithography and
which support whispering gallery modes.
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Opals versus Langmuir–Blodgett colloidal crystals —
three-dimensional ensembles with different photonic
bandgap dimensionality
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Abstract. The optical transmission of self-assembled opals and Langmuir–Blodgett assembled colloidal crystals has been
compared. Elimination of zero order diffraction resonances from all but growth planes, and broadening and deepening of
the remaining resonance have been observed. The transmission minima in LB crystals at shorter wavelengths have been
identified as losses due to excitation of eigenmodes in a sphere monolayer. Similar minima in transmission of thin opal films
have been explained as the surface effect.

Introduction

Colloidal crystals are proved to be suitable model materials
to study the photonic energy band structure (PBG) in three-
dimensional (3D) lattices. The energetically favorable face-
centered cubic (fcc) symmetry dominates the self-assembled
colloidal crystal lattices leading to the opal formation. Among
alternative techniques, the Langmuir–Blodgett (LB) method
[1,2] is arguably the one, which possesses a prospect for large-
scale implementation. LB crystals are stacks of monolayers
of pre-packed 2D colloidal crystals. The LB approach has
a distinct advantage over other methods of assembly, where
either only few monolayers are required or a low symmetry of
PBG is needed.

In order toevaluate the pros and contras of LB colloidal en-
sembles as potential photonic crystals (PhCs), it is instructive
to compare their optical properties with that of opals. Recently
we demonstrated that LB crystals can be described as (2+1)D
PhCs [3]. This approach allows the separation of the PBG
spectral range into two parts, λ ≤ 2D, where D is the diam-
eter of spheres, and λ ≈ D. Here we report the comparative
analysis of the anisotropy of light propagation in opals and LB
crystals.

1. Experimental

Silica spheres of D = 250 and 519 nm were made hydropho-
bic using 3-(trimethoxysilyl)propyl methacrylate. Opals were
prepared from these spheres by controlled evaporation of an
ethanol solution on a glass substrate. LB crystals were de-
posited on a glass substrate from doubly distilled deionized
water subphase [4]. First, monolayers of hexagonally packed
spheres were compressed on a water surface and, then, they
were transferred onto a glass substrate. The LB film studied
was 10 and 20 monolayer thick and the thickness of opal film
was made nearly equal to this in order to facilitate the compar-
ison.

Angle-resolved transmission spectra were acquired at dif-
ferent angles of incidence, θ , with respect to the film normal.
A 1 mm in diameter beam of linearly polarised white light
from a tungsten halogen lamp was used. The transmitted light
was collected from a solid angle of 2◦ and passed through a
quarter-wavelength plate before detecting.

2. Results and discussion

Transmission spectra of opal and LB crystals (Fig. 1) show
(i) similar transparency, (ii) different structure of diffraction
resonances, (iii) the same angle dispersion of similar minima
branches, (iv) broader and deeper transmission minima in LB
crystals, (v) similarity of polarisation anisotropy, (vi) stronger
transmission decay with decreasing wavelength in LB crystals.

In the LB crystal only one branch of the diffraction reso-
nance was observed. This occurs due to random lateral dis-
placement of monolayers in a stack. The interplane spacing
in LB crystal exceeds that of opal assembled from the same
beads (Figs. 2,3). Thus, LB crystal properties in the wave-
length range λ ≤ 2D are those of the Bragg mirror. The
polarisation anisotropy in LB crystal approaches its maximum
at the Brewster angle (θB ≈ 53 ◦), whereas in the opal it occurs
at the wavelength of the multiple-wave diffraction (θ ≈ 45 ◦).

The width of the transmission minimum in the LB crys-
tal exceeds that in opal in both polarizations due to smaller
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Fig. 1. Transmission spectra of the opal (a), (b) and the LB crystal (c),
(d) in s- (a), (c) and p- (b), (d) polarised light in the range λ ≤ 2D.
D = 250 nm.
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Fig. 3. Schematics of opal and LB crystal lattice.

volume fraction of dielectric in its lattice (Fig. 4). Whether
this broadening is enhanced by stronger light localization in
partly disordered lattice, similar to the quasi-crystals, remains
a matter of modeling.

Transmission spectra in the range λ ≈ D (Fig. 5) bear sim-
ilar motif in opals and LB crystals. The transparency of the
samples and the angle dispersion of main minima suggest the
similar mechanism behind this behaviour. The transmission
spectra of a single monolayer are similar to that of LB stack of
10 sphere monolayers. This suggests that in the range λ ≈ D
the transmission minima occur due to excitation of TE and TM
modes propagating in a monolayer, which is effectively a 2D
PhC [5]. In the first approximation, these modes in each mono-
layer are independent from that in other monolayers, since the
total attenuation in the transmission minimum increases lin-
early with the number of monolayers. Surprisingly, the same
features survive in an opal. This is a boundary effect, which
should be taken into account, when opal spectra are interpreted
on a basis of calculations made for infinitely large structure.
Thus TE and TM type modes, which propagate along the sur-
face of the opal film, contribute strongly to the transmission of
a 3D PhC. The 3D ordering leads to splitting of 2D modes by
the interplane interaction.
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Fig. 5. Transmission spectra of the LB crystal (a), (b) and the opal (c),
(d) in s- (a), (c) and p- (b), (d) polarised light in the range λ ≈ D.
D = 519 nm.

3. Summary

Comparative studies of optical transmission in 3D colloidal en-
sembles of different topology revealed the essential difference
of related PBG structures. Eliminating the correlation between
sphere monolayers in LB crystals reduces the total PBG dimen-
sionality due to separation of the 1D and 2D components. In
the case of PhCs based on thin opal films, the 2D component is
also present that generates more spectral features then expected
for opal of infinitely large size.
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Abstract. We study radiation damping of localized surface plasmon modes in a plasmonic lattice. It is shown that the
spectral interference between the supported super- and subradiant modes results in characteristic line shape modifications
which are directly controlled by the chosen lattice geometry. Metallic structures with symmetrical as well as asymmetrical
unit cells are analyzed. The presented fundamental physical effects allow a broad range of applications including the design
of novel metamaterials, filters and sensors.

Introduction

Metal nanostructures supporting localized surface plasmon po-
lariton modes (i.e., so-called particle plasmons) play a crucial
role in several emerging fields of nanoscience, where their re-
markable optical properties are currently the subject of consid-
erable research efforts. When illuminated at their resonance
frequency, such nanostructures produce extremely strong and
confined optical fields, which can be used to alter light-matter
interactions on the nanoscale. Prominent phenomena such as
surface-enhanced Raman scattering [1], waveguide-plasmon
polariton formation [2], or magnetic activity at optical frequen-
cies [3] have been widely discussed. Furthermore, the design
of so-called nanometer-scale dipole antennas has attracted re-
cent interest. Their specific design, which is generally based on
particle dimers, allows efficient interconversion of propagating
light and localized, enhanced fields [4]. However, whereas the
near-field coupling [5] and the induced local field enhance-
ment [6] of various dimer structures has been extensively an-
alyzed, only few studies on radiation damping phenomena in
such structures can be found [7]. In general, radiation damp-
ing can be controlled by coherent coupling of the bare dimer
modes. Similar to their well-known semiconductor equiva-
lents [8, 9], radiative coupling in a well designed plasmonic
system should result in the formation of super- and subradiant
states [10].

The aim of the work is to investigate the formation of collec-
tive states in a suitable plasmonic model system. In particular,
it is shown how the interplay between super- and subradiant
modes in a plasmonic lattice is controlled by simply tuning the
geometrical properties of the ensemble. Integration of such
plasmonic nanostructures will allow a broad range of applica-
tions including novel metamaterials, filters, and sensors.

1. One-dimensional plasmonic lattice

The numerically analyzed one-dimensional plasmonic model
system is schematically displayed in Fig. 1. The bare plas-
monic crystal in panel (a) consist of a regular gold nanowire ar-
ray with an individual wire cross-section of 100×15 nm2. The
considered structure can be interpreted in terms of a so-called
plasmonic superlattice [11]. In contrast to a simple grating
with a single wire per unit cell, the superlattice unit cell is now
composed of a set of 2 wires. The supercell period is specified
by dx , while ds describes the lateral wire displacement within
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Fig. 1. Sketch of the investigated gold nanowire structure. In a
first step, the perfect grating structure (a) is modified by shifting each
second wire of the array (b). The obtained vertical wire separation is
specified by Lsp. In a second step, an additional lateral displacement
of the upward shifted wires is introduced (c) to implement a lattice
with asymmetrical unit cell.

the individual supercell. In a first step [see panel (b) of Fig. 1],
periodic defects are introduced by shifting vertically one of the
supercell wires (i.e., each second wire of the lattice). In a sec-
ond step [see panel (c) of Fig. 1], a modification of the lateral
wire separation within the individual supercells is also consid-
ered. A plasmonic lattice with asymmetrical unit cell is hence
obtained. For the calculation of the optical response (trans-
mission, reflection, absorption) and of the characteristic elec-
tromagnetic field distributions, a scattering-matrix formalism
has been employed [12]. This numerical method is generally
well-suited for the study of a periodically structured multilayer
medium and works without any fit parameters.

2. Fano-type interference

The induced modifications of the reflection and absorption
spectra are highlighted in Fig. 2. Exemplary, numerical re-
sults are shown for three fundamental wire arrangements. The
spectra of a regular lattice (dx = 400 nm, ds = 200 nm) are
shown in panel (a). The corresponding spectra for lattice ge-
ometries with Lsp = 10 nm and Lsp = 30 nm (dx = 400 nm,
ds = 200 nm) are displayed in panels (b) and (c). In contrast to
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Fig. 2. Calculated reflection (solid lines) and absorption spectra
(shaded areas) for TM polarization and normal light incidence. The
spectra of a regular grating (dx = 400 nm, ds = 200 nm) are shown
in panel (a). The corresponding spectra for lattice geometries with
Lsp = 10 nm and Lsp = 30 nm (dx = 400 nm, ds = 200 nm) are
displayed in panels (b) and (c). Additionally, the reflection spectrum
of the perfect lattice is plotted as a reference (dashed lines).

the single localized surface plasmon resonance of a bare grating
layer, the vertical shift results in the excitation of two collective
surface plasmon modes. Compared to the recently discussed
optical response of grating-film structures [13], antisymmetric
(subradiant, spectrally narrow) and symmetric (superradiant,
spectrally broad) surface plasmon modes can be excited simul-
taneously. Their spectral interference leads to a characteristic
Fano-type line shape in the reflection spectra of the interacting
wire ensemble [14].

The situation changes dramatically when the lateral wire
separation within the supercell is also modified. The influence
of an asymmetrical unit cell on the optical response is illustrated
in Fig. 3. The calculated reflection and absorption spectra are
shown for structures with a constant period of dx = 400 nm and
a constant spacer thickness of Lsp = 30 nm. Only the vertical
wire separation is changed and structures with ds = 100 nm,
ds = 50 nm, and ds = 0 nm are compared. The displayed
spectra directly reflect the influence of an increased near-field
coupling between the wires of the supercell. The spectral po-
sition of the collective surface plasmon modes is altered due
to the modification of the effective restoring forces of the opti-
cally induced surface charges. The subradiant plasmon mode
of the wire ensemble is lowered in energy, while the superradi-
ant mode is blueshifted. Note that the considered asymmetrical
supercells changes the structure factor of the lattice. As impor-
tant result, a Wood anomaly appears as additional feature of
the reflection and absorption spectra [15].
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Fig. 3. Calculated reflection (solid lines) and absorption spec-
tra (shaded areas) for TM polarization and normal light incidence.
While the period dx = 400 nm and the spacer thicknessLsp = 30 nm
are kept constant, only the parameter ds is modified. Spectra for
grating structures with ds = 100 nm (a), ds = 50 nm (b), and
ds = 0 nm (c) are compared. Additionally, the reflection spectrum
of the perfect lattice (dx = 400 nm, ds = 200 nm) is plotted as a
reference (dashed lines).
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Hard excitation regime of polariton scattering in microcavities
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Abstract. We report a theoretical analysis of the polariton parametric scattering in semiconductor microcavities. The abrupt
jump of a driven cavity mode amplitude with a graduate increase of the laser pump intensity is shown to result in a drastic
redistribution of the parametric scattering pattern.

Introduction

Light-matter coupling in semiconductor nanostructures is a
quickly developing field of modern physics that has already
proved its high potential for both the fundamental science and
practical applications. A prominent example are semicon-
ductor microcavities with a strong resonant amplification of
the intra-cavity electromagnetic field. The coupling of this
electromagnetic resonance with, e.g., exciton resonance in the
cavity-embedded quantum well results in the formation of cav-
ity polaritons, provided the overall dephasing is smaller than
the coupling between the exciton and photon modes (so called
strong coupling regime).

The nonlinearities of the polariton system are mainly due
to the exciton-exciton interaction that is strongly increased at
frequencies close to the exciton resonance. The resulting non-
linear interaction of polaritons has been studied intensively in
the last decade and lot of interesting nonlinear phenomena have
been observed, including the blue shift of the lower polariton
branch and the stimulated scattering of cavity polaritons [1–3].
The latter is usually treated in a way similar to hyper-Raman
scattering in bulk semiconductors and an analog of the optical
parametrical oscillator model is often used for interpretation of
the experimental results [4–6].

In this contribution we address the important feature of non-
linear scattering in a driven 2D microcavity system that makes
it essentially different from the bulk parametric scattering. This
feature is the possibility of drastic changes of intra-cavity field
under negligibly small variations of the external laser inten-
sity, as has been shown recently in [8,9,7]. As a result, the
stimulated parametric scattering in a planar microcavity arises
through a hard excitation regime. An indirect consequence of
this drastic change — the fact that the scattered polariton signal
above the threshold of parametric scattering is always directed
perpendicular to the cavity plane — has been experimentally
discovered in [10] (see also in [8]) and later confirmed in [11].

Hard excitation of the parameric scattering

To illustrate the difference between the parametric scattering
in the bulk and in a planar microcavity, let us compare the
excitation by infinite external plane wave (this corresponds to
a broad enough laser beam). As it is well known, the plane
wave excited in a bulk semiconductor by external laser inci-
dent on a flat surface is characterized by the same frequency
and in-plane quasimomentum as the external wave. The third
quasimomentum component (normal to the surface) depends
on the semiconductor refractive index nonlinearity and changes
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Fig. 1. Hard excitation regime of polariton scattering. See expla-
nation in the text.

smoothly with the amplitude of the internal field, that, in turn,
is a smooth function of the external power except of a narrow
frequency range around the sharp exciton resonance [12].

On the other hand, in the case of a planar cavity, the wave-
vector component normal to the surface is fixed by the mirrors.
This means that the field inside the cavity is increased near the
specific resonance frequency for a given in-plane quasimomen-
tum. This resonant frequency also depends on the intensity of
the field inside the cavity and is usually blue shifted for larger
intensities. As a result the field inside the cavity is a sharp
function of both the frequency and external pump power.

In this work we extend our previous semi-classical approach
[8,9,7] to account for the two polarization states of the cavity
modes (TE and TM) and for the two spin states of the quantum
well excitons that can optically couple with the cavity modes.

The main results are summarized in the Figure.
Left panel shows the driven polariton density as a function

of linearly polarized external pump intensity. The solid lines
display the trajectory of a stable system under the slowly grow-
ing pump at quasimomentum kp = (kx, ky), kx ≈ 2 µm−1,
ky = 0. The two points of discontinuity are shown by square
markers. These points correspond to the high intensity bound-
ary of the polariton bi-stability area. The line marked by dots
shows the other possible stable driven states with predominant
circular polarization (either positive or negative) of the driven
polariton mode.

Right panel shows the distribution of the polariton incre-
ment, T(kx, ky) in the quasimomentum k-space, calculated at
two driven polariton densities shown by the square markers in
the left panel. The color-map of the plot is shown on the right.
Whereas in the low-density regime the scattered polariton in-
crement is maximum on an eight-shaped region (bottom right
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sub-panel), in the high-density regime it is centered around
ksignal � 0 for the signal and kidler � 2kp for the idler (top
right sub-panel).

The predominant scattering pattern in the system should
reveal these distributions of increments. For the high-den-
sity regime it was established experimentally in [10,11], and
for the low-density regime — in [13]. The transition from
the low-density to the high-density regime has been recently
demonstrated experimentally [14].
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Whispering-gallery modes in micro-disk cavities with InAs
quantum dots: near-field photoluminescence
spectroscopy imaging
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Abstract. The images of whispering-gallery modes (WGM) in high quality factor (∼ 104) AlGaAs micro-disks (radii
1–3µm) with InAs quantum dots have been resolved using near-field scanning photoluminescence spectroscopy technique.
The technique, allowing direct measurements of the azimuthal numbers (m) of WGMs, reveals anomaly spectral
dependence of m.

Introduction

Few micrometer diameter semiconductor discs are represent
whispering-gallery mode (WGM) [1] resonators. They can
provide quality factors (Q) up to ∼ 105 [2] and are promising
for low threshold micro-lasers [3]. Embedding of quantum dots
(QDs) in such high-Q micro-disks (MDs) cavities is promising
for single photon sources [4] and for studying cavity quantum
electrodynamics effects [5]. During last decade optical proper-
ties of such cavities were studied intensively. However, using
of high spatial resolution optical techniques, such as near-field
optical scanning microscopy (NSOM), which allows imaging
of optical field distributions in MDs is limited by few publica-
tions [6,7], which however did not provide enough resolution
to analyze WGM structures. The probing of the optical fields
in such small size cavities except interesting fundamental prob-
lem can be very important for designing of the devices based
on MDs.

In the present paper we studied the possibilities of detect-
ing optical fields related to WGM in 2–6 µm GaAs/AlGaAs
MDs with self-organized QDs emitting in 1.2–1.3µm using the
combination of NSOM and photoluminescence spectroscopy.

Experimental and calculation details

MDs studied in this work were prepared from two structures,
further denoted asA and B, with embedded self-organized InAs
quantum dots. For A(B) structures single QD layers with den-
sity 8(5)×1010 cm−2 were inserted in the waveguide consisting
of 170(195) nm thick GaAs(Al0.3Ga0.7As) layer and 20(40) nm
thick Al0.3Ga0.7As(Al0.56Ga0.44As) high-refractive index lay-
ers. The waveguide layer was grown on the top of the high Al
content (90–98%)AlGaAs layer having thickness 500 nm. The
emission spectra of the A(B) structures at intermediate excita-
tion level consist of the band with halfwidth∼60 nm centered at
∼1.3 (∼1.2) µm, related to the ground state transition of QDs.
Weaker bands separated by ∼100 nm and related to the exited
states transitions were also observed at shorter wavelengths.
From structureA MDs were prepared by optical lithography, re-
active ion etching (RIE) and by the oxidation ofAl0.98Ga0.02As
layer. Here we studied MDs having radii 2.7 and 3 µm. We
will denote them further as MDA.

The structures B was first wafer bonded to Si or GaN wafer
using spin-on-glass. Then after removal of GaAs substrate

and Al0.90Ga0.10As layer MDs, further denoted as MDB, were
fabricated using e-beam lithography and RIE.

Near-field photoluminescence (NPL) spectra were excited
using 488 nm emission from Ar laser and measured in collecti-
on-illumination mode with a 270 mm focal length spectrometer
and liquid nitrogen cooled InGaAs multi-channel detector. The
spectral resolution was 0.3–0.6 nm. For measuring emission
patterns we used the same spectrometer with nitrogen cooled
Ge-detector attached to second exit slit port. The spatial reso-
lution was ∼300 nm. Micro-PL spectra reveal quality factors
of the cavities up to ∼ 104.

For evaluation of mode parameters for ideal disks we used the
analytical method using conformal transformation and Wen-
tzel–Kramers–Brillouin approximation [8] with boundary con-
dition of first kind (field is equal zero at disc edge). Numer-
ical finite-difference-time-domain method, available commer-
cially, was used to account for effect of surface roughness
on WGM. The roughness was generated by dividing disk on
14 sections with small (2%) random deviations of radius, centre
and ellipticity. We found that MDA cavities can support only
TE modes, while MDB can support both TE and TM modes.

Results and discussion

Fig. 1 shows azimuthal numbers (m) versus resonance wave-
length (λm,n, where subscript n denotes radial number) and
selected magnetic field patterns for WGM predicted for our
MDA (R = 2 and 3 µm) and MDB (R = 1 and 2 µm) cav-
ities by analytical model for spectral range corresponding to
QD emission (1150–1400 nm for MDA and 1100–1300 nm
for MDB). The optical field for (m, n)-WGM has m maxima
along the circumference and nmaxima along the radius. Fig. 1
demonstrates trends expecting for ideal disk: decreasing m
with of the increase of 1/R, λ and n, together with the decreas-
ing of mode splitting ((λm,n) with R increase. The increasing
of the refractive index (on ∼ 0.03), for MDA cavity increases
λm,n on ∼ 40 nm. The TM modes have smaller λm,n then TE
modes. For R = 1 µm the shift is∼ 90 nm and for R = 2 µm
it is ∼ 30 nm. For TE modes and R = 1, 2 and 3 µm one
can expect have m ∼ 10, 25 and 37 for n = 1, and m ∼ 7, 20
and 34 for n = 2, respectively; the mode splitting between the
modes with the same n is expected to be ∼ 60, 30 and 20 nm,
and between n = 1 and n = 2 modes ∼ 20, 10, 5 nm, respec-
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Fig. 2. NPL spectra and 8 × 8µm mode images of micro-disk
cavities: (a) MDB R = 1µm, (b) MDB R = 2µm, (c) MDA
R = 2.7µm and (d) MDA R = 3µm.

tively. Neglecting the higher order radial modes one can expect
for 100 nm spectral range ∼ 4, ∼ 6 and ∼ 10 TE modes for
R = 1, 2 and 3 µm respectively. For MDB cavities number of
modes can be twice higher due to contribution of TM modes.

In Fig. 2 we present the 100 nm range NPL spectra and se-
lected mode images for R = 1, 2, 2.7 and 3 µm. Fig. 3 shows
comparison of NPL spectra of 1 µm MDB with the FDTD
calculations together with experimental images and theoreti-
cal mode patterns for three main WGMs observed in spectral
range 1050–1300 nm. The images in Fig. 2 and 3 show clear
bright maxima near the cavity circumference. Maxima with
very weak intensities located∼ 700 nm from the edge are also
observed for some modes. The maxima are elongated along ra-
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Fig. 3. NPL spectra (exp), calculated mode intensity (FDTD) re-
sponse together with 3.5 × 3.5 µm images and field patterns for
R = 1 µm MDB. Right insert shows experimental and calculated
azimuthal numbers.

dial direction and have size∼500×200 nm. The shape, intensi-
ties and spacing of the maxima are strongly varying. Counting
the number of maxima or measuring the angle between them
allows approximate determining the azumithal numbers, which
are shown in Fig. 2 near each line.

Analysis of Fig. 2 shows that that the number of lines, the
mode splitting (accounting for TM mode contribution for R =
2 µm) and average azimuthal numbers follow well cavity size.
However dependence of the m on wavelength shows anomaly
behavior: for some modes, it can increase at longer wavelength.
This effect can be seen in Fig. 3 forR = 1µm, for modes (23.1)
and (24.1) for R = 2 µm, and for modes (35.1) and (36.1) for
R = 3 µm. The possible sources of such anomaly can be
contribution of QD ground and excited states transition to the
dielectric function of the cavity as well as mixing of the WGM
by surface roughness. The FDTD calculations for accounting
of these effects are in progress.

Conclusions
The images of whispering-gallery modes (WGM) in high qual-
ity factor (∼ 104)AlGaAs micro-disks (radiiR=1−3µm) with
InAs quantum dots have been resolved using near-field scan-
ning photoluminescence spectroscopy technique. The tech-
nique, allowing direct measurements of the azimuthl num-
bers (m) of WGMs, reveals anomaly spectral dependence of
the m.
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Light propagation in imperfect photonic crystals
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Abstract. The envelope function approach for the electric and magnetic fields of the light wave in the photonic crystals has
been used to investigate the propagation of light in disordered photonic crystals and its reflection/refraction at the boundary.
We showed that small long-range distortion of the crystal lattice can explain peculiarities of the transmittance spectrum of
the polystyrene colloid film we have grown.

1. Introduction

Photonic crystals provide a powerful tool for manipulating and
controlling photons in three dimensions of space. Photonic
crystals of spherical nanoparticles are produced by the self-
assembly or lithography techniques. Self-assembly usually
results in 3D close packing (fcc or hcp structures), whereas
more complicated structures also can be grown. It is important
that lattice constants of all photonic crystals are comparable
with the size of the particles their comprising. At the same
time, dispersion of the particles sizes, which is inevitable for
the artificial “atoms”, leads to imperfection of the photonic
crystals. This is the main point that distinguishes the photonic
and common crystals. The latter comprise of identical atoms
that occupy rather small part of the lattice volume.

The problem of the light propagation in the perfect photonic
crystals can be solved numerically. Translation symmetry of
crystals considerably simplifies the problem, because in this
case the Bloch theorem holds [1]. Solution of the Maxwell
equations for the light fields in the crystal lattice yields the
photonic band structure, which has been calculated for the per-
fect photonic crystals of different symmetries. This allows one
to estimate the transmission spectra of the finite photonic crys-
tal layers and compare the results with experiments [2, 3]. It
has been established that positions of dips in these spectra are
usually in accordance with the contemporary theory; however,
the dips are essentially wider and their depth is a few orders of
value less than that predicted by the theory.

The problem of light propagation in imperfect photonic
crystals is much more complicated, because even small disor-
der disturbs the translation symmetry; this violates the Bloch
theorem making difficulties for numerical consideration. To
cope with this problem, we employ the envelope function ap-
proach [4], which is commonly used in the solid state theory for
investigation of the electron properties. The approach permits
dividing the problem into two parts: (1) determination of the
photonic band spectrum of the perfect crystal, and (2) investi-
gation of the influence of imperfection or small disorder on the
photon transport. The first problem should be considered nu-
merically [1]; the results of such calculations can be expressed
in terms of gap values and effective speeds of light in the ap-
propriate photonic bands. These values can be used then as
the phenomenological parameters for solution of the second
problem; this considerably simplifies the numerical considera-
tion of the problem and permits its analytical analyzing for the
small or smooth imperfections.

To study the reflection or refraction of light at the crystal
boundary, we have to apply the boundary conditions to the ef-

fective electric and magnetic fields. In the optics of common
crystals this procedure leads to the well known Fresnel equa-
tions. Derivation of these equations assumes the dielectric per-
mittivity as the smooth function on a scale of the wavelength.
This is possible, if the wavelength of light much exceeds the
lattice constant of the crystal. This is the case of the common
crystals, but not the photonic crystals, the lattice constant of
which is comparable with the photon wavelength. To avoid this
difficulty, some authors use the dynamic scattering theory that
has been developed for investigation of the X-ray scattering at
the crystal surface. This theory supposes that electric field does
not change essentially on a scale of an atom. This is the case
of the common crystals, but not the photonic crystals, which
“atoms” are of the size comparable with the light wavelength.

In this report we obtain the generalized boundary conditions
for the envelopes of light wave fields at the boundaries of the
photonic crystal/photonic crystal and photonic crystal/vacuum.
The approach is used to investigate the transmittance of the
photonic crystal film.

2. Results

The shear-flow crystallization method has been used for fabri-
cation of the polymer photonic crystals. Typical examples of
fabricated crystals are presented in Fig. 1.

Choosing the photonic gap value from the experiment (Fig. 2),
we can estimate transparency of the perfect film. The result of
this estimation is also presented in Fig. 2 (solid curve); it is
of four orders less than the measured value of transparency.
Similar results have been obtained also in Refs. [2, 3], where
the measured values of transparency of the colloid structures
have been compared with that obtained after calculating of the
photonic band structures from the fist principles.

Fig. 1. Photonic crystals, fabricated from colloidal polystyrene
spheres. Left: homogeneous crystal with top (111) surface par-
allel to the substrate. Right: non-homogeneous crystal build of two
kinds of domains with top surfaces (111) and (100) parallel to the
substrate. Scale bar is 1 µm.
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Fig. 2. Transparency of a photonic crystal. Theoretical curve corre-
sponds to the model of the perfect crystal.

2.1. Sort-range irregularities in pseudo-PBG crystals

Photonic crystals of the small-index materials are pseudo-PBG.
The gap in such materials is narrow and is not absolute; its po-
sition is determined by the edge of the Brillouin zone and,
therefore, depends on direction in the crystal. If the frequency
of light ω belongs to the photonic gap in the direction of the
normal n to the crystal boundary, then the light propagation
in this direction is prohibited. However, mid-gap position de-
pends on direction in the crystal, and if the gap value is small,
then the same ω can be outside the gap in some direction close
to n. If so, then elastic scattering of the light can increase the
in-gap transparency.

Figure 3 presents results of estimations using this model
for the specimen from Fig. 1. We see that short-range irregu-
larity increases the mid-gap transparency, but does not lead to
widening of the dip. The reason is clear. Short-range scatter-
ing changes the wave vector of the in-gap photon and, conse-
quently, makes it out-gap. Inverse process, i.e. scattering that
changes the wave vector of the out-gap photon and makes it
in-gap is improbable for the narrow-gap photonic crystals.

2.2. Long-range irregularities

Consider an imperfect photonic crystal, whose irregularities
are due to the smooth structure distortion. Such distortion
effectively changes the lattice constant and, therefore, shifts the
mid-gap frequency, which becomes position dependent. As a
result, the photon that frequency belong to the gap in the perfect
crystal can propagate without attenuation in some regions of
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Fig. 3. Transparency of a photonic crystal. Theoretical curve corre-
sponds to the model of the short-range irregularity.
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Fig. 4. Transparency of a photonic crystal. Theoretical curve corre-
sponds to the model of the long-range irregularity.

the imperfect crystal where the gap position is different. On
the other hand, the photon that frequency is outside the gap,
but close to it in the perfect crystal propagates with attenuation
in some regions of the imperfect crystal where its frequency
corresponds to the local gap. Thus, long-range irregularities
should lead to widening of the dip in the transparency spectra
and increase the mid-gap transparency.

The light propagation in the structure with long-range irreg-
ularities can be described by wave equation with the position
dependent effective speed of light. The results of such simula-
tions for the specimen of Fig. 1 are presented in Fig. 4. In our
structure this can be resulted from the 4–6% deviation of the
polystyrene spheres size.
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Ultrafast photoinduced shifts of microcavity modes
frequencies in ZnSe films on metal substrates
under excitation by femtosecond laser pulse
S. V. Chekalin, V. O. Kompanets, Yu. E. Lozovik, Yu. A. Matveets and E. A. Vinogradov
Institute of Spectroscopy, Russian Academy of Sciences, Troitsk, Moscow region, 142190, Russia

Abstract. Red or blue ultrafast photoinduced shifts of interference modes frequencies in ZnSe films on metal substrates
were observed at subgap and overgap excitation of ZnSe. These shifts and peculiarities in the relaxation times are explained
through photoinduced changes of the boundary conditions and optical thickness of the microcavity.

It was shown that the measurements of interference (cavity)
modes frequencies are very sensitive instrument for investi-
gation of ultrafast photoinduced processes on “semiconductor
film–metal” interface with the time resolution up to several
femtoseconds due to ultrafast evolution of the cavity modes.
The excitation of the structure under investigation by laser pulse
induces a hierarchy of ultrafast processes which in turn pro-
duces a photoinduced change of the dielectric function of both
the semiconductor film and the metal substrate. The change
of the dielectric function of the film gives rise to change their
optical thickness. The change of the dielectric function of the
metal gives rise to change the boundary conditions for inter-
ference modes of the film. Both of these phenomena lead to
change the frequencies and the shape of the interference modes
which are measured by RA spectra [1–5].

Ultrafast changes of photoinduced reflection at frequen-
cies of optical microcavity (thin ZnSe films on different metal
substrates) eigenmodes were studied by femtosecond pump-
supercontinuum probe method. Two types of the samples exci-
tation were studied: “overgap” excitation, when the photon en-
ergy of the excitation pulse h̄ωpu is higher than ZnSe semicon-
ductor energy gap Eg (2.7 eV) and “subgap” excitation, when
h̄ωpu is smaller than Eg. The excitation was accomplished by
laser pulses of 50 fs duration at intensities of (1−4) 1011 W/cm2

for h̄ωpu1 = 1.57 eV and (1−4) 1010 W/cm2 for h̄ωpu2 =
3.14 eV.

Derivative-like feature centered at the microcavity eigen-
mode wavelength was observed in differential reflection spec-
tra of ZnSe films with 160-nm and 250-nm thickness on a
thick Cr substrate (Fig. 1). This feature arose due to ultrafast
(in femtosecond scales) photoinduced shift of the cavity mode
frequencies and changed its sign for pump quanta greater or
smaller than semiconductor ZnSe forbidden gap (blue or red
shift, respectively, see Fig. 1).

As can be seen from Fig. 1 a pulsewidth-limited blue shift
with a decay time of ∼200 fs and absorption increase with a
decay time of ∼20 ps was observed at the cavity mode fre-
quency in the case of overgap excitation. In the case of subgap
excitation a pulsewidth-limited red shift with a decay time of
more than 20 ps was observed.

Such a behavior can be attributed to the interplay of dif-
ferent processes. The permittivity change arising from these
processes has the effect that the microcavity modes shift and
adopt new spectral positions upon the excitation of the structure
by femtosecond laser pulses. The frequency shift of the inter-
ference mode of a plane-parallel dielectric layer on a metal
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Fig. 1. Differential reflection spectra of 160 nm ZnSe-Cr microcav-
ity at overgap (a) and subgap (b) excitation. Solid lines correspond
to signal increase, dotted lines to signal decrease (later times). Zero
time delay assigned by thick solid line. Increment of the time de-
lay — 250 fs.

can be explained by the competition of excitonic and Drude
contributions (the last is connected with excited electrons in
conduction band) to dielectric function of the semiconductor
or metal.

Overgap excitation, h̄ωpu > Eg. In this case the laser pulse is
absorbed in a thin semiconductor surface layer and generates
a nonuniform distribution of hot carriers in the semiconductor.
The appearance of nonequilibrium charge carriers in the semi-
conductor layer changes the semiconductor permittivity due
to occupation of states in the conduction band and emptying
of states in the valence band (screening of excitonic transi-
tions and even photoinduced disappearance of exciton states
as well). A change in the permittivity near the absorption edge
h̄ω ≈ Eg gives negative change of the refractive index in the
subgap energy range (Fig. 1(a)). Photoinduced changes of the
dielectric function transform the optical thickness of the cavity.
Increase of free carriers density on absorption depth of ZnSe
results in increase of corresponding plasma frequencyω2

p. This
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leads to decreasing of εs(ω) of semiconductor where

εs(ω) = εs∞ + Sω2
ex

ω2
ex − ω2 − iγexω

− ω2
p

ω2 − iγpω

and to instant blue shift of ZnSe-Cr cavity modes due to change
optical thickness of the cavity (nd).

Subgap excitation, h̄ωpu < Eg. For an excitation energy
smaller than the semiconductor energy gap, the laser pulse pri-
marily excites electrons in a thin surface metal layer at the
boundary with the semiconductor. Metal heating under sub-
gap excitation results in increase of damping γpm of dielectric
function εm(ω) of the metal:

εm(ω) = εm∞ −
ω2

pm

ω2 − iγpmω

and red shift due to the photoinduced change of phase of re-
flected light at the interface. This lead to the observable shift
of cavity modes frequencies to the red region of spectrum
(Fig. 1(b)).

The slow relaxation stage (∼20 ps and longer) of the pho-
toinduced change in spectra for the structures under investi-
gation is due to lattice cooling and heat diffusion from the
excitation region.

Resuming we can conclude that at h̄ωpu > Eg we observed
instant blue shift of ZnSe-Cr cavity modes due to change op-
tical thickness of the cavity (nd) with decay time of ∼200 fs.
For h̄ωpu < Eg instant red shift of cavity modes due to pho-
toinduced change of boundary conditions of the cavity (metal
excitation) and change the dielectric function of the metal was
observed with a decay time of longer than 20 ps. It should
be noted that ultrafast shift of cavity modes can be used for
femtosecond scale optical switching.
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Kinetics of stimulated polariton–polariton scattering in planar GaAs
microcavities under a resonant nanosecond excitation
A. A. Demenev1, A. A. Shchekin1, A. V. Larionov1, S. S. Gavrilov1,2, N. A. Gippius2 and V. D. Kulakovskii1
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Abstract. We investigate the nature of an unusual behavior of stimulated polariton scattering in planar microcavities (MCs)
under a resonant excitation of the lower polariton (LP) branch. The time dependencies of the cavity transmission and
photoluminescence were investigated for GaAs-based planar MCs with InGaAs quantum wells (QW) in the active layer,
under a long (∼1 ns) pulse excitation at T = 7 K. The signal of stimulated scattering is found to appear at zero in-plane
wave-vector k = 0 with the delay of a few hundred picoseconds. Appearance of the signal is preceded by a strong increase
of the pumped harmonic of intra-cavity field (due to the bistability of excitonic oscillator) and its consequent decrease (due
to development of its break-up instability). Such a behavior is in a qualitative agreement with results of numerical modelling
and proves the hard regime of excitation of the giant signal of stimulated scattering.

Introduction

A giant stimulated polariton–polariton scattering is one of the
most striking features in GaAs-based planar microcavities. The
phenomenon was firstly observed under a cw excitation at
wave-vector kp close to the inflection point of lower polariton
branch, when the scattering exhibits an unusually low (smaller
than 100 W/cm2) threshold [1]. It was described in the frame-
work of a four wave mixing (FWM) model used earlier for
explanation of the hyper-Raman effect in bulk semiconduc-
tors. Nevertheless the stimulated scattering in MCs seems to
be breaking the key statement of a standard FWM theory: the
conservation of energy and momentum within the LP branch.
Namely, the signal and idler appear always at k = 0 and
k = 2kp, for a wide range of pump energies and wave-vectors.
In order to explain that, one should account for an interplay
between the two types of nonlinear behavior: the bistability
of the pumped polariton mode, on the one hand, and its insta-
bility with respect to break-up onto ‘signal’ and ‘idler’, on the
other hand [4]. The suggested model concerned the system
of coupled equations for the intra-cavity optical field EQW and
excitonic polarization P:[
i
d

dt
−EC(k)

]
EQW(k,t)=α(k)Eext(k,t)+β(k)P(k, t), (1)[

i
d

dt
− EX

]
P(k, t) = A(k)EQW(k, t)

+F
∑
q,q′

P(q′, t)P∗(q+ q′ − k, t)P(q, t)+ ξ(k, t). (2)

These equations account for exciton-exciton contact interaction
(that leads to the cubic nonlinearity) and external pumping Eext.

Numerical simulations based on Eq. (1,2) reveal the cru-
cial role of the bistability of the pumped polariton mode. The
bistability can lead to sharp rising of intra-cavity field with a
slowly increasing pump density. Above the the certain thresh-
old pump power, abrupt jump of the inner field results in a hard
excitation of polariton scattering [4], that means an explosion-
like populating of LP modes in a wide range of k-space around
the bottom of LP branch. According to this model, eventual
macrooccupation of the states with k = 0 and k = 2kp should
develop as a result of a self-organization [5] in a highly excited
LP system.

To investigate this scenario, we have performed time-resol-
ved measurements of the pump transmission and magnitude of
the stimulated polariton scattering under a ns pulse excitation
near the inflection point of the LP dispersion.

1. Experimental details

We investigated MC structure grown by metal organic vapor
phase epitaxy. It was consisted of two Bragg reflectors with
17(20) repeats of λ/4 Al0.13Ga0.87As/AlAs layers in the top
(rear) mirrors and (3/2)λ active layer between them. The active
layer contained six 10-nm thick In0.06Ga0.94As/GaAs QWs.
The Rabi splitting of coupled exciton and cavity modes was

 ≈ 6 meV. The detuning between the exciton and photon
modes of the cavity was δ = −2 meV. The sample was placed
into the optical cryostat at the temperature 7 K.

The pump beam has excited the sample resonantly at the
angle 14◦ relative to the cavity normal (that corresponds to the
in-plane wave-vector k = 1.96× 104 cm−1). The duration of
the pump pulse is∼1 ns, its halfwidth is∼1 meV, and the repe-
tition rate is 5 kHz. The pump beam focused onto the spot with
diameter of ∼100 µm. The signal from the microcavity was
detected in the direction normal to the MC plane by the streak
camera with spectral resolution 0.28 meV and time resolution
∼100 ps.

2. Experimental results

Fig. 1 shows time dependences of the pump pulse transmission
and the luminescence at k = 0 for the excitation density of
P = 9.2 kW/cm2, pump is polarized circularly (σ+), and the
signal is detected at σ+ polarization, for both luminescence
and transmission.

The system dynamics reveals two remarkable transitions, na-
mely, first an unusual growth of the laser transmission and then
its sharp decrease (c.f. Fig. 1(a)) that occur at t = 0.27−0.57 ns
and t = 0.57−0.97 ns, correspondingly.

During the first time region (from 0.27 ns to 0.57 ns) the
pump transmission is increasing sharply. At the same time
both transmission (Fig. 1c) and luminescence (Fig. 1d) ener-
gies shift upward. As the transmission shows a magnitude of
electric field on the quantum well, T ∝ |EQW(kp)|2, its increase
corresponds to growth of intra-cavity field. It is essential that
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Fig. 1. Time dependences of pump transmission (a,a′), luminescence
signal in the direction normal to the cavity (b,b′), frequencies of
the transmitted pump (c,c′) and the signal (d,d′). The energies are
counted off from the free exciton level. Experimental data were
obtained for the case of circular pumping slightly above the threshold
(left panel). Right panel shows the results of numerical modelling.

the laser intensity (i.e. an external field) is smoothly decreasing
during this time. Such a behavior of an intra-cavity field can be
connected with reaching the point of a bistable transition. The
energy shift of both luminescence and transmission lines comes
from the renormalization of polariton spectrum (the so-called
“blue shift” [1–5]).

During the second time region (from 0.57 ns to 0.92 ns),
the transmission through the MC falls down, which indicates
the decrease of the pumped harmonic of intra-cavity field (k =
kp). At the same time the signal of luminescence at k = 0
increases strongly. Obviously, this behavior is connected with
a redistribution of excitation inside the cavity, which comes
from the break-up of excited mode onto ‘signal’ and ‘idler’.

3. Discussion

The above experiments reveal a quite complicated kinetics of
MC exciton-polariton system. Namely, the signal of paramet-
ric scattering (the sharp peak at k = 0) is lagged as regard to
reaching the threshold value of pump intensity. The delay time
td � 102 ps exceeds significantly the lifetime of MC polari-
tons (τ ≈ 3 ps), which indicates the presence of essentially

collective effects in the system. To realize it, we try an anal-
ogy with a system simulated numerically for the case of purely
harmonic (single-mode) pumping slightly above the resonance.
The latter system exhibits a bistable response to excitation that
makes a drastic impact on scenario of parametric scattering.
As was shown in [5], the bistability can cause fast population
of numerous polariton modes (in a wide k-space area). Con-
sequently, the scattering becomes quite stochastic with time,
so the system evolves in presence of a strong noise. Its evolu-
tion takes a shape of a self-organization, and results eventually
in macrooccupation of the ground mode (k ≈ 0), regardless
of the pump frequency and wave vector. Typically, the time
of passing to quasi-stationary regime may reach td � 102 ps,
which corresponds roughly to the delay observed in considered
experiment.

To summarize, we note the main features of the discussed
system.

1. The sharp increase of the internal field is observed in
region of a smooth change of external (laser) intensity. Such
a behavior is typical for a system with a bistable response to
excitation (compare Fig. 1(a) and (a′)).

2. The signal of parametric scattering at k = 0 appears
with a significant delay as compared with the excited mode
(compare Figs. 1(a) and 1(b)). This behavior is similar to that
modelled numerically for the system under a coherent single-
mode excitation (Figs. 1(a′) and (b′)). The delay covers a lot
of polariton lifetimes that allows one to suppose the presence
of essentially collective phenomena acting on evolution of the
polariton system.
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Analytical theory of density of states in disordered
one-dimensional photonic crystals
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Abstract. Analytical theory of density of states (DOS) in disordered 1d photonic crystals has been developed using
so-called phase formalism. It is shown that the problem of DOS calculation reduces to solution of Fokker–Planck equation
under the assumption of small dielectric contrast. Exact analytical expression for DOS and its asymptotic forms in the depth
of band gap and allowed bands are obtained. Our results agree with semi-empirical formula obtained previously from
numerical studies [1] and disorder-free case.

1. Introduction

Photonic crystals being periodic structures with modulated re-
fractive index are very perspective for numerous optical ap-
plications due to their band gaps — the ranges of frequencies
with exponentially decreasing transmission. The structure of
real photonic crystals is often far from periodic due to fluc-
tuations of refractive index, dimensions of structural elements
(layers, cylinders or spheres), their forms and distances be-
tween them. All these factors lead to absence of strict ordering
and existence of optical eigenmodes within the band gaps. This
implies narrowing of the band gaps and can adversely affect
operation of devices. In present work we have calculated DOS
in 1d disordered photonic crystals as analytically solvable and
applicable (VCSELs) case.

2. The model and phase formalism

For the sake of simplicity we consider normal propagation
(in fact standing wave) of linearly polarized light E(r, t) =
E(z) cos(ωt + ϕ0)ex in 1d photonic crystal with D/2 layers,
where D is a period of the crystal (Fig. 1). Also we consider
the following model of disorder:

nA,B(s) = n0(1± η) (1+ δnP (s)) , (1)

where nA,B(s) are refractive indices of “A” and “B” layers of
D/2 width, formative the structure, n0 is mean refractive index,
s is layer number, η = (nA − nB)/(nA + nB) is layer number
independent quantity which we call dielectric contrast, δn is
disorder parameter, P(s) is distribution of disorder. We as-
sume uncorrelated distribution P(s) to have zero mean value
〈P(s)〉 = 0 and unit dispersion 〈P(s)P (s′)〉 = δss′ . The fluc-
tuations of layer widths could be considered in the same way.
Propagation of electromagnetic wave of frequency ω along the
axis of structure (z) is described by wave equation

d2E

dz2 = −
n2ω2

c2 E, (2)

n n n n
n n n n

n n n n
A

B A B

A B A B
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n

Fig. 1. The model of 1d disordered photonic crystal.

which can be solved through the structure using transfer matrix
method. Hereafter we use so-called phase formalism adopting
“electronic” theory of Ref. [2]. The quantity which is essential
for DOS calculation is a logarithmic derivative of electric field
L(z) (or phase *̃(z)),

L(z) = D

π

dE/dz

E
= cot

(
*̃(z)

2

)
. (3)

The equation for L(z) transforms to

dL

dz
= −L2 − n

2ω2

c2 . (4)

By analogy with transfer-matrix method we can derive discrete
version of Eq. (4):

L(zs+1) = A1L(zs)+ A2

A3L(zs)+ A4
, zs = Ds, (5)

where A1..4 are some cumbersome coefficients. Eq. (5) is not
very convenient due to its discreteness, but fortunately it can be
reduced to differential equation in the case of small dielectric
contrast η � 1 and disorder δn = Kη � 1, K ∼ 1, and also
frequencies not too far away from center of the first band gap
ω0 = πc/(n0D), so as

ω = ω0

(
1+ 2G

π
η

)
, G � 1. (6)

The values of G < 1 correspond to the band gap while G > 1
correspond to the allowed bands. Under all the above men-
tioned assumptions the following differential equation

d*

ds
= 2π

ω − ω0

ω0
+ 4

nA − nB

nA + nB
sin* + 2πδnP (s). (7)

together with L(zs) = cot(*(s)/2) gives the solution of equa-
tion Eq. (5) with O(η2) accuracy. Being slow function of s,
*(s), which we call modified phase, differs from the phase
*̃(z), given by Eqs. (3,4), so as

*̃(zs) = *(s)+ 2πs (s is integer). (8)

As we shall see below, this difference is irrelevant for DOS
calculation.

Earlier non-linear equations with “random force” similar
to Eq. (7) were derived in the area of Josephson contacts to
describe thermal noise [3]. Below we proceed to statistical
(Fokker–Planck) description of modified phase variation and
calculation of DOS.
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3. Fokker–Planck equation and oscillation theorem

In order to derive Fokker–Planck equation for distribution func-
tion of modified phaseF(*)we use standard approach by anal-
ogy with the problem of brownian motion in viscous liquid [4].
First we write the solution of Eq. (7) in the implicit form

*(s) = ,(*(s + 1), P (s)), (9)

reflecting that P(s) is constant on the intervals between two
adjacent integers. Using Eq. (9) we can calculate increment of
distribution function F(*, s):

F(*, s + 1) =
∫
F(,(*,P ), s)

∂,

∂*
f (P )dP , (10)

where f (P ) is a distribution function of random quantityP(s),
describing the fluctuations of refractive index (remember that
P(s) is uncorrelated 〈P(s)P (s′)〉 = δss′ ). Making Taylor ex-
pansion in the l.h.s. and r.h.s. of Eq. (10) up to the first and
second orders respectively, we come to Fokker–Planck equa-
tion [4]:

∂F

∂s
= 2π2δ2

n

∂2F

∂*2 − 4η
∂

∂*
[(G+ sin*)F ] . (11)

In fact we shall use conjugated Fokker–Planck equation

2π2δ2 d
2M

d*2 + 4η (G+ sin*)
dM

d*
= −1,

M(*L = −∞) = M(*R = 2π) = 0. (12)
which gives an average number of periodsM0 = M(0) needed
for modified phase * to get 2π shift [4]. Eq. (12) has the
following solution:

M0 = 1

2π2δ2
n

∫ 0

−∞
dx exp

(
−2η (Gx − cos x)

π2δ2
n

)

×
[
C −

∫ x

−∞
dx′ exp

(
2η(Gx′ − cos x′)

π2δ2
n

)]
,

C =
[∫ 2π

−∞
dx exp

(
−2η (Gx − cos x)

π2δ2
n

)]−1

×
∫ 2π

−∞
dx exp

(
−2η (Gx − cos x)

π2δ2
n

)

×
∫ x

−∞
dx′ exp

(
2η

(
Gx′ − cos x′

)
π2δ2

n

)
. (13)

Fortunately these cumbersome integrals can be evaluated in the
depth of band gap |G| < 1, which gives

M0=
π exp

(
4η
π2δ2

n

[√
1−G2+|G| arcsin |G|− π

2 |G|
])

2η
√

1−G2
(

1+ exp
(
− 4η|G|

πδ2
n

)) , (14)

where G = ω − ω0

(ω/2
, (ω = 4η

π
ω0 = 4(nA − nB)c

n0(nA + nB)D

is a width of the first band-gap.
The next step in our calculations is the relation between

phase variation and DOS given by oscillation theorem holding
in photonics as well as in electronic case [2]. According to this
theorem, the number of a solution E(z) of 1d wave equation
Eq. (2) is given by the number of zeros of this solution on
a fixed interval (0, l). Zero values of E mean L(z) = ∞,

ln
ρ(

ω
)

Asymptotic

Gauss

Exact

Band gap Allowed band

0 0.5 1.0 1.5
Frequency (ω − ω )/(∆ω/2)0

ρ(ω) ∝ exp (ω − ω −∆ω/2)0
2

Ω2





−8
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−14
−16
−18
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−22
−24

Fig. 2. Density of states in 1d disordered photonic crystal calculated
for η = δn = 0.025.

i.e. *̃(z) = 2πn, n is integer. These arguments lead to the
following expression for DOS:

ρ(ω)= 1

l

d(〈N〉 −N0)

dω
= 1

D

d

dω

1

M0
= π

2Dω0η

d

dG

1

M0
, (15)

where 〈N〉 is an average number of zeros on (0, l) interval,
N0 = l/D is a constant due to the difference between *̃(z)
and *(s) (cf. Eq. (8)), M0 is given by Eqs. (13,14). Eq. (15)
generalizes well-known disorder-free formula ρ(ω) ∝ dk/dω.

Finally we would like to compare analytical expressions
with gaussian formula of Ref. [1], obtained from numerical cal-
culations. For this purpose we estimate DOS in the center of the
first bang gap (with exponential accuracy) using Eqs. (14,15):

ρ(ω0)

ρ(ω0 +(ω/2) ∼
M0(G = 1)

M0(G = 0)
∼ exp

(
− 4η

π2δ2
n

)
. (16)

This gives us estimation for tail width 
 = δn
√
ηω0, which

is in very good agreement with Ref. [1]. Furthermore we can
compare gaussian approximation with exact solution given by
Eq. (13) and approximate solution of Eq. (14) (Fig. 2). We see
that Eq. (14) works excellent everywhere within the band gap
except narrow region close to the edge, while gaussian formula
is a fairly good approximation but following neither of two
asymptotics. Also note that exact solution given by Eq. (13)
works not only inside the band gap but also in the allowed bands
|ω − ω0| > (ω/2. This can be verified explicitly expanding
Eq. (13) at G > 1 and then comparing it with disorder-free
formula for DOS. Proper (decreasing) behavior of DOS given
by Eq. (13) at |ω − ω0| > (ω/2 is also seen from Fig. 2.
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Fractal photonic quasi-crystals and their optical properties
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Abstract. One-dimensional photonic microstructures with optical thicknesses, chosen according to the fractal sequence of
the Cantor’s ladder are considered. Experimental samples made by electrochemical etching of porous silicon are studied.
Both numerical calculations and experimental results demonstrate self-similarity in optical response, caused by
self-similarity in morphology.

Introduction

Quasi-periodic structures are attracting much attention in mod-
ern optics [1,2]. It is caused by the fact that such structures
represent intermediate situation between periodic ones (pho-
tonic crystals) and totally disordered (inhomogeneous) struc-
tures. These structures exhibit interesting effects in optical
response which can not be observed in photonic crystals or in
disordered structures [2]. In the present work one-dimensional
optical quasi-crystals with optical thicknesses of layers chosen
according to the fractal sequence made from porous silicon are
studied. They are called below as “photonic quasi-crystals”.

1. Results and discussion

Studied photonic quasi-crystals with self-similarity in mor-
phology are constructed according to the Cantor’s ladder as
shown in Fig. 1. In this case self-similarity is expected.

Numerical calculations of reflectance spectrum are carried
out utilizing transfer matrix technique [3]. Refractive indices
of layers forming the stacks are supposed to be n1 = 1.75 and
n2 = 2.1, those are close to experimental values for porous
silicon layers. An example of calculated reflection spectrum
for the 15-layered sample corresponding to the third order of
Cantor’s ladder is shown in Fig. 2.

Reflectance spectrum (solid line) exhibits self-similarity
properties. After scaling it turns out to be an envelope curve
for the system of 3 peaks (dashed-dot line), by-turn the re-
sulted peak can be scaled for the whole photonic band gap
(dashed line). Such system exhibits self-similarity of the sec-
ond order. Generally, the order of the self-similarity is equal to
n− 1, where n is the order of the structure. Numerical results
are experimentally proved on several samples fabricated from
porous silicon by electrochemical etching. Refractive indices
of the layers were controlled by the etching current density
and the thicknesses of the layers were defined by the etch-
ing duration. The process of self-similarity destruction was

n = 1 n = 2

n = 3

Fig. 1. Sketch of stacks of layers formed according to the Cantor’s
ladder of order of n = 1, n = 2, n = 3.

1.0

0.8

0.6

0.4

0.2

0.0

R

0.0006 0.0008 0.0010 0.0012 0.0014 0.0016 0.0018
1/λ − 1/λ0 −1(nm )

Fig. 2. Calculated reflection spectrum for the 15-layered sample
corresponding to the third order of Cantor’s ladder.

observed by varying the thicknesses of the layers of the struc-
ture both numerically and experimentally. The calculations of
time-and-space optical field distribution in photonic fractals
are also performed. Both space distribution and time-resolved
response demonstrate self-similarity caused by self-similarity
in morphology. This can be experimentally observed utilizing
femtosecond lasers and near-field microscopy.
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Enhanced emission from a planar microresonator induced
by pumping via a cavity eigenmode
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Abstract. Strong enhancement of 1.54 µm-emission in a resonant mode of a planar a-Si:H/a-SiOx microcavity with an
Er-doped active layer is induced by optical pumping via a cavity eigenmode. The theoretical analysis shows that the
enhancement is due to large value of the overlap integral between electric fields of the pump radiation and erbium emission
in the active layer of the microcavity designed.

Introduction

An increase of quantum efficiency of compact light sources
remains one of the important goals of optoelectronics. There
are two basic approaches to achieve this goal. The first one
uses microcavities (MCs) to concentrate emitted light into a
MC eigenmode and enlarge intensity of luminescence due to
Purcell effect [1]. The second approach uses an enhancement of
absorption of phosphor when pump radiation traverses through
a MC eigenmode [2].

In the present work we combined both approaches that al-
lowed us to increase the photoluminescence (PL) intensity of
a phosphor placed into the MC active layer more than two or-
ders of magnitude. Our idea is based on using of the cavity
eigenmodes both for input of optical excitation and for output
of phosphor emission. a-Si:H/a-SiOx microcavities with an
erbium-doped a-SiOx :Er active layer were chosen as a model
object [3,4]. The cavity eigenmode wavelengths were tuned
to the 1540 nm emission line of Er3+ ions and the 980 nm
absorption band of a-SiOx :Er at normal and oblique incidence
angles of light, respectively.

1. Experimental

The a-Si:H/a-SiOx microcavities were grown by plasma-enha-
nced chemical vapor deposition technique and composed of
two quarter-wave distributed Bragg reflectors (DBRs) of 2 pe-
riods each and an a-SiOx :Er half-wave active layer in between
[3,4]. The wavelength of the MC eigenmode under normal
light incidence was in resonance with 1540 nm emission of 4f
electronic transition of Er3+ ions in a-SiOx . It provided an
efficient output of Er3+ ions PL from the active layer along
normal direction to the plane of the MC layers.

Reflection and PL spectra were measured at room temper-
ature using a computer-controlled optical grating spectrometer
equipped with a Hamamatsu InGaAs photodiode and lock-in
amplifier. The PL of erbium ions was excited by a TE-polarized
980 nm semiconductor laser. The choice of TE-polarization is
caused by stronger concentration of TE-polarized eigenmode
field in the active layer as compared with TM-mode. The angle
ϕ between the excitation beam and the cavity axis (Z) could be
varied from 20 to 60◦, as indicated in Fig. 1(a). To tune the ex-
citation wavelength to the TE eigenmode at the incidence angle
accessible in experiment, the structure was immersed in CCl4
(dielectric constant εCCl4 = 2.01). The liquid is transparent in
near IR and has sufficiently large refractive index to provide
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Fig. 1. (a) Experimental configuration of an Er-doped a-Si:H/a-SiOx
microcavity optically pumped by a 980 nm semiconductor laser. The
microcavity is immersed in CCl4. ϕ is the angle of incidence of light
in the liquid CCl4 ambient. (b) The microcavity reflectance spectra
in TE-polarization. Incidence angles of light from the CCl4 ambient
are 20◦ (dashed line), 54◦ (solid line). The arrow marks the excitation
wavelength.

the desirable wavelength matching [5] at ϕ ≈ 54◦ (Fig. 1(b)).
The PL of erbium ions from the MC at 1540 nm was directed
along the optical axis Z of the MC.

2. Results and discussion

The reflectance spectra of the fabricated MCs are shown in
Fig. 1(b). The DBRs produce almost a total reflection band —
a stop-band in the near IR spectral range. The reflectance in the
stop-band region is close to unity. In addition, the reflectivity
exhibits a sharp dip resulted from the fundamental resonance
mode of the cavity (Fig. 1(b)). The eigenmode wavelength
shifts uniformly to shorter wavelength as the incidence angle
increases (inset in Fig. 2) [6]. The shift is due to confinement
of light wavevector along the Z axis of the MC. Under the
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Fig. 2. The ratio IPL(ϕ)/IPL(ϕ = 20◦) vs the incidence an-
gle ϕ of TE-polarized pump beam (λ = 980 nm) in the CCl4
ambient. IPL(ϕ) is PL intensity (λ = 1540 nm) from the Er-
doped a-Si:H/a-SiOx microcavity at an incidence angle ϕ of pump
beam. Inset: angular dependence of the TE-polarized microcavity
eigenmode wavelength in the CCl4 ambient (dots). Dashed line
is an approximation of the experimental data by the expression:
λ(ϕ) = λ(ϕ = 0)

√
1− εCCl4(sin ϕ/neff )2, where neff = 1.5 is an

effective refractive index [7].

incidence angle ϕ ≤ 20◦ the excitation wavelength (980 nm)
is outside the TE-stop-band (Fig. 1(b), dashed line). When
ϕ = 54◦ the TE-eigenmode wavelength coincides with the
pumping wavelength (Fig. 1(b), solid line).

Figure 2 shows the erbium PL intensity depending on the
incidence angle of the excitation beam. The Er emission line
at 1540 nm has maximum intensity at the excitation angle ϕ =
54◦, when the 980 nm laser beam transverses through the MC
eigenmode. In this case the pump electric field concentrates in
the active layer. Figure 3 shows that the erbium PL intensity
excited through the MC eigenmode exceeds by 25 times the
PL intensity excited outside the stop band (ϕ = 20◦).

Combination of two factors (Purcell effect and “eigenmode
excitation technique”) has allowed us to increase the Er3+ ions
emission intensity from the MC by 500 times as compared with
a single a-SiOx :Er film which thickness is equal to that of the
MC active layer (Fig. 3).

The theoretical analysis of the observed PL enhancement
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Fig. 3. Photoluminescence spectra from the Er-doped a-Si:H/a-SiOx
microcavity at different incidence angles of pump beam in the CCl4
ambient: 20◦ — dotted line, 54◦ — solid line. Dashed line shows
the Er PL spectrum from a single a-SiOx :Er film which thickness is
equal to that of the microcavity active layer.

was performed. The spatial distribution of electromagnetic
field inside the MC structure was calculated by the transfer
matrix method. It is established that the PL intensity of emitting
centers placed into the active layer of MC is proportional to the
overlap integral between pump and emission fields inside the
active layer. The large value of the overlap integral originates
from strong concentration of the eigenmode fields within the
MC active layer.

In conclusion, we have offered and experimentally real-
ized a novel way of increasing photoluminescence intensity of
phosphors introduced into active layer of a planar microcav-
ity. The method combines an optical excitation via a cavity
mode with emission output through an another resonant mode
of the same cavity. As a result, an enhancement of the Er3+
ions emission intensity from the Er-doped a-Si:H/a-SiOx mi-
crocavity by two orders of magnitude as compared with a single
a-SiOx :Er film is observed. The enhancement can be quantita-
tively described by consideration of spatial distribution of the
microcavity eigenmode fields.
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Computer simulation of inorganic photoresist based
on chalcogenide glass As 2S3 development
D. V. Myagkov, M. O. Nestoklon and E. L. Portnoi
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Development of the photoresist exposed by interference picture of coherent light is simulated and revealed good
agreement with experement. The influence of exposure dose and development parameters on photoresist profile are
analyzed. The possibility of decreasing the effect of standing light wave by means of additional homogeneous light
irradiation is demonstrated.

High spatial frequency two-dimensional periodical structures,
also known as crossed gratings, are celebrated for their ability
to reduce light reflection and to increase light extraction [1,2].
However, the advantages are useless for optoelectronics un-
less there is no cost-effective technology for large-scale pro-
duction of high spatial frequency two-dimensional periodical
structures. Interference photolitography using phase mask for
exposition [2] and nanoimprinting [3] are the possible solutions
of the problem. Both of the technologies can be easily built in
photolithographic process of optoelectronic devices manufac-
turing. The technologies are based on the reproduction of the
master grating by imprinting or photolithography. Interference
photolithography with phase mask requires a structures peri-
odical only in one dimension to produce both conventional and
crossed gratings in contrast to the nanoimprinting technology.

The high spatial frequency master gratings periodical in
one dimension can be fabricated by interference photolithog-
raphy as the ability of interference photolithography to pro-
duce periodical structures with period of 250 nm and stripe
width of 80 nm was demonstrated [4]. The key point that al-
lowed to produce the grating with such a small features and
sharp fringes was negative inorganic photoresist — chalco-
genide glass As2S3. The photoresist was chosen, since it has
high resolution, developing contrast and threshold of photore-
sist sensitivity. In order to produce the grating with nanoscale
features the dependence of groove profile on exposure param-
eters: wavelength, incidence angle, thickness of the photore-
sist, contrast ratio; and photoresist parameters: dependence of
photoresist dissolution velocity on exposure, optical absorp-
tion and refractive index should be thoroughly investigated.
Thus, the computer simulation of photoresist development is
required.

The dependence of developing rate of inorganic photoresist
based on chalcogenide glass As2S3 on exposure was found
experimentally like the other parameters of the photoresist —
thickness of the photoresist, refraction index, absorption index.

Since the interference picture of two coherent light beams
creates exposure dose distribution in the photoresist that is in-
variant along one of the axis, only a cross section of the pho-
toresist should be simulated. The cross-section of developing
photoresist is divided into small squares that are treated as el-
ementary units (Fig. 1) whose exposition dose is calculated
from their coordinates [5]. Size of units (H = 1.5 nm) is cho-
sen, because such discretization provides adequate accuracy
of simulation at an optimal simulating time. For every unit
the development time is evaluated on the basis of the depen-
dence of development rate on exposition dose of the unit [5],

C

A

B
H (nm)

H (nm)

Fig. 1. Fragment of photoresist in contact with the developer. A —
Elementary unit within photoresist. B — Elementary unit contacts
with developer by only one side. C — Elementary unit contacts
with developer by two opposite sides, this kind of units dissolves
two times faster.

which is calculated according to coordinates of the point in the
center of the unit. Unit development time also depends on its
position relative to the interface between the photoresist and a
developer.

Therefore, there are three kinds of units (Fig. 1). A —
units within photoresist, which means they are not in contact
with the developer and they are not dissolving, B — units at
an interface between the photoresist and the developer, which
means they are dissolving and their dissolution time depends
on their thickness and development rate, and C — units with
two opposite interfaces in contact with developer. Such a unit
dissolves two times faster than B. A crucial event during the
photoresist development is the complete dissolution of any unit.
To simulate the photoresist development, an array of dissolving
units is used. Every point that is in contact with the developer
is imported into the array. Beginning with the moment of a
contact of the developer with the photoresist, the program sorts
the array out according to dissolution time of every unit in the
array. The minimal dissolution time is assumed as a time for
the next iteration. Neighbors of the dissolved units are put into
the array, and the dissolved ones are deleted from the array. The
sequence of these iterations repeats until the current computer
dissolution time achieves the time defined by the user. The
result of the computer simulation is a photoresist profile for any
defined time. Dynamics of the development can be seen from
a sequential set of photoresist profiles calculated for different
times with equal intervals (Fig. 2). It helps to determine some
crucial events: substrate opening, destruction of the mask by
damaging the stripe at the substrate, reaching the desired mask
dimensions.

The simulation can help to produce a phase mask for pho-
tolithography, but for nanoimprinting technology the master
grating should be a crossed grating. Thus a computer simula-
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photoresist profiles, calculated with equal time intervals.

tion of crossed grating developing is required. We are about to
develop such a program which is also based on experimental
data of the photoresist properties determination. However, we
can not afford to simulate a whole piece of the photoresist in
the above described way due to the lack of the memory of usual
PC and insufficient time of the simulating. Instead of discreti-
sation of whole photoresist we have triangulated the surface of
the resist that is in contact with the developer and then trac-
ing the nodes of the mesh in course of development adding or
deleting the triangles according to curvature of an area where
it is located.

We have developed simple but effective way of inorganic
photoresist — chalcogenide glass As2S3, developing simula-
tion that enabled us to produce gratings that can be used as a
phase mask for large-scale fabrication of high spatial frequency
two-dimensional periodical structures on LED surface. By fur-
ther developing of the described simulation approach we intend
to investigate mask formation during the developing of crossed
grating and thus produce a master grating for nanoimprinting
technology.
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Exciton-polaritonic propagation and absorption
in periodic and disordered multiple-quantum-well structures
V. A. Kosobukin and A. N. Poddubny
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Abstract. Exciton-polaritonic transfer and absorption are theoretically studied in short-period, Bragg-type and disordered
multiple-quantum-well (MQW) structures. In all cases, the integral absorptivity is shown to increase monotonously with the
nonradiative decay rate of quasi-2D excitons and the number of QWs. The scale and growth rate of integral absorptivity
depend essentially on the type of MQW structure under consideration.

Introduction

Theoretically, the integral over the exciton absorption line is
independent of the inverse exciton lifetime (temperature) in
media with infinite translational mass of excitons and in nanos-
tructures with infinite number of QWs. Experimentally, the
integrated absorptivity is known to depend on temperature in
bulk semiconductor crystals [1], solid solutions [2] and in
structures with a finite number of QWs [3]. The presence
of temperature-dependent integral absorptivity can be consid-
ered as an indication of electromagnetic (exciton-polaritonic)
mechanisms of energy transfer. For short-period MQW struc-
tures, exciton-polaritonic effects in absorption were theoreti-
cally studied [4]. In this work, preliminary results of the the-
ory [5] are reported concerning exciton-polaritonic transfer and
integral absorptivity in the regular and disordered Bragg struc-
tures (one-dimensional resonant photonic crystals).

1. General relations

Consider an array of N QWs with the middle planes z = zn
(1 ≤ n ≤ N). A monochromatic wave

E (r, t) = ŷ E (z;ω) exp (−iωt) (1)

with the frequency ω is assumed to propagate along the nor-
mal ẑ to the QWs in the background dielectric medium whose
permittivity is εb. The excitonic polarization is of the form (1)
with

P (z, ω) =
√
εb

2πk0

∑
n

δ (z− zn) χ(0)n (ω)E(zn, ω), (2)

k0 = ω/c. The susceptibility of the n-th QW

χ(0)n (ω) =
Tn

ωn − ω − iγ (3)

includes the frequency ωn of quasi-2D exciton, as well as its
radiative Tn and nonradiative γ decay rates. Within this basic
model, the transfer matrix technique [4,5] is applied to calcu-
late the spectra of reflection RN(ω), transmission TN(ω) and
absorption

AN (ω) = 1− RN (ω)− TN (ω) . (4)

Given the exciton resonance frequencyω0 ≈ ωn and the related
wavelength of light λ = 2πc/

(√
εbω0

)
, the optical problem

is discussed for the quasi-Bragg (d ∝ λ) MQW structures

in comparison with short-period (d � λ) ones, where d is a
characteristic inter-well distance.

Using Eq. (4), the dimensionless integral absorptivity is
defined for a MQW structure as follows

IN (γ ) =
∫

dω

2πT0
AN (ω, γ ) . (5)

It is a function of the nonradiative decay rate γ taken the same
for all QWs, the energy being scaled by a typical radiative decay
rate T0. The integral absorptivity as a function of temperature
should look like the function (5) of γ . It is because γ asso-
ciated with exciton-phonon interaction grows monotonously
with temperature, and so does the total decay rate γ + T0 of
exciton.

2. Absorption in resonant Bragg structures

Next, treated are regular MQW structures, in which casesωn =
ω0 and Tn = T0 in Eq. (3) and zn = nd in Eq. (2). Under
these conditions, the exciton-polaritonic absorption is studied
for the resonant Bragg structures (d = λ/2) versus short-period
ones (d � λ/2). In the former case, integration (5) over the
absorption line

AN (ω, γ ) = 2γNT0

(ω0 − ω)2 + (γ +NT0)
2 (6)

gives

IN (γ ) = γN

γ +NT0
. (7)

Figure 1 demonstrates the minima of integral absorptivity
IN at the periods d = mλ/2 satisfying the condition of m-th
order Bragg diffraction in the spectral range of exciton reso-
nance. The larger is N , the relatively deeper and narrower are
the minima of IN at the integers of 2d/λ. The features of IN oc-
cur because absorption is caused by different polaritonic modes
in the resonant Bragg and short-period MQW structures. In the
Bragg structures with finite numbers N , the integral absorptiv-
ity (7) is due to the only normal mode allowed for exciting by
light with absorption spectrum (6) having the width γ +NT0.
This mode called super-radiant is a result of constructive inter-
ference of waves reradiated by QW excitons.

Dependences of the integral absorptivity on γ /T0 andN are
shown in Figs. 2(a),(b) by curves 1 and 2 for short-period and
the resonant Bragg MQW structures, respectively. Given N ,
the integral absorptivity (7) of the Bragg structures grows mo-
notonously with γ /T0 up to IN → N at γ /NT0 � 1. As
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Fig. 1. Integral absorptivity IN depending on the dimensionless
period 2d/λ of MQW structures with the following N : 2 (1), 5 (2),
10 (3) and 50 (4). Calculated at normal light incidence with the
parameters h̄ω0 = 1.51 eV, h̄T0 = 0.05 meV, h̄γ = 0.1 meV,
εb = 12, typical of excitons in AlGaAs/GaAs QWs.

well, the integral absorptivity grows monotonously with N up
to γ /T0 at NT0/γ � 1. The dependences of IN on γ /T0
andN can be treated as a radiative (polaritonic) effect until the
MQW structure under study stays open to radiate. The depen-
dences IN saturate, when the radiation becomes inefficient, i.e.
at very large γ /T0 andN . The analytical forms of (5) are rather
different for short-period and the resonant Bragg MQW struc-
tures: at γ /NT0 � 1 these are estimated as IN ∝

√
γN/T0

and IN ∝ γ /T0, respectively.

3. Influence of disorder

In real MQW structures, optical spectra and the integral absorp-
tivity (5) can be influenced by two kinds of disorder. Inter-well
disorder implies the identical resonant QWs to be randomly
spaced with the mean period d and the r.m.s. fluctuation δd of
spacings. On the contrary, intra-well disorder means the QWs
to form a lattice with a period d , while the exciton frequencyωn
entering Eq. (3) is a random variable in the n-th QW with the
mean value ω0 and r.m.s. fluctuation δω. When neglecting any
disorder, we deal with a regular “reference” MQW structure.

With the Bragg MQW structure (d = λ/2) as a “refer-
ence”, we discuss how the averaged integral absorption varies
in disordering from curves 2 in Fig. 2. Inter-well disorder
(δd �= 0) makes the averaged absorption spectra 〈AN〉 near
ω = ω0 larger in value and structured. It is because extra
normal modes other than the super-radiant one become active
in absorption owing to disorder. As a consequence, if δd in-
creases, the averaged integral absorptivity 〈IN〉 in Figs. 2(a),(b)
varies from curves 2 to curves 3, with the latter tending further
to curves 1 due to multi-mode absorption.

In turn, intra-well disorder leads to inhomogeneous broad-
ening of absorption spectrum consisting of multiple maxima
belonging to localized excitons. For intra-well disorder, the
averaged integral absoprtivity 〈IN〉 is shown by curves 4 in
Fig. 2. If the disorder is strong (δω � NT0), 〈IN〉 tends to
IN = γN/(γ + T0) that is much larger than (7). The in-
crease of integral absorptivity is also explained as a transition
to multi-mode absorption regime in suppressing the resonant
interactions between excitons.

In conclusion, a theory was developed for the resonant en-
ergy transfer and absorption in structures with finite numbers

(a) (b)
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Fig. 2. Averaged integral absorptivity 〈IN〉 depending on γ /T0 at
N = 50 (a) and on N at γ /T0 = 10 (b). Curves correspond to
the following MQW structures: short-period with d = 0.1λ (1),
Bragg-type with d = λ/2 (2), quasi-Bragg with inter-well disorder,
δd/d = 0.06 (3) and quasi-Bragg with intra-well disorder, δω/T0 =
60 (4). The exciton parameters are the same as in Fig. 1.

of QWs. It was established that the dependences of integral ab-
sorptivity on the nonradiative decay rate of quasi-2D excitons
are qualitatively similar for short-period and Bragg-type MQW
structures, both periodic and influenced by either inter-well or
intra-well disorder. Also, significant differences in the integral
absorptivity behavior were found due to different regimes of
resonant reradiation of excitons in the above MQW structures.
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Refocusing of a qubit system coupled to an oscillator
L. P. Pryadko and G. Quiroz
Department of Physics & Astronomy, University of California, Riverside, California, 92521, USA

Abstract. Refocusing, or dynamical decoupling, is a coherent control technique where the internal dynamics of a quantum
system is effectively averaged out by an application of specially designed driving fields. The method has originated in
nuclear magnetic resonance, but it was independently discovered in atomic physics as a “coherent destruction of tunneling ”.
Present work deals with the analysis of the performance of “soft” refocusing pulses and pulse sequences in protecting the
coherence of a qubit system coupled to a quantum oscillator.

Introduction and background

Quantum coherent control has found way into many applications, in-
cluding nuclear magnetic resonance (NMR), quantum information
processing (QIP), spintronics, atomic physics, etc. The simplest
control technique is dynamical decoupling (DD), also known as re-
focusing, or coherent destruction of tunneling. The goal here is to
preserve coherence by averaging out the unwanted couplings. This
is achieved most readily by running precisely designed sequences of
specially designed pulses [1].

In a closed system this can be analyzed in terms of the average
Hamiltonian theory in the “rotating frame” defined by the controlling
fields [2]. To leading order, the net evolution over the refocusing pe-
riod is indeed described by the Hamiltonian of the system averaged
over the controlled dynamics. For an open system, the dynamics as-
sociated with the bath degrees of freedom can be also averaged out, as
long as they are sufficiently slow. This can be understood by noticing
that the driven evolution with period τ = 2π/
 shifts some of the
system’s spectral weight by the Floquet harmonics, ω → ω + n
.
With the average Hamiltonian for the closed system vanishing, the
original spectral weight at n = 0 disappears altogether, and the di-
rect transitions with the bath degrees of freedom are also suppressed
as long as 
 exceeds the bath cut-off frequency, 
 >∼ωc [3].

For a closed system, the refocusing can be made more accurate
by designing higher-order sequences, where not only the average
Hamiltonian (k = 1), but all the terms of order k ≤ K in the Mag-
nus (cumulant) expansion of the evolution operator over the period
τ are suppressed. The corresponding simulation can be done effi-
ciently by constructing time-dependent perturbation theory on small
clusters [4]. The quantum kinetics of the corresponding open sys-
tem with order-K DD, K ≤ 2, was analyzed by one of the authors
using the non-Markovian master equation in the rotating frame de-
fined by the refocusing fields [5]. This involved a resummation of
the series for the Laplace-transformed resolvent of the master equa-
tion near each Floquet harmonic, with subsequent summation of all
harmonics.

The results of Ref. [5] can be summarized as follows. With
K ≥ 1 refocusing, there are no direct transitions, which allows an
additional expansion in powers of the small adiabaticity parameter,
ωc/
. In this situation the decoherence is dominated by reactive
processes (dephasing, or phase diffusion). With K = 1, the bath
correlators are modulated at frequency
. This reduces the effective
bath correlation time, and the phase diffusion rate is suppressed by
a factor ∝ ωc/
. With K = 2 refocusing, all 2nd-order terms in-
volving instantaneous correlators of the bath coupling are cancelled.
Generically, this leads to a suppression of the dephasing rate by an
additional factor∝ (ωc/
)

2, while in some cases (including single-
qubit refocusing) all terms of the expansion in powers of the small
adiabaticity parameter (ωc/
) disappear. This causes an exponen-
tial suppression of the dephasing rate, so that an excellent refocusing
accuracy can be achieved with relatively slow refocusing, 
 >∼ωc.

The conclusions in Ref. [5] were based on the analysis of the
oscillator bath with a featureless spectral function, with the cut-off
frequency ωc serving as the only scale describing the bath correla-
tions. They do not apply in the presence of sharp spectral features
which appear if the controlled system is coupled to a local high-Q os-
cillator. On the other hand, the situation where the controlled system
is coupled to a local oscillator mode is quite common. This situa-
tion is realized in atomic physics, where the oscillator in question is
the cavity mode, while the continuous-wave (CW) excitation is used
to suppress the coupling. In several quantum computer designs,
nearly-linear oscillator modes are inherently present (e.g., mutual
displacement in ion traps, or QCs based on electrons on helium).
Finally, there are suggestions to include local high-Q oscillators in
the QC designs to serve as “quantum memory” or “quantum infor-
mation bath” [6].

In this work we consider refocusing of a qubit system where the
spectral function of the oscillator bath has a sharp resonance. More
specifically, we include the resonant mode in the system Hamilto-
nian, and consider the quantum kinetics of the resulting system in
the presence of a featureless low-frequency oscillator bath driven
by the refocusing pulses applied to the qubits only. Such a system
can be analyzed with the help of the general results [5], as long as
one is able to construct a K = 1 or K = 2 refocusing sequence
to decouple the oscillator and other degrees of freedom. To this
end, and having in mind sequences of soft pulses, we consider the
analytical structure of the evolution operator for a closed system of
arbitrary complexity, where one of the qubits is driven by a single
one-dimensionalπ -pulse. An analysis of any refocusing sequence is
then reduced to computing an ordered product of evolution operators
for individual pulses. We illustrate the technique by analyzing the
controlled dynamics of a qubit coupled to an oscillator. One of the
constructed sequences provide orderK = 2 qubit refocusing for any
form of qubit-oscillator coupling, and was also shown to provide an
excellent decoupling in the presence of a thermal bath.

Single π-pulse

Consider a qubit with generic couplings,

HS = σxAx + σyAy + σzAz + A0, (1)

where σµ are the qubit Pauli matrices and Aν , ν = 0, x, y, z are
the operators describing the degrees of freedom of the rest of the
system which commute with σµ, [σµ,Aν] = 0. The qubit evolution
is driven by a one-dimensional pulse,

HC = 1
2σxVx(t), 0<t<τp, (2)

where the field Vx(t) defines the pulse shape. The evolution due to
the pulse is dominant; the unitary evolution operator to zeroth order
in HS is simply

U0(t) = e−iσxφ(t)/2, φ(t) ≡
∫ t

0
dt ′ Vx(t ′). (3)
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When acting on the spin operators, this is just a rotation, e.g.,
U0(t)σyU

†
0 (t) = σy cosφ(t)+ σz sin φ(t). Suppose Vx(t) be sym-

metric, Vx(τp− t) = Vx(t), π -pulse, φ(τp) = π , and it additionally
satisfies the first-order self-refocusing condition s ≡ 〈sin φ(t)〉p =
0, where 〈f (t)〉p denotes the time-average over pulse duration.
Then, the evolution operatorX ≡ U0(τp) expanded to second order
in τpHS reads

X(2) = −iσx − τp(Ax + σxA0)+ i

2
τ 2
p{A0, Ax}

+ i
2
τ 2
pσx(A

2
0 + A2

x)+ τ 2
pα

(
A2
y + A2

z + iσx [Ay,Az]
)

+τ 2
pζ

(
[A0, σyAz − σzAy]+ i{Ax, σyAy + σzAz}

)
. (4)

Here α ≡ 〈θ(t− t ′) sin[φ(t)−φ(t ′)]〉p , ζ ≡ 〈θ(t − t ′) cosφ(t ′)〉p
parametrize the evolution properties of the pulse at second order.
The values of the parameters computed for some pulse shapes are
listed in Tab. 1.

Common pulse sequences

Transforming Eq. (4) appropriately, we can now easily compute the
result of application of any pulse sequence. In particular, the π -
pulse X applied along the −x direction can be obtained from (−X)
with a substitution α → −α. As a result, e.g., the expansion of
the evolution opeator for the one-dimensional sequence XX can be
written as

XX = 1− 2iτp(A0 + σxAx)− 2τ 2
p(A0 + σxAx)2 +O(τ 3

p),

or it can be re-exponentiated as evolution with the effective Hamil-
tonian

HXX = A0 + σxAx +O(τ 2
p). (5)

The corresponding calculation with the usual finite-width pulses
(e.g., Gaussian) where s �= 0 produces a correction to the effective
Hamiltonian already in the leading order,

δHXX = s(σzAy − σyAz)+O(s2τp).

This can be corrected by constructing a longer sequence, e.g.,
XXXX. Returning to pulses with s = 0, we list the expansions
computed for several two-dimensional sequences:

HXYXY = A0 + τp
(
iα

2
[Az,Ay]− i

2
[A0, σxAx − σyAy]

−α
2
σy(A

2
x + A2

y)+
1+ 4ζ

4
σz{Ax,Ay}

)
+O(τ 2

p), (6)

HYXYXXYXY = A0 − ατp
2

(
σy(A

2
x + A2

z)+ i[Ay,Az]
)
, (7)

HYXYXXYXY = A0 +O(τ 2
p). (8)

Table 1. Parameters of several common pulse shapes. The first line
represents the “hard” δ-function pulse, G001 denotes the Gaussian
pulse with the width 0.01τp , while Sn and Qn denote the 1st and
2nd-order self-refocusing pulses from Ref. [4].pulse s ≡ 〈sin φ(t)〉p α/2 ζ

πδ(t − τp/2) 0 0 0.25
G001 0.0148978 0.00735798 0.249979
G010 0.148979 0.0653938 0.247905
S1 [4] 0 0.0332661 0.238227
S2 [4] 0 0.0250328 0.241377
Q1 [4] 0 0 0.239889
Q2 [4] 0 0 0.242205

Atom in a cavity example

Consider an atom placed in a lossless cavity with a single resonant
mode. The resonance part of the Hamiltonian can be written in
the form (1), where Ax = g(b + b†), Ay = ig(b − b†), Az = 0,
A0 = (b†b, g is a coupling constant, and( is the cavity frequency
bias. Contrary to the conclusions of Ref. [7], such a coupling cannot
be suppressed with any one-dimensional pulse sequence.

On the other hand, the two-dimensional four-pulse sequence (6)
provides a leading-order refocusing of the coupling. The subleading-
order correction is present (the order of the sequence isK = 1), and
it is not particularly small even for 2nd-order self-refocusing pulses
with s = α = 0. The eight-pulse sequences (7) and (8) have equal
accuracy with 2nd-order pulses but the 2nd-order accuracy of the
latter sequence is also retained with 1st-order pulses.

After tracing out the oscillator degrees of freedom, we can apply
the results of Ref. [5] and expect the two 2nd-order sequences to
provide an excellent refocusing accuracy even in an open system, as
long as the refocusing rate is sufficiently high. We confirmed this
expectation by a numerical simulation, where the bath was modeled
as a classical correlated random field.

Conclusions

The main result of this work is the expansion (4) and the classification
of the corresponding parameters in Tab. 1. This allows an explicit
computation of the error operators associated with refocusing in
systems of arbitrary complexity. We illustrated the approach for
several sequences applied to a qubit coupled to an oscillator. The
8-pulse sequence (8) provides 2nd-order refocusing for any form of
the coupling between the qubit and the oscillator.
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Effective ε and µ from the general scattering matrix
of a metamaterial slab
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1 A. M. Prokhorov General Physics Institute RAS, Vavilova 38, 119991 Moscow, Russia
2 LASMEA, UMR 6602 CNRS, Université Blaise Pascal, 24 av. des Landais, 63177 Aubière, France

Abstract. Retrieval of effective electric permittivity ε and magnetic permeability µ of metamaterials is discussed basing on
general scattering matrix of a photonic crystal slab in long wavelength (zero diffraction) case. It is shown that a possibility
to describe the electromagnetic response of metamaterial slabs in near-infrared and optical ranges by local ε and µ is very
limited, and more general nonlocal description is needed.

Recently, a lot of interest is attracted to the electromagnetic re-
sponse of short period metallic-dielectric photonic crystals —
metamaterials. For example, they can demonstrate so called
left-handed or negative index behaviour [1]: the refractive in-
dex may become negative, and unusual lensing (Veselago lens)
becomes possible. Another interesting possibility is cloaking
of objects from the electromagnetic fields [2].

However, the problem of effective medium description of
metamaterials is very nontrivial [3]. On the one hand, it is
known that the wavelength of light has to exceed significantly
the period of such structures, in order that a description within
spatially local ε and µ becomes valid, see, e.g., a recent anal-
ysis in [4, 5, 6]. On the other hand, any photonic crystal slab
in zero diffraction limit behaves like a homogeneous slab, in a
sense that the incoming light is only refracted and transmitted,
and it is very tempting to retrieve effective ε and µ from the
corresponding optical coefficients [7]. Do then such retrieved ε
and µ have any physical sense, and is it possible to use them to
engineer something like a Pendry’s cloak, or at least to distin-
guish a modulated slab from a homogenous one, are important
questions.

In this paper, we analyse the effective electromagnetic re-
sponse of the metamaterials basing on the scattering matrix
theory [8,9,10,11] and using the retrieval idea of [7,12]. The
results will be illustrated on examples of several metamate-
rial metal-dielectric structures, for which the effective nega-
tive refractive behaviour has been established in recent works,
e.g. [13,14]. We show that, in agreement with analysis in [3],
the electromagnetic response of metamaterials near the mag-
netic resonances is actually significantly nonlocal and lossy.
As a result, e.g., it appears to be hardly possible to use such
metamaterials for light cloaking.
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Photoluminescence of one-dimensional photonic crystals
doped with resonance centres
M. M. Voronov
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. A general method of photoluminescence (PL) spectra calculation of one-dimensional (1D) photonic crystals has
been developed. This approach is based on application of thermal radiation Kirchhoff’s law to 1D systems and appears to be
suitable for practical analysis. The analytical expression for PL spectral function and its decomposition nearby the real parts
of eigenfrequencies have been obtained. The origin of frequency shifts between PL and transmission spectral peaks has
been discussed.

Introduction

In most papers on PL of photonic crystals the calculations of
spontaneous emission have been done by using the concept of
electromagnetic density of states (DOS) [1–3]. However, its
physical meaning and criterion for validity are not always clear,
because the typical definition of DOS relates to Bloch states in
an infinite crystal [1]. The problem of theoretical calculation of
DOS in partly disordered 1D periodic structures, let alone 3D-
structures, apparently looks rather complicated. The approach
developed in the present paper is based on using Kirchhoff’s
law for thermal radiation to PL calculations of 1D-structures.
It appears to be very convenient for a large class of systems, in
particular, for MQW structures [4], planar microcavities and
may also be generalized on 2D and 3D photonic crystals.

In this work numerical calculations are performed for the
distributed Bragg reflector (DBR) which as well known works
as dielectric mirror and thereby strongly modifies electromag-
netic-radiation. This structure consists of alternating quarter-
wavelength layers A and B with refractive indices na , nb of
the compositional materials and thicknesses a = λ̄/4na , b =
λ̄/4nb, respectively. The wavelength λ̄ is a parameter which
governs the photonic band and spontaneous emission. In more
detail such a system and some experiments on its spontaneous
emission are described in [5]. Let us consider layersA as active
ones, since they contain some resonant emitting centres, which
may be atoms in a dielectric or excitons in a semiconductor.
We note that in our theory the specific nature of resonance
centres (RCs) is of no importance and can always be taken into
account.

1. General theory of PL spectra of 1D photonic crystals

The PL intensity I (ω) is conveniently presented as a sum of
partial contributions In(ω) from the n-th active layer,

IN(ω) =
N∑
n=1

In(ω) , (1)

whereN is the number of layers A in the structure. The partial
intensity In is further written as

In(ω) ∝ ωA′n(ω)f (ω)Fn(ω0) , (2)

Let us explain the meaning of each of these functions. Here
Fn(ω0) defines excitation intensity of RCs at frequency ω0 in
n-th layer and, in particular, can have the form exp (−αn),

where α is the Buger law attenuation coefficient. An expres-
sion for Fn(ω0) will be given below. Another function f (ω)
is the occupation of the excited RC states emitting at the fre-
quency ω. Note that in equilibrium f (ω) should be replaced
by the Bose–Einstein distribution function [exp(h̄ω/kBT ) −
1]−1 ≈ exp (−h̄ω/kBT ). Finally, A′n(ω) is the contribution to
the absorbance in the n-th layer from RCs. If the RCs concen-
tration in layers is not great, as well as value of the excitation
intensity, the imaginary part of the refractive index na(ω) in
the active layers is a sum n′′m(ω)+n′′RC(ω), where n′′m(ω) is in-
dependent of and n′′RC(ω) is proportional to the concentration
of RCs. Since n′′RC(ω) is small one can keep inA′n(ω) only the
first order in n′′RC(ω). It follows then that A′n(ω) in (2) and the
total absorbance An(ω) due to the n-th layer are related by

A′n(ω) = ,n(ω) n′′RC(ω) , ,n(ω) = dAn(ω)

dn′′a(ω)
, (3)

It is obvious that ,N(ω) =
∑
n ,n(ω). In case of small n′′m

one can consider ,N(ω) is independent of n′′m and without
taking into account emission line form of the single RC is pro-
portional to AN(ω) =

∑
n An(ω). For practical calculations

f (ω) can be approximated by a function of the Gaussian form
exp [−β(ω − ωRC)

2], where β is a fitting constant and ωRC is
the emission frequency of a single RC.

Now we describe the calculation procedure of the spon-
taneous emission from the finite periodic structure in detail.
For simplicity we will study a normal incidence of light from
semi-infinite medium B on the structure.

It is advisable to present the expression for

AN(ω) =
∑
n

An(ω) = 1− |rN(ω)|2 − |tN (ω)|2,

where rN and tN are reflection and transmission coefficients
for the structure with N active layers. It may be useful to
give here their expressions for arbitrary number,m, of layers A
rm = r1 sinmQd/Zm, tm = t1 sinQd/Zm,

Zm(ω) = sinmQd − t1 sin (m− 1)Qd ,

where Q is the polaritonic wave vector in an infinite structure
The reflection and transmission coefficients for a singleA-layer
are

r1 = 2iei(φa+φb)r sin φa/ξ , t1 = ei(φa+φb)(1− r2)/ξ .

The other notations are as follows: φa = ωnaa/c, φb =
ωnbb/c, r = (na − nb)/(na + nb), t = 2nb/(na + nb),
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ξ = 1 − r2e2iφa , |ξ |2 = 1 − 2r2 cos 2φa + r4. Let us in-
troduce an auxiliary function ηn = tn/(1 − rnrN−n) with the
help of which one can get the following expressions: Fn(ω0) =
|ηn−1|2(1 − |rN−n+1|2) − |ηn|2(1 − |rN−n|2) and partial PL
intensity In(ω) ∝ ω2|teiφa/2/ξ |2(na/nb)2[g1(|ηn−1|2+|ηnrN−n|2)+
2g2Re(ηnη

∗
n−1rN−n)]n′′RC(ω) , where g1=1+r2+r sin 2φa/φa

and g2 = (1+r2) sin φa/φa+2r cosφa (whenFn = const and
f = const). This method is equivalent to direct calculation of
the function ,N .

In a situation when light falls on the structure from vacuum
so that the distance between vacuum and outermost interface
of the first A-layer is equal to b′ the expression (1) for PL
intensity should be multiplied by the factor |τ/(1−ZrNeiφ)|2,
where Z = (nb − 1)/(nb + 1), τ = 2nb/(nb + 1) and φ =
(2b′ − b)ωnb/c.
2. PL spectral function in photonic band

The calculation of the derivative (3) gives the following ex-
pression for the PL spectral function in photonic band

,N(ω) = C1N + C2 sinNQd

|ξ |2|ZN |2 . (4)

Below we write the expressions for functions C1 and C2:

C1 = [(1/nb − nb/n2
a) sin φa sin φb

+(2sin φa cosφb+(na/nb+nb/na) sin φb cosφa)ωa/c]

×(1− r2)[r2 sin(φb − φa)− sin(φa + φb)] ,
C2 = B0 sinNQd + B1 sin (N − 1)Qd

+B2 sin (N−2)Qd−C1(sinNQd+cosNQd cotQd),

B0 = 4[rt sin 2φa/(na + nb)+ r2(1− r2)(ωa/c)] ,

B1 = −2(1−r2)[3r2cos(φb−φa)−cos(φa+φb)](ωa/c)
−8rt sin φa cosφb/(na + nb) ,

B2 = −2(1− r2)2(ωa/c) .

The general expression for ,N(ω) allowing for both the al-
lowed and forbidden photonic band is too cumbersome to show
it here.

As is seen in Eq. (4), the denominator of ,N(ω) has some
function |ZN |2. It is known that the equation ZN(ω) = 0
define all complex eigenfrequencies ωj = ω′j + iω′′j of this
system. Therefore there is another way to present PL spectral
function, namely, by decomposition nearby the real values ω′j
of the eigenfrequencies ωj . One can show that

,N(ω) =
∑
j

aj + bj (ω − ω′j )
|ω − ωj |2 ,

where coefficients aj and bj can be found from the real and
imaginary parts of the following expression

aj + ibjω
′′
j = lim

ω→ωj
[(ω − ω′j )2 + ω′′2j ]P(ω)

Z(ω)Z(−ω) ,

whereP(ω) = (C1N+C2 sinNQd)/|ξ |2. The analysis shows
that frequencies at which the function |Z(ω)|2 is minimal are
very close toω′j , and the shift betweenωPL,j , corresponding to
a maximum of,N(ω), andω′j arises due to a smooth frequency
dependence of the function P(ω). We also note that a similar
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Fig. 1. The dependence of PL spectral function on wavelength (in
vacuum) for DBR-structure with N = 7 A-layers. The refractive
indices of materials A and B are na = 3.46 and nb = 1.46 and
the wavelength λ̄ ≈ 1078.5 nm. The forbidden photonic band is
indicated by two vertical arrows. Inset shows three different spectra
reduced to the same maximum value, namely: IN ∝ ,N (curve 1),
|ZN |−2 (curve 2) and TN (curve 3).

explanation is valid for a frequency shift between a maximum
in the transmission TN = |tN |2 and ω′j . In the latter case,

instead of P(ω), the function |t1|2 sin2Qd is responsible for
the shift, owing to the dependence Q(ω). This is why the
frequency at whichTN ≈ 1 (if the absorption is small) is clearly
distinguished from ωPL, see inset and caption in Fig. 1. The
mentioned shift between transmission and PL peaks have been
observed experimentally in [5]. At the same time such a shift
in the maxima positions for structure with micro-resonator is
absent, as it indeed occured in experiment in [6].

In conclusion, we have developed a theory which can ex-
plain the spontaneous emission behaviour in dependence on
the frequency of light emitted by doped resonance centers
and the geometry of a 1D photonic crystal, in particular, a
DBR-structure. In this paper the theory has been illustrated
for conditions close to the experiment [5] and a good qualita-
tive agreement has been achieved. The results on quantitative
comparison between the theory and experiment, including a
fitting procedure to find the optimal set of parameters, will be
published elsewhere.
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Abstract. Parameters of quantum dots (QDs) and heterostructures appeared during their formation by molecular beam
epitaxy (MBE) depend on substrate pretreatment, temperature conditions and composition variations have been determined
using EXAFS and XANES spectroscopy method. Lowering of the Si spacer deposition temperature from 500 to 300 ◦C
leads to a substantial decrease of the diffusion between the phases Ge/Si and the formation of sharp phase boundaries. It was
established that microstructure parameters of heterosystems containing three-dimensional islands and (or) two-dimensional
thin films depend on AlN-substrate temperature and peculiarities of GaN-deposition process.

Introduction

Developments of techniques allowing the determination of spa-
tial and electronic structural parameters on the surface or in-
terfaces of materials will provide tools to control and check
the fabrication of structures containing nanoclusters with dis-
crete electronic spectra. The fabrication of such systems can
be an important step in the pathway towards miniaturization
and engineering for quantum computer systems.

The goal of this research is to determine parameters of
quantum dots (QD) and heterostructures appeared during their
formation by molecular beam epitaxy (MBE) depend on sub-
strate pretreatment, temperature conditions and composition
variations. In present work Ge/Si-, GaN/AlN- and InAs/AlAs-
sandwich heterostructures formed from components with the
lattice constant mismatch have been studied. EXAFS and
XANES spectra at the GeK, GaK and InK edges have been
measured using surface sensitive fluorescent yield detection
mode [1,2].

Local structural changes in thin layers and nanoclusters are
not detectable by traditional X-ray structural analysis or elec-
tron diffraction, due to the absence of long-range ordering.
EXAFS spectroscopy provides a unique possibility for solving
such problems [1,2]. This experimental technique allows de-
termination of parameters regarding the local environment of
atoms and electronic parameters of nanoclusters. In particu-
lar, our previous experiments using GeK XAFS showed that
Ge QDs are characterized by interatomic Ge-Ge distances of
2.41 Å which is 0.04 Å less than in bulk Ge [1].

1. Experimental

EXAFS spectra of the GeK-, GaK-, InK-edges were measured
at the VEPP-3 storage ring of the Budker Institute of Nuclear
Physics (Novosibirsk, Russia) and at the DUBBLE beamline
of the European Synchrotron Radiation Facility (Grenoble,
France). Both beamlines are equipped with a Si(111) double-
crystal monochromator. In all experiments the samples were
placed under an angle of 3 degrees relative to the incoming
X-ray beam and the detector was mounted in horizontal plane
in such a way to achieve the best signal to noise ratio. Atoms
local arrangement in these systems have been determined us-

ing the fitting procedure in the EXCURV program of Fourier
filtered experimental data.

2. Results and discussion

Microstructure of Ge/Si sandwich geterostructures has been
studied depend on effective thickness of Ge thin films deposited
on Si(001) and Si(111) at 300 ◦C. This films are separated and
protected by Si spacer layers. It has been detected a monotonic
growth of the of Ge-Ge effective coordination number in paral-
lel with the effective thickness of the germanium film increase
from 4 to 10 monolayers which indicates monotonic size evo-
lution of germanium nanoclusters. Lowering of the Si spacer
deposition temperature from 500 to 300 ◦C leads to a substan-
tial decrease of the diffusion between the phases Ge/Si and the
formation of sharp phase boundaries between Si and Ge.

The spectra have been measured on GaN/AlN heterosys-
tems which contain GaN two-dimensional layers or nanoclus-
ters on AlN substrates. These samples have been produced
using molecular beam epitaxy (MBE) on (0001) sapphire sub-
strate. The samples consist of a few layers (from 1 to 20)
with each an effective thickness from 2 to 5 GaN monolayers.
These layers are separated and protected by AlN layers with a
thickness of about 100 Å.

It has been found that the first shell RGa-N interatomic dis-
tance in heterostructure GaN/AlN is equal to∼ 1.93Å, which is
0.02Å smaller compared to crystalline GaN. For the second Ga-
Ga shell an interatomic distance RGa−Ga ∼ 3.14 Å was found,
which is 0.04 Å smaller than in crystalline GaN. The coordina-
tion number NGa−Ga was found to be from 5.9 to 10.7. It was
established that heterostructure contains three-dimensional is-
lands or two-dimensional thin films depending of temperature
of AlN-substrate during GaN-deposition. Our results suggest
that average size of GaN clusters and elastic strains and defor-
mations depend of preparation conditions, such as temperature
of AlN-substrate and time of deposition, or effective thickness
of GaN film.

The Ge/Si and GaN/AlN quantum dots vertical (in the growth
direction) and lateral alignment have been recently demon-
strated. The coupled dots are formed by depositing a single
layer of dots followed directly by a small amount of barrier
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for bulk crystalline GaN and for GaN/AlN heterostructures.

material (Si or AlN) then immediately another layer of dots.
Due to the strain field of the first dot, the new dots form di-
rectly over the first dots. For two layers of closely coupled
dots separated by a thin (∼ 30 Å) Si or AlN barrier the electron
wave function become highly delocalized along the z direction
so that each coupled dot pair is very similar to a single quan-
tum dot with the larger aspect ratio. Such coupled, tripled and
so on nanostructures are also known as “artificial” or “macro”
molecules.

Therefore, interpretation of peculiarities of QDs experi-
mental energy spectra must take into account the variation
in local structure of “macromolecule” with vertically adjoint
aligned QDs in comparison with the ordinary QDs heterostruc-
ture.

Semiconductors sandwich heterostructures (from 1 up to
20 monolayers) were prepared by the growing procedure with
follow-up deposition of blocking Si, AlN layers (from 30 up to
500 Å).

Microstructure of Ge/Si and GaN/AlN sandwich geterostruc-
tures contains vertically aligned QDs has been studied depend
on number of Ge or GaN layers in sandwich and effective thick-
ness of Si or AlN barrier material. It was established an influ-
ence of blocking layers (Si, AlN) thickness and number of QDs
layers (Ge, NaN) in geterostructure on the microstructure char-
acteristics of quantum dots. The coordination number NGe-Ge
was found to be∼ 2 for samples with thin barrier Si films (30–
50 Å) in contrast with samples with thick Si films (500 Å),
which have smaller NGe-Ge coordination number. This re-
sult is in accordance with electron spectroscopy and electron
diffraction results. It has been found the same, but more fee-
bly marked results, for GaN/AlN heterostructure. This result
suggests increasing of average GaN clusters size for structures
with thin AlN films (∼ 30 Å).

An information concerning quantum dots free states energy
structure was obtained by XANES data analysis of the samples
doped with boron. It was supposed that the GeK XANES pre-
edge maximum is appeared due to free levels formation at the
top of the bulk Ge valence band and at a depth of 0.2–0.4 eV
from the top of the valence band for the samples with quantum
dots. The microstructure parameters and the energy spectrum
peculiarities of heterosystems with discrete electronic spectra
largely influenced by the elastic deformation at the boundaries
of the nanoclusters and substrate was detected by the direct
method showing that EXAFS spectroscopy is very perspective
tool to study materials containing nanostructures.
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Abstract. Ge islands evolution on Si(001) is investigated by a synergic use of different theoretical approaches, followed by a
direct comparison with experimental data. Based on ab initio calculations, we suggest an atomic-scale path explaining why
Ge (105) pyramids are observed to grow from top to base, and how a fast step-flow mechanism allows for facets completion.
Then, we consider the evolution of larger-volume islands. Exploiting three-dimensional elastic-theory calculations, we
discuss why on a pit pre-patterned Si(001) substrate it is possible to delay misfit-dislocation insertion, allowing coherent
high aspect-ratio islands to be formed, as observed in intriguing recent experiments.

Introduction

Deposition of Ge on Si(001) induces the formation of three-
dimensional (3D) coherent islands. After the formation of a
thin wetting layer (WL), indeed, a simple tetragonal relaxation
is not sufficient to relax the elastic energy induced by the lattice-
parameter mismatch [1]. In general, low height-to-base aspect-
ratio islands are favored at small volumes. A moderate facet
inclination, indeed, limits the excess in exposed surface with
respect to the WL. Shallow islands with low surface-energy
facets, are thus expected to show up right after the completion
of the WL. Islands of larger dimensions, on the other hand,
tend to increase in steepness since the higher volumetric strain
relaxation dominates the overall energy balance [2]. This sim-
ple picture is confirmed by the observation of small Ge islands
being characterized by {105} facets, forming an angle of only
∼ 11◦ with the substrate [3]. In a joint theoretical and experi-
mental work [4], it was shown that {105} facets are character-
ized by a complex rebonded-step (RS) reconstruction, which
helps in decreasing the surface energy and in stabilizing the
whole Ge islands [5] until its volume reaches a critical value.
At this point, flat {105} pyramids smoothly transform into a dif-
ferent shape. Material is first observed to accumulate towards
the top of pyramid [6], creating an upper region separated from
the rest of the island by several steps bunched together. This
step bunching induces the formation of steeper facets, which
ultimately evolve into the multifaceted dome shape, character-
ized by ∼ 0.2 aspect ratio. Such experimental observations
were nicely explained [6] by a local-thermodynamic model
which quantitatively considered the base-to-top lattice relax-
ation and the step formation energy. In Section 1 we shall
go beyond this model, providing ab-initio based calculations
suggesting a possible atomic-scale path leading to preferential
nucleation at the top of the islands, without destroying the RS
reconstruction [7].

Once the pyramid-to-dome transition takes place, the above
discussed energy balance between volumetric relaxation and
surface-energy cost would suggest a further morphological
evolution from domes to higher aspect-ratio islands. At the
large volumes needed to observe such transition, however, an-
other channel for strain relaxation becomes competitive: the
system can lower the elastic energy load by introducing mis-
fit dislocations into the islands, and interrupting its evolution

towards formation of very steep facets. This issue is tack-
led in Section 2 where we shall discuss a model for island
stability based on elasticity theory (solved by Finite Element
Methods), and on ab-initio estimates of surface energies. By
considering both a flat and a pit-patterned Si(001) substrate,
our results show that the presence of a non-flat substrate can
delay misfit-dislocation injection into high aspect-ratio islands.
These results allow for a direct interpretation of a very recent
experimental evidence concerning the crucial dependence of
the evolution of dome islands on the substrate. Our colleagues
Zhong, Schwinger, Schäffler, and Bauer of the Johannes Kepler
University (Linz, Austria), indeed, have observed that on a suit-
ably pit-patterned substrate, domes evolve into exceptionally
high aspect-ratio (∼ 0.37) coherent (111) truncated pyramids
while, on the flat substrate, misfit dislocations are shown to
stop the evolution towards high steepness [8].

1. Working at the atomic scale: nucleation of a new layer
and step flow at the Ge(105)RS surface

As recalled in the Introduction, the Ge(105) surface at pyra-
mids facets displays the so-called RS reconstruction which is
characterized, as shown in Fig. 1a, by the formation of U -
shaped structures (Uss). In order to look for possible stable
nuclei, able to trigger growth of a new layer on such surface,
we have investigated, by ab initio calculations using the Local
Density Approximation (LDA), possible adsorption sites for
adatoms [9], ad-dimers, ad-trimers and larger two-dimensional
structures [7]. We found the ad-trimer configuration displayed
in Fig. 1b to be of particular interest since it provides a bind-
ing energy per adatom lower than any of the sampled one-
or two-adatom configuations. Besides, it is easy to recognize
that the ad-trimer already contains the footprints of a new Uss,
thus being a promising seed for nucleation of an entire new
layer. Due to lateral elastic interactions, ad-trimers tend to
align along the [010] direction, as illustrated in Fig. 1c, and
demonstrated in [7]. At this stage our calculations, based on
the use of the Nudged Elastic Band Method [10], show that
the arrival of a further adatom is able to trigger a low-barrier
(∼ 0.5 eV, lower than the isolated-adatom one [9]) kinetic pro-
cess leading to the configuration pictured in Fig. 1d, where two
one-layer higher Uss are formed. If one of such mechanisms
takes place for each ad-trimer, the configuration of panel e) is
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Fig. 1. a) Clean (105)RS surface. b) Ad-trimer minimum-energy
configuration c) Adjacent ad-trimers configuration. d) Evolution
of configuration c) After the arrival of a further adatom. e) One-
layer higher stripe bounded by two steps. f) Step-flow produced by
nucleation of trimers at the left step edge of configuration e). In
all of the panels, the vertical direction is [010], the direction exiting
from the paper is [105], while the horizontal one is [-501].

reached. In such panel, we have painted atoms of the same
(105) layer using identical grey darkness, in order to empha-
size that a terrace bounded by steps on the left and on the right
side is obtained. The step on the left side is of particular inter-
est since it corresponds to the typical monoatomic (105) step
which is predicted to play a key role at pyramids facets [11].
Notice that if a new set of trimers, positioned and oriented
as our minimum-energy configuration of Fig. 1b, is formed at
the step edge, this causes the step propagation along the [501]
direction, i.e. in the top-to-bottom direction in a typical Ge
pyramid. While the above mentioned calculations were first
performed on a (105) slab at the Ge lattice parameter, i.e. at the
situation encountered at the relaxed top of a Ge pyramid, in or-
der to understand where nucleation preferentially takes place at
a pyramid facet, we have re-computed the energy of our magic
unit, the ad-trimer, also considering a∼ 4% compression, rep-
resentative of the strained bottom of the island. The energy
gain per adatom turned out to be ∼ 0.15 eV/adatom higher in
the presence of strain. We have therefore demonstrated that
atoms climbing along the facets of a Ge(105) pyramids are
more likely to nucleate in ad-trimers towards the top of the is-
lands. Further evolution involves alignement of ad-trimers to
form steps, and a fast step-flow process completing the facet
from top to bottom, while keeping the perfect RS reconstruc-
tion. Our results are in very nice agreement with the reported
experimental evidence for nucleation at the top of Ge islands,
and for a fast step-flow process allowing for facets completion
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Ge-islands on Si(001). b) Critical volumes for the (105)–(113) (tri-
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both flat and (1,1,10) pit-patterned substrates. Full circles indi-
cate volumes of experimental islands taken from Ref. [8]: on the
flat substrate such islands are dislocated, while on the pit they are
coherent (111) pyramids. The dashed line evidently indicates an
experimentally-derived upper bound for the critical volume for dis-
location injection on the flat substrate. If the same critical volume
would apply also to the pit substrate, coherent islands should not be
observed: the pit induces a delay in dislocation formation.

without altering the reconstruction [4,6].

2. Working at the islands full scale: pit-induced
dislocation delay in Ge/Si(001)

While in the previous Section we have investigated nucleation
at low aspect-ratio Ge (105) pyramids, here we shall focus
our attention on larger-volume islands, with the aim of investi-
gating the relative stability of different morphologies on both a
flat and a pit-pre-patterned Si(001) substrate. Our work was in-
spired by recent experiments [8], showing that when islands are
grown on (1,1,10) pits created by etching followed by further
deposition, the sequence (105) pyramids (aspect ratio: 0.1) —
(113) domes (aspect ratio: ∼ 0.2) — (111) truncated pyramids
(aspect ratio: 0.37) is observed, while on the flat substrate is-
lands larger than domes are typically dislocated, forming the
so-called superdomes (very recently a new barn shape was also
reported [12] for coherent islands). Following, e.g. Ref. [2],
we can evaluate the difference in energy between an island of
volume V and the equivalent volume of a flat WL as

E = (ES × S)+ (EV × V ) , (1)
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a (1,1,10) pit carved in Si(001) and half-filled with Ge. Dark regions
correspond to as compression close to the misfit strain between Ge
and Si (4%), while light gray and white regions are less compressed.
Only the strain values within the filled pit are shown.

where ES × S is the exposed-facet dependent energy associ-
ated with creation of an extra surface S, and EV is the vol-
umetric density of relaxation energy (given by the difference
between the energy density of the elastically relaxed island and
the WL). Ab initio calculations have shown that several recon-
structed surfaces typically appearing in islands, such as (001),
(111), (113) [13], and (105) [5] are roughly characterized by
the same surface energy (∼ 62.5 meV/Å2). Therefore, we have
used this common value in our calculations for all the involved
exposed facets. Instead, we have evaluated EV by elasticity
theory, using the Comsol Multiphysics Finite Element Method
code. We considered the three kinds of coherent islands ob-
served in the experiments on both the flat substrate and on the
pit-patterned substrate. Following the experiments, we tuned
the elastic paramaters in order to take into account that the
real islands were estimated to be 65% rich in Ge, due to inter-
mixing with Si. The results of such calculations in terms of
E = E(V ) are displayed in Fig. 2a for the flat substrate case.
As it is evident from the curves, the well known transforma-
tion from pyramid to dome is predicted to take place around
V ∼ 3.2 × 103 nm3, while the (111) islands should appear
around V ∼ 3.4× 104 nm3. However, this last transformation
was not observed. As emphasized by the full circle in Fig. 2b,
indeed, dislocated islands were observed within the range of
domes stability. After repeating the same calculations on the
pit, we found that (111) coherent islands are predicted to be sta-
ble in a range which nicely includes the experimental volume
of a real (111) pyramid. From Fig. 2b, it is quite evident that
a delay in dislocation injection has occurred in the pit-grown
islands, allowing for the observation of a very high aspect ratio
for a coherent island. While we are presently working on a
quantitative modeling of dislocation injection in islands, and
preliminary results confirm the above considerations, here we
shall at least offer a qualitative justification for the dislocation
delay. It is well known that the energy gain obtained by intro-
ducing a dislocation in an island is proportional to the square of
the misfit strain generated by the difference in lattice parameter
between the island and the substrate [14]. The corresponding
energy cost, on the other hand, can be considered as strain-
independent (at least as a first approximation). A lowering of
the effective misfit strain, therefore, would produce larger crit-
ical volumes for dislocation injection. This is exactly the effect
produced by the pit, as demonstrated in Fig. 3, where the εxx
component of the strain tensor (x being the [110] direction) is
reported for a half-filled (1,1,10) pit. At the pit surface, the
strain is indeed lower than the one of the flat WL (∼ 4%), the
pit showing a relaxation process inverse with respect to a typi-
cal upward island. Islands forming on pit, therefore, find a less
compressed substrate lowering its elastic load. These results

demonstrate the possibility of extending the volumetric and
aspect-ratio range for coherent islands grown on Si(001) by a
suitable control of the pit-patterned substrate, an issue of par-
ticular importance for the development of future nano-devices.
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Abstract. A set of InN films was studied by Auge-, photoelectron- and near edge x-ray adsorption fine structure
spectroscopy with using synchrotron radiation. Effects of oxidation and degradation of near surface layers with formation of
InNO alloy, In metallic clusters and molecular N2 bubbles were revealed. It has been shown that degradation rate is less in
monocrystalline InN films with low carrier densities. Fine structure and corresponding density of unoccupied states on InN
were obtained. Auger- and photoelectron spectra of pure InN-bulk were measured and core-level binding energies were
found.

Introduction

Recent revision of InN band gap has turned high activity in
researching this material [1]. However, nano-applications of
InN are restrained by the problem of fabrication of InN films of
sufficient quality. The evident progress in technology of InN
fabrication has been achieved recently on the basis of com-
prehensive research of the material by a wide range of ana-
lytic instruments. Unfortunately surface sensitive methods of
electron spectroscopy providing information about electronic
structure proved to be aside the activity till recently because
of problems in preparation the surface. Progress in InN sur-
face preparation was achieved by atomic hydrogen cleaning
(AHC) [2]. The electronic structure of clean InN surface has
been investigated by x-ray photoelectron spectroscopy [3] and
high-resolution electron-energy-loss spectroscopy [4]. As a re-
sult, some of core-level binding energies, density of states and
an intrinsic surface electron accumulation layer were found.
Unfortunately surface element composition depends on the pa-
rameters of AHC technology, and AHC technique can’ t move
away In extra- stochiometric atoms. In addition, degradation
of InN surface with segregation of In atoms was found to be ef-
ficiently occur [5]. We present here another approach of study
of InN electronic structure, which is based on combination
of electron spectroscopy without surface preparation and near
edge x-ray adsorption fine structure(NEXAFS) spectroscopy.
The first one characterizes near surface layer and the second
one describes mainly the bulk. As one of the main results,
diminishing degradation of near-surface layer was found for
rather perfect InN monocrystalls characterized by low carrier
concentrations, and information about InN bulk was obtained
by surface sensitive electron spectroscopy.

Experimental details and samples under study

Study of InN films by Auger electron spectroscopy (AES) was
performed using electron spectrometer LHS-11. Ion beam
sputtering allowed measuring depth concentration profiles of
samples. X-ray photoelectron spectra (XPS) of InN films were
measured in parallel with NEXAFS spectra using synchrotron
radiation (SR) at BESSY-II (Berlin). All of the measurements
were made at high-vacuum conditions (P ∼ 10−10 Torr).
Hexagonal InN epilayers grown by different techniques on dif-
ferent substrates have been analyzed in this study. The main

Table 1. Sample characteristics (type of substrate, InN thickness (h),
carrier concentration (n), and FWHM of (00.2) x-ray rocking curve).

h n FWHM of
Samples Substr. (µm) (cm−3) ω (arcmin)

1 CUI570 Al2O3 1.7 1.5×1019 34
2 040406 Si(111) 0.34 5.8×1018 20
3 Gs2060 Al2O3 12 3.6×1017 8
4 050118 Si(111) 0.65 3.8×1018 17

parameters of the sample are collected in Tab. 1. The other de-
tails can be found in Refs. [6,7,8]. X-ray and Raman scattering
were used to characterize the crystal structure of InN layers.

Degradation of InN near surface layer

Degradation of InN near surface layer of the sample 1 with
relatively high carrier density was studied by AES. Intensities
and shapes of Auger lines give information about element and
chemical compositions of material. Figure 1 illustrates decom-
position of nitrogen NKVV line into contributions of nitrogen
to InN and to molecular N2 — bubbles. Auger energy of nitro-
gen in N2 — bubbles was taken from the research of nitrogen
implantation into GaAs [9]. One can see that thin initial near
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Fig. 1. (a) NKVV Auger spectra of the sample 1 before (top panel)
and after (bottom panel) ion sputtering of 1nm thickness surface
layer. The spectrum is decomposed into the spectra of InN and
molecular nitrogen. (b) Element concentration (top panel) and
chemical composition (bottom panel) depth profiles of the sample 1.

100



NC.03o 101

392 396 400 404 408

(c)

#050118

#Gs2060

#050118

(b)

Ref.[10]

N-O

Photon energy (eV)

In
te

ns
ity

 (
a.

u.
)

#040406

(a)

Fig. 2. NEXAFS spectra of samples 2, 3, 4 and that from [10].

surface layer (∼1.5 nm) of the sample contains N2 — bubbles
even before the ion bombardment. Some amount of In atoms
in metallic and oxidized states are seen in this layer being cov-
ered by the 1–2 monolayer of carbon containing molecules.
Besides the composition of initial near-surface area, the depth
profiles of element concentration and chemical composition
were measured up to several nanometers by ion etching the
sample (Fig. 2). Figure 2 shows the effect of ion- induced
creation of the In-metallic phase manifesting itself in drastic
increase of the concentration of metallic In atoms just after the
first ion bombardment [8]. Indium metallic clusters are formed
due to destruction of In–N bonds followed by segregation. Ni-
trogen atoms form N2 — nano-bubbles or leave the sample.
Despite this effect, the concentration and composition profiles
give information about degradation of InN near surface layer
due to oxidation. Oxygen replaces nitrogen spreading through
defects and inter-grain boundaries. As a result InN1−xOx alloy
and N2 — bubbles are created. The comparable concentrations
of these two phases confirm this conclusion. The assumption
was made that the degradation rate must be lower in more per-
fect monocrystalline InN films.

Relationship between surface and bulk properties

Samples 2, 3, and 4 of InN monocrystalline films with interme-
diate and low carrier concentrations were studied by combina-
tion of NEXAFS and XPS (Figs. 2 and 3). NEXAFS spectra
characterize density of unoccupied states in thick bulk layer
and XPS spectra give information about chemical states in thin
near surface layer. One can see that, contrary to the spectrum 2,
NEXAFS spectra 3 and 4 show sharp structure and practically
coincide with each other and with the spectrum published in
Ref. [10]. Excellent reproducibility of NEXAFS spectrum for
samples fabricated by different techniques at different labora-
tories evidences obtaining a reference NEXAFS spectrum of
pure InN. Though the spectrum published in Ref. [10] shows a
bit larger oxygen concentration.

Contrary to the sample 1, samples 2, 3 and 4 don’ t contain
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Fig. 3. N1s XPS spectra of samples 2, 3, 4 measured at the photon
energy hν = 600 eV.

essential amount of molecular nitrogen: N2 line wasn’ t found
in XPS spectra (Fig. 3). Nevertheless, XPS spectra of sam-
ples 2 and 3 include contribution of InN1−xOx alloy besides
InN. This indicates some oxidation of the sample 2 and minor
oxidation of the sample 3 in ∼1−2 nm surface layer. The sur-
prising fact is that the near surface spectrum of the sample 4
proved to be practically consisting of the single InN phase.
Low oxidation rate seems to be a result of high crystallinity of
material, low defect concentration and low density of crystal-
lite boundaries, through which oxygen can effectively diffuse
into the bulk. In the first approximation, these defects correlate
with carrier concentration. Therefore the sample 1 character-
ized by relatively high carrier concentration (Tab. 1) shows high
degradation rate. But for for more accurate characterization of
the material quality, one needs additional parameters. One of
them might be XPS spectra of near surface layer.

Conclusions

Effects of degradation of near surface layers with formation
of InNO alloy, In metallic clusters and molecular N2 bubbles
were revealed. It has been shown that degradation effects are
suppressed in InN films with low carrier concentrations. Fine
structure and corresponding density of unoccupied states on
InN were obtained. Auger- and photoelectron spectra of pure
InN-bulk were measured and core-level binding energies and
chemical shifts were found.
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Abstract. The initial stages of growth of Ge on Si(7 7 10) was investigated by scanning tunnelling microscopy in the range
of temperatures from room to 600 ◦C. The elongated islands of Ge were formed along triple steps before formation of a
wetting layer. The effect of decomposition of the triple steps of Si into two alternating steps of height in 1 and 2 belayers
(BL) was observed after adsorption about 0.3 BL of Ge.

Introduction

The application of substrates with the well-defined relief of
a surface can increase uniformity of nanoobjects during the
self-organized growth mode. One of interesting surfaces is the
surface Si(7 7 10), with ordered steps with the height of three
interplanar distances (triple steps) [1]. Earlier was consid-
ered, that such surface has orientation Si(557) [2]. The surface
Si(7 7 10) is vicinal a facet of Si(111) and inclined at 10◦ rel-
ative to the (111) towards the [11-2] direction. A system of
monolayer steps is transformed in the system ordered of triple
steps during cooling the surface Si(7 7 10) below temperature
870 ◦C. The triple steps are spaced of the (111) terraces with
a width equal to that of a unit cell of the Si(111)-7× 7 surface
structure (Fig. 1).

The formation ofAg nanoislands of various form on the sur-
face Si(7 7 10) was shown in Ref. [3]. The control of growth
conditions has allowed produce of the Ag islands of identical
width and elongated along the triple steps. The purpose of this
work is formation of nanoislands (nanowires) of Ge, length-
ened along 〈110〉 directions on the surface Si(7 7 10).

(111)

3 nm (7×7)

〈110〉

F

U

Fig. 1. STM image of the Si(7 7 10) surface consisting of triple-
layer-height steps are separated by (111) terraces with a width of that
of the Si(111)-7×7 unit cell. Sample biasU = +2.0 V (unoccupite
surface states). F — faulted half of unit cell, U — unfaulted half of
unit cell.

1. Experimental

The experiments were performed in ultra high vacuum sys-
tems equipped with an scanning tunnelling microscope (STM)
(OMICRON). The pressure of the residual atmosphere in the
STM chamber was 9 × 10−11 Torr. Silicon samples, inclined
relative to the (111) plane towards the [11-2] direction at 10◦
with an accuracy of ±0.5◦, were used. Samples were resis-
tively heated by a direct current. The temperature of a sample
was monitored by an optical-disappearing filament pyrometer.
Clean surfaces were prepared by carefully degassing a sample
at 600 ◦C followed by a short flash to 1250 ◦C to desorb the
native oxide. Si(7 7 10) surface were prepared following the
procedure described in Ref. [2]. Ge was deposited in the range
of temperatures from room to 600 ◦C within a deposition rate
range 10−2−10−3 BL/min. STM images were fixed at room
temperature. All STM images were recorded in the constant-
current mode using an electrochemically etched tungsten tip.

2. Results

The formation of Ge nanoislands was shown on a surface
Si(111) in the solid phase epitaxy mode. The nanoislands of
Ge with size 5–20 nm and height 1 BL was organized after
annealing of amorphous layer of Ge. It was expected, that the
similar growth mode and presence of the relief of surface will
result in formation of elongated nanoislands of Ge along steps
on the Si(7 7 10) surface. However, initial relief of the surface
was disorder after annealing, because the atoms of Ge were
chaotic incorporated into edges of steps. The disorder growth
of Ge was observed in a molecular-beam epitaxy growth mode
up to temperatures 350 ◦C, because surface diffusion of Ge
was weak. The atoms of Ge were incorporated mainly into
edges of the triple steps. The width of terraces (111) decreased
non-uniformly and the lines of step edges obtained corrugated
shape. The tendency to ordering and elongation of Ge nanois-
lands up to 100 nm along steps was observed after adsorbed of
Ge in temperatures range 350–500◦C (Fig. 2) before formation
of a wetting layer.

We observed formation of two kinds of elongated Ge islands
with cross sizes 5 and 10 nm and length up to 100 nm along
steps at coverings less 1.3 BL. Two kinds of islands differed by
a means of location of Ge between terrace of (111) and edge
of the triple steps. The formation of large triangular pyramids
of Ge with size 100 nm and height 20 nm was observed at cov-
erings of Ge more 1.5 BL. The beginning growth of pyramids
of Ge was observed at smaller thickness of a wetting layer
in comparison with a smooth Si(111) surface. The effect of
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20 nm

〈110〉

Fig. 2. STM image of the Si(7 7 10) surface after adsorption of
1.3 BL of Ge at 450 ◦C; U = +1.1 V, I = 0.025 nA.

3 BL

2 BL
1 BL

Si (7 7 10)7×7

7×75×5

Fig. 3. Scheme of transformation of the triple step into two alter-
nating steps of height in 1 and 2 BL on Si(7 7 10) after adsorption
of Ge.

decomposition of the triple steps was observed at change of
surface structure of the (111) terraces. The each triple step was
transformed into two alternating steps of height in 1 and 2 BL
(Fig. 3). Surface structure of terraces (111) on the new steps
was transformed from structure (7 × 7) to (5 × 5). Complete
transformation of the surface structure on the Si(7 7 10) surface
occurred at temperature 600 ◦C and covering 0.3 BL of Ge.
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Controllable growth of C 60 thin films on Bi(001)/Si(111) surface
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Abstract. Surface morphology and controllable growth of C60 thin films on Bi(001)/Si(111)–7×7 template have been
studied under ultra high vacuum (UHV) conditions using scanning tunneling microscopy (STM) and a low-energy electron
microscopy (LEEM). Submonolayer, monolayer and thick layer coverages of C60 were imaged in this study with atomic
resolution. It has been shown that the most favorable sites for C60 nucleation are the twin domain boundaries of Bi and the
double steps. These results may be the basis for further developing of fullerene-based thin-film transistors.

Introduction

An understanding of the growth of organic thin films and or-
ganic nano-scale structures on Si surface is important for poten-
tial applications in micro- and opto-electronic devices using the
flexibility of molecular structures and their properties. Among
others, thin films of fullerenes are very promising in fabrication
of electro-active elements in solar cells and active layers in or-
ganic thin-film transistors. In addition, C60 fullerene molecules
with their closed-cage geometry and uniform size can be con-
sidered as probable candidates for use as building blocks in
nano-science applications. The most significant problem in
C60 field effect carrier injection technique is how to form a
good interface between substrate and solid C60, so one partic-
ularly essential issue is the initial stage of formation of thin
films. That is why some level of morphological control is de-
sired for the growth optimization and improvement of organic
devices. However controllable fabrication of highly ordered
homogeneous nanostructures on surfaces still remains a diffi-
cult challenge. Usually, the interaction between a semiconduc-
tor surface and an adsorbed fullerene molecule is rather strong
due to high concentration of dangling bonds at the surface, and
may have a strong influence on the morphology of thin solid
films of weak van der Waals-bonded C60. To reduce such an
interaction and allow a growth of film in a bulk-like phase we
used a semi-metallic Bi(001)/Si(111) template as a substrate
for the deposition of C60 and preparation of C60 nanostruc-
tures with long-range order and uniform size. Starting point
for this study is a weak interaction between Bi and organic
molecules (e.g., pentacene [1]). Here we present the results
of our UHV LEEM/STM investigations of the initial stages of
nucleation, formation and growth of C60 films.

1. Experimental

All the experiments have been carried out at room tempera-
ture in two ultra high vacuum systems, using a home-built
field ion-scanning tunneling microscope (base pressure
2×10−11 Torr) and low-energy electron microscope (base pres-
sure 2×10−10 Torr) equipped with standard surface preparation
facilities. A clean Si(111)–7×7 surface was obtained by fash-
ing the sample at 1200 ◦C several times, followed by slow cool-
ing in both systems. Bi was deposited from an alumina-coated
tungsten basket on a clean Si(111)–7×7 surface (P-doped n-
type 1.6 
cm wafer) kept at room temperature. The mor-
phology of the resulting well-ordered Bi(001) film was finally
improved by moderate annealing at 120 ◦C. The self-epitaxial

Fig. 1. C60 islands on the Bi(001)/Si(111) surface (VS = 1.5 V).
Heights of islands correspond to Bi steps.

Fig. 2. STM image of a surface with one monolayer of C60 (VS =
2.6 V).

nucleation and growth of C60 films have been performed at sub-
strate temperature of 120 ◦C. Fullerene molecules deposited on
well-ordered Bi films interact only weakly with the substrate
through van der Waals forces. C60 molecule is free to diffuse
on this surface and forms highly ordered islands even at less
than one monolayer(ML) coverage but the initial nucleation of
deposited molecules occurs preferentially in some regions, and
these special sites can be viewed as “anchor sites”. Therefore,
to find the most favorable sites for C60 nucleation the LEEM
investigation has been performed first.

The corresponding data showed that C60 nucleation occurs
on the Bi twin domain boundaries mainly. To verify this ob-
servation on an atomic scale we used scanning tunneling mi-
croscopy. Fig. 1 (taken after deposition of 0.12 monolayer of
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Fig. 3. STM image (VS = 2.3 V; It = 20 pA) of C60 thick film
(5 ML) on the Bi/Si(111)–7×7 substrate.
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Fig. 4. Normalized conductivity tunneling spectra measured above
Bi bilayer (1), C60 sub-monolayer coverage (2) and C60 thick layer
coverage (3).

C60) shows clearly that most favorable sites for C60 nucleation
are indeed double steps and Bi domain boundaries while a Bi
template is clearly seen. One of the islands demonstrates a spe-
cific defect (screw dislocation). These observations agree well
with our LEEM data. A careful analysis of that and similar im-
ages enabled us to single out the six directions of C60 domains
on the Bi(001)/Si(111)–7×7 surface with hexagonally close-
packed structures. To further investigate the growth mode, we
carried out a series of experiments with C60 coverages ranging
from 0.1 ML to above full monolayer coverage and more. Fig. 2
shows a typical STM image of the surface with one monolayer
coverage of C60 on the Bi/Si(111)–7×7 surface with a charac-
teristic modulation pattern coming from the epitaxial relation
between C60 and Bi unit cells (5:11), while step heights corre-
spond to Bi steps. Besides, the formation of the second layer
of C60 could start directly above the C60 chains located along
the steps filling the intermediate sites between two neighbor
molecules. After that the C60 growth above smooth terraces
became possible. In contrary to that the STM images of thick
layers of C60 (45 monolayers) did not exhibit any manifesta-
tion of modulation. The corresponding STM image showed
that C60 molecules completely cover Bi template forming a
good quality film. The step height in this case was the same
as for the Bi layer (0.39 nm) which indicates directly that the
interaction between C60 film and the substrate is not so strong.
To estimate the possible charge transfer between fullerenes in
molecular layers and the substrate we carried out the scanning

tunneling spectroscopy measurements above Bi bilayer, thin
C60 film (with coverage of 1 ML or less) and thick C60 layer
(coverage about 5 ML). If charge transfer takes place, the po-
sition of peaks at LUMO states should be different for various
C60 coverages due to the interaction of the first layer with the
substrate [2]. But the interaction between first layer and sub-
sequent layers are mainly van der Waals, since the first layer is
not modified greatly by substrate bonding. The spectra taken
from these layers did not show any shift which confirms evi-
dently the miserable charge transfer filling up the LUMO states.
In summary, we have successfully prepared C60 epitaxial thin
films with long-range order on a semi-metallic Bi(001)/Si(111)
template surface. It has been proved that most favorable sites
for C60 nucleation are double steps and Bi twin domain bound-
aries. All the observations constitute a concept of site-selective
molecular anchoring and provide the perspective of fabricating
molecular nanostructures being of technological relevance by
site-selective anchoring and self-assembly methods.
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Abstract. There have been developed a multistep MBE growth procedure for InSb QD formation in GaSb. This technique
consists in the deposition of InSb at very low temperature followed by an annealing step. We have obtained the highest
density ever achieved (> 7×1010 cm2) of small, fully strained InSb QDs with narrow monomodal size distribution. The QD
structures demonstrated PL emission near 3.5 µm up to room temperature.

InSb small band gap makes it attractive as active medium for
light emitting diodes and lasers operating in the midinfrared
region, in particular, in the 3–5µm band-II region where sev-
eral technological applications (such as gas analysis, free space
communication, laser assisted surgery, or imaging) find room.
InSb/AlInSb quantum well light emitting diodes have recently
shown efficient emission in this region at low temperature [1],
but the Auger effect strongly affects such kind of devices, lim-
iting their performances at high temperature. Another appeal-
ing approach is the use of InSb quantum dots (QDs) as active
medium for light emitting devices. One then expects both an
emission in the 3–5µm region and the improvement of device
performances, due to low dimensional properties of semicon-
ductor QDs [2].

However, despite the potential advantages of InSb QD ma-
terial system, only few reports are available in the literature, in
marked contrast to the InAs/GaAs case-study materials. The
growth of InSb QDs has been investigated, both by molecular
beam epitaxy (MBE) and metal organic vapor phase epitaxy,
on different substrates: GaAs [3], GaSb [4,5], InP [6], and
InAs [3,7]. In the work [7] it has been obtained InSb submono-
layer insertions by shortly exposing the InAs growth surface
to an Sb4 flux. They report a density of 1012 cm2 of extremely
small insertions and observed PL between 3 and 4 µm up to
room temperature [8].

If InSb QDs in GaSb are considered [4,5], all groups work-
ing in the field have obtained QD densities in the 109 dot/cm2

range with typically large dot lateral size (50–100 nm). These
nanostructures exhibit photoluminescence (PL) emission only
at low temperature and around 0.75 eV. To summarize the pub-
lished data, the growth of high quality InSb QDs, especially
on GaSb, has proven impossible up to now whatever the epi-
taxial technique. This arises from the comparatively weak In–
Sb binding energy which, in turn, results in a long migration
length of In adatoms on an Sb-terminated surface [3,9]. This is
confirmed by the fact that some improvement may be obtained
when nucleating InSb QDs on an As-terminated surface [7,10].
In this work, we show that high density, uniform, fully strained,
InSb/GaSb QDs can be grown by means of a particular MBE
technique, consisting of a deposition at an extremely low tem-
perature followed by a properly designed annealing step.

The samples have been grown on GaSb(100) substrates by
solid source MBE. Each sample contains either one plan of
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Fig. 1. AFM scan on 2.6 ML of InSb deposited by the usual growth
at 450 ◦C (a) and deposited following the two step procedure (b).
The insets are the related histograms for the height expressed in nm.

uncapped InSb QDs or one plan of InSb QDs inserted in the
center of a GaSb barrier layer, itself confined on both sides by
100 nm thick AlGa(As)Sb lattice-matched claddings. In situ
reflection high-energy electron diffraction (RHEED) has been
used for monitoring the sample surface evolution. The surface
morphology and structural properties of the as-grown samples
have been investigated by atomic force microscopy (AFM) and
transmission electron microscopy (TEM).

During the MBE growth of InSb QDs on GaSb at a substrate
temperature around 450 ◦C we observe a Stranski–Krastanow
growth mode with a two dimensional to three dimensional tran-
sition occurring after about 1.7 ML of InSb coverage. We show
in Fig. 1(a) an AFM scan taken from 2.6 ML of InSb deposited
at 450 ◦C with a growth rate of 0.33 ML/s. The QD density
is 4 × 109 dot/cm2 with typical diameters of about 40–80 nm
and heights of about 10–15 nm. Further, the InSb QDs exhibit
a bimodal distribution, as shown by the size histogram in the
inset of Fig. 1(a). Finally, plan-view as well as cross-section
TEM reveal that all QDs are plastically relaxed. Such results
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10 nm

220

Fig. 2. TEM cross-sectional images of 3 ML InSb QDs grown with
the two step technique. Cross-sectional projectional view of tilted
QDs layer (g = 220) in bright-field mode to visualize the isolated
QDs.

are in perfect agreement with previously published data [4,5].
In order to increase the density of nucleation centers, and

thus the QD density, the In-adatom migration length should be
reduced. Typical MBE growth parameters which can affect the
kinetics of the system are the growth temperature, the growth
rate, and the amount of deposited InSb. We have varied these
parameters from 365 to 450 ◦C, from 0.3 to 1.2 ML/s, and
from 1.8 to 2.6 MLs, respectively. Nevertheless, the InSb QD
morphological properties are independent of such variations
of the growth conditions, even if very wide. This behavior
is in marked contrast to the well known InAs/GaAs system
which has, however, a comparable lattice mismatch (6.3% for
InSb/GaSb versus 7.1% for InAs/GaAs). This confirms the
very long diffusion length of In adatoms on an Sb-terminated
surface and shows that no significant improvement in the InSb
QDs population can be achieved under usual MBE growth con-
ditions.

To overcome this limitation we have developed an inno-
vative growth procedure with parameters far away from usual
MBE conditions. The main key of this technique is the deposi-
tion of InSb below the Sb-condensation temperature followed
by an annealing step. After the completion of the GaSb buffer
layer we reduce the substrate temperature down to 300 ◦C.
A few monolayers of InSb are then deposited. The RHEED
pattern then becomes very faint. Indeed, at this temperature an
amorphous or polycrystalline InSb film is expected. AFM (not
shown here) reveals a uniform surface with a root mean square
roughness of about 1 ML. Immediately after InSb deposition,
the substrate temperature is increased up to the Sb-desorption
value (390 ◦C) where an annealing is performed during 20–
50 s. The RHEED pattern evolves toward a spottylike pattern
indicating the formation of well developed QDs. Figure 1(b)
shows the AFM image (scan size of 1 × 1 µm2) taken from
2.5 ML of InSb deposited according to this procedure. The
uniform surface observed after the InSb deposition at low tem-
perature has been replaced by well defined nanostructures after
the annealing step. A dot density of 7.4× 1010 cm−2, i.e., one
order of magnitude higher than that ever reported, and a nar-
row monomodal distribution [inset of Fig. 1(b)] are obtained.
Their average sizes are strongly reduced down to 13±3 nm for
the radius and 1–3 nm for the height. Therefore, this two step
growth technique enables a noticeable improvement of the dot
distribution, with respect to any other reported conditions. At a
temperature as low as 300 ◦C, not only the In-migration length
is naturally reduced but also Sb-solid clusters are formed which
further suppress In migration. The annealing step allows the
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Fig. 3. PL spectra taken from the high density InSb/GaSb QD sample
at 90 K under different excitation intensities.

evaporation of the excess Sb. The InSb film crystallizes and
evolves toward its lowest energy state, i.e., formation of well
developed QDs.

Plan-view and cross-section TEM analyses have also been
performed on such QDs buried within GaSb layers. By tilting
the sample to get the QDs layer inclined to the electron beam
and to adjust g = 220 diffraction conditions, as shown in
Fig. 2, the InSb QDs are clearly detected due to the effect of
the strain field on diffracted intensity. The InSb QDs appear to
be very uniform, with an average diameter of about 10 nm. No
threading dislocations are observed in contrast to the previous
results for usual MBE growth conditions. The lattice strain
field around the InSb QDs appears as lobes of dark contrast
with lines of no contrast perpendicular to g. This particular
strain effect corresponds to fully strained InSb QDs with an
ovoid or almost spherical shape.

Finally, Fig. 3 shows PL spectra taken under different excita-
tion intensities at 90 K from this high density InSb QD sample.
Even under low optical excitation intensity (4×10−1 W/cm2),
the sample exhibits PL emission peaked at 360 meV with a
full width at half maximum of 47 meV which we attribute to
transitions involving the QD ground state (GS). A second peak
is also evident at higher energy (500 meV) and its band filling
dynamics at different excitation intensities suggests that it is
likely due to the first excited state transition in the QDs. The
other peaks in the 0.7–0.8 eV region are related to GaSb and its
native defects. The QD emission can be detected up to room
temperature. The QD GS integrated intensity only decreases
by a factor of 4 when the temperature increases from 90 to
300 K, suggesting a good thermal stability.
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AFM investigation of micro- and nanoparticle formation
on silicon surface under femtosecond laser pulses action
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Abstract. The structures formed by femtosecond laser pulses irradiation of the monocrystalline silicon surface were studied
by atomic force microscopy. It was demonstrated that the nanoparticles were formed in addition to the microstructures. The
height of the nanoparticle is 2–30 nm and the lateral size is 70–200 nm. These values agree qualitatively with the estimation
based on the previously obtained optical data.

Introduction

The high-intensity femtosecond laser radiation is an effective
tool to treat solid state surfaces with micron and submicron
accuracy [1,2]. Radiation absorption and thermal diffusion in
the matter are time-separated under femtosecond laser pulse
processing, that is a very important feature of femtosecond
irradiation. As a result, femtosecond treatment gives the best
quality of the formed microstructures [3].

Nanostructure formation caused by the high-intensity fem-
tosecond treatment of the surface is another subject of interest
especially in the case of the silicon surface. The electronic and
optical properties of the silicon nanoparticles are greatly dif-
ferent from the bulk silicon. These properties are investigated
intensively at present.

The detailed investigation of the structures formed on the
femtosecond laser modified silicon surface by means of atomic
force microscopy (AFM) was the main of the presented work.

1. Experimental

In our work we study the silicon wafers irradiated by the fem-
tosecond laser pulses. The Cr4+:forsterite laser with wave-
length 1250 nm, pulse duration 80 fs and tunable pulse en-
ergy up to 0.250 mJ was employed as a femtosecond pulse
source [4]. The pulse frequency was 10 Hz. Laser light was
linearly polarized. Slightly focused laser beam was incident
normal to the silicon surface. Femtosecond modification was
produced at ambient conditions in air. From 1 to 100 femtosec-
ond laser shoots were used for the modification.

Scanning probe microscope Solver PRO which operated in
AFM mode was used for the modified surface investigation.
Semicontact mode was chosen for scanning to decrease the
interaction between the probe and the sample surface.

2. Results

Three types of the low-dimensional structures are presented on
the irradiated silicon surface (Fig. 1): disordered objects with
the lateral size about micron, ripples with a period about laser
wavelength (Fig. 1) and nanoparticles covered surface. The
ripple formation is a well-known phenomenon caused by the
interference between the incident and scattered surface elec-
tromagnetic waves [5]. The period of the ripples measured by
AFM increases when the number of shoots are increased. This
fact may be explained in the terms of the change of the efficient
optical properties of the surface after the previous shoots.

1000 nm 450 nm

Fig. 1. AFM image of the silicon surface after 10 femtosecond
shoots. Both ripples and nanoparticles are clearly resolved.

1000 nm 65 nm

Fig. 2. AFM image of the silicon surface after 10 femtosecond
shoots. Area situated outside of stripes region is shown.

Nanoparticles have a lateral size 70–200 nm and height
2–30 nm. They cover all microstructures by persistent layer
which extends out of the irradiated area. Recent Raman scatter-
ing and photoluminescence data [6] allow to estimate the size
of the silicon nanoparticles formed by the same femtosecond
modification. This estimation give the value in order to few
nanometers which agrees with the height of the nanoparticles.

Nanoparticle formation and their direct observation have
been achieved in our work for the first time.
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3. Conclusion

Thus, it has been demonstrated by means of AFM that 1250 nm
wavelength femtosecond irradiation of silicon surface at ambi-
ent conditions in air leads to the formation of both ordered and
disordered microstructures and nanopartickles. The sizes of
the nanopartickles are qualitatively agree with the estimation
produced from alternative techniques data.
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Formation of the current image in combined STM/AFM
of the metal nanoclusters in dielectric films
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Nizhniy Novgorod, Russia

Abstract. The current image formation in Combined Scanning Tunnelling Atomic Force Microscopy (STM/AFM) of the
metal nanoclusters in a thin dielectric film was studied theoretically in the quasi classic approximation. It was shown that
the size of the spots in the current image related to the electron tunnelling through the nanoclusters are determined primarily
by the probe size and by the position of the nanoclusters relative to the film surface rather than the cluster size. The results
of modelling were compared to the experimental data on STM/AFM investigations of the Au nanoclusters in SiO2 films on
the n+-Si substrates.

Introduction

The metal nanoclusters in the dielectric films are interesting
because of a number of fundamental effects peculiar to the
nanoscale systems such as Coulomb blockade, resonant tun-
neling, etc. [1] From the viewpoint of possible applications
they are promising for the single electronic devices, data stor-
age, non linear optics, etc. Characterization of the clusters’
morphology (i.e. their shape. sizes, and concentration) is an
essential component of their investigation. In this purpose,
Transmission Electronic Microscopy (TEM) is applied usu-
ally [2]. In Ref. [3] Scanning Capacitance Microscopy (SCM)
was applied to visualize the Sn nanoclusters in SiO2 formed
by ion implantation.

In Ref. [4] Combined Scanning Tunnelling/Atomic Force
Microscopy (STM/AFM) was applied to visualize the Au nan-
oclusters in a tunnel transparent SiO2 films on the n+-Si sub-
strates formed by Pulsed Laser Deposition (PLD). The film
surface was scanned by a conductive Pt coated AFM probe in
the contact mode. Simultaneously, the tunnel current between
the probe and the substrate was measured. The spots of in-
creased conductivity (or the current channels, Fig. 1) related to
the electron tunnelling from the probe to the substrate through
the Au nanoclusters (Fig. 2) have been observed in the current
images. However, the mechanism of the current image forma-
tion, in particular, the relation of the current channels’ sizes to
the nanoclusters’ sizes, to the probe to cluster separation, etc.
has been still unclear until recently.

Fig. 1. A current image of a n+-Si/SiO2/Au nanoclusters/SiO2

obtained by Combined STM/AFM [4]. Ug = 2 V. Frame size
100× 100 nm2.

-n+ Si

SiO2

Pt

Au

s

R

β
α

z0

Fig. 2. Schematic of electron tunnelling through theAu nanoclusters
in SiO2 film.

In the present work we have modelled the tunnelling of the
electrons between theAFM probe and the substrate through the
metal nanoclusters in the dielectric film taking into account the
actual shape of the contact of the AFM probe to the dielectric
film, the clusters’ sizes, and the position of the clusters relative
to the film surface.

1. Modelling

The contact area between the probe and the dielectric film was
assumed to be a circle. Its diameter D was calculated within
the framework of Hertz’ problem [5]. For the loading force
F ≈ 2 nN used in the experiment [4] D ≈ 10 nm.

The Coulomb blockade effect observed in the investigated
samples [4] was neglected in the present work and was analyzed
in Ref. [4]. The size quantization was neglected as well so the
clusters were treated to be the bulk metal spheres with the
radiusR ∼ 1 nm. TEM investigations of the structures formed
in similar conditions revealed R ≈ 1.1 nm [4]. The estimate
of R from the Coulomb staircase period gave a close value [4].

An element of tunnel current between an element of the
probe surface rdrdϕ and an element of the cluster surface
sin[d[dφ [6]

dI = C
EF+eV∫
EF

ρp(E + eV )ρc(E)T (E, eV )

× cosα cosβdErdrdϕ sin[d[dφ , (1)

where C is a constant, e is the elementary charge, EF is the
Fermi level in the probe material, ρp and ρc are the densities
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Fig. 3. The calculated normalized profiles of the tunnel current along
the diameter of a spherical Au nanoclusters in SiO2 film: (a) in the
flat probe limit (D � R); (b) in the point probe one (D � R). The
cluster radius R = 1 nm. The probe size D, nm: (a) 10; (b) 0.1.
z0, nm: 1 — 0.1, 2 — 2, 3 — 5. V = 2 V.

of states in the probe and in the cluster, respectively, T is the
tunnelling probability, and V is the voltage between the probe
and the cluster. Neglecting the Coulomb blockade, V ≈ Ug
whereUg is the gap voltage. When eV < AAu, APt whereAAu
and APt are the work functions in the cluster and in the probe

materials, respectively, T ∼= exp(−ks), where k = 2
√

2mX/h̄,
X = (AAu + APt − eV )/2 − XSiO2 , s is the tunnelling path,
m and XSiO2 are the electron effective mass and the electron
affinity in SiO2, respectively. In the quasi classic limit α and
β take the meaning of the incident angles of the electrons onto
the probe and cluster surfaces, respectively (see Fig. 2).

The total current between the probe and the cluster is given
by summation of dI s over the whole probe area and over the
side of the cluster exposed to the probe:

I = C
D/2∫
0

2π∫
0

π/2∫
0

2π∫
0

EF+eV∫
EF

ρp(E + eV )ρc(E)

× exp(−ks)r cosα cosβ sin[dEdφd[dϕdr . (2)

2. Results and discussion

It was found that the size of the current channels is determined
primarily by the size of the contact between the probe and the
sample D. This effect is a manifestation of a more general
convolution effect [7]. When D � R (that takes place in the
STM/AFM experiments reported in Ref. [4]), the observable
size of the current channels can exceed the cluster size essen-
tially (Fig. 3a). In addition, the current channel size depends
on the position of the cluster under the film surface z0: the less
z0, the wider range of the probe positions (x.y)which electron

tunnelling is possible in (Fig. 2, left). On the contrary, when
D � R (a point probe limit, which takes place, in particular, in
STM investigations of the metal nanoclusters dispersed in the
dielectric films with percolation conductivity [8,9]) the current
channel size can be less than the actual cluster size that can
be understood easily taking into account that because of small
k ∼ 0.1 nm only the elements of the cluster surface closest
to the probe contribute into the total tunnelling current essen-
tially (Fig. 2, right). Again, the observable current channel
size depends on z0: the less z0, the sharper the current image
(Fig. 3b).
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Anomalous calorimetric properties of one-dimension
molecular nanochains at low temperatures
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Abstract. The data of precision low-temperature calorimetric study of series of nanoporous materials are presented.
Abnormal behavior of specific heat at lowest temperatures was found for the case, when nanocapillaries in the studied
systems are filled by molecular subsystem represented by 1D Ice. It is shown that in this case the heat capacity is
proportional to the absolute temperature, but not to the cube of temperature, as it is predicted by P. Debye law. The anomaly
disappears if molecular subsystem is removed.

Introduction

Heat capacity of 3D systems at lowest temperatures is propor-
tional to T 3, but in 2D systems (like graphene) is proportional
to T 2, and in one-dimension ones is linearly dependent of ab-
solute temperature (Tarasov law). It may be expected, that
molecular substances in the ultrathin capillaries in nanotubes
also can display the linear dependence Cp(T ). In this report
we confirm such expectations.

Experimental

Series of natural nanoporous tuff minerals of zeolite family,
and some other non-framework porous crystal were studied by
adiabatic low-temperature calorimetric method [1]. Typical
crystal structure of nanoporous crystal is shown in Fig. 1.
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Fig. 1. Nanotubes in crystal structure of mordenite. The lower
part of figure show the unit cell, the circle indicate the section of
nanochannel. The upper part of figure show the 1D Ice needle built
of chains of water molecules that probably forms a part of ice-similar
structure in the zeolite channels [1].
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Fig. 2. Experimental temperature dependences of the specific heat
of hydrated cordierite (upper line) and of dry cordierite (down line)
at low temperatures [2].

Results

Typical experimental data of Cp(T ) are shown in Fig. 2 repre-
senting the heat capacity of synthetic gem crystal of hydrated
cordierite, Mg2Al3[AlSi5O18]·H2O, containing a chains of wa-
ter molecules, and of other synthetic gem crystal cordierite
Mg2Al3 [AlSi5O18] · [∗] of the same structure, but water-free
(asterisk indicates the water holes). One can see, that heat ca-
pacity of dry sample at 10 K is nearly an order lower of the
hydrated form, and the difference must be related to the pres-
ence of one-dimensional subsystem of water molecules in the
nanopores.

In discussed nanocomposite system the temperature depen-
dence of specific heat may be represented by combination of
two contributions: of Debye part, AT 3, related to presence of
the host lattice, and of Tarasov part, or BT , related to presence
of perfect one-dimensional subsystem:

Cp(T ) = AT 3 + BT, (1)

or Cp(T )/T = AT 2 + B.
The simplest way to visualize the one-dimensional subsys-

tem is to represent the data in coordinates Cp(T )/T plotted
as the function of T 2. In such a case the temperature depen-
dence of heat capacity of perfect nanocomposite systems will
be represented by straight lines intersecting the ordinate axis
at positive value which is equal to constant B. The B constant
is characterizing the basic interaction in the 1D-chain.

Other studied systems are structurally similar narrow-pored
zeolites edingtonite, [BaAl2Si3O10] · 4H2O, and of tetranatro-
lite, Na2[Al2Si3O10] · 2H2O (Figure 2).
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Fig. 3. Experimental temperature dependences of the specific heat of
nanoporous minerals edingtonite and tetranatrolite (points). Dotted
lines represents their linear approximations according to Tarasov
law (1).
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Fig. 4. Experimental temperature dependence of the specific heat of
hydrated mordenite.

From comparison of the data of Figs. 2 and 3 one can con-
clude that the observed values of experimental parameter B
in cordierite, tetranatrolite and edingtonite are roughly propor-
tional to the number n of H2O molecules falling on the one
formula unit in studied samples:

B ∼ nkE0, (2)

where k is some constant, and E0 may be related to the pair
intermolecular interaction of H2O in nano chains.

To check the empirical finding (2), we have studied series of
wide-pored zeolites mordenite, Ca[AlSi5O12]·7H2O [1] (struc-
ture is shown in Fig. 1), stellerite Sr[Al2Si7O18] · 7H2O, epis-
tilbite Ca[Al2Si6O16] ·5H2O, and erionite NaCa [Al3Si9O24] ·
9H2O [3]. In every case it was found the linear dependence
of Cp(T )/T versus T 2 (Fig. 4), and each time the linear con-
tribution to Cp disappears if the water is removed even par-
tially. However, the parameters B in studied wide-porous sys-
tems are practically independent of n and all have the order of
∼ 0.02 J/mole·K2.
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Abstract. Semiconducting CrSi2 nanocrystallites were grown by reactive deposition epitaxy in silicon. The structure,
morphology and optical properties of grown structures were investigated by TEM, AFM and optical reflectance
spectroscopy. The point defects were investigated by deep level spectroscopy and by RBS. The CrSi2 crystalline structure is
identified by high resolution TEM as hexagonal fitted to the silicon lattice. Energy filtered TEM shows that most of the Cr is
localized in the nanocrystals. RBS and DLTS measure significant concentration of Cr point defects in the covering epitaxial
silicon layer. Lower silicon cap layer growth temperature may reduce the Cr content in the top epitaxial silicon layer.

Introduction

Chromium disilicide (CrSi2) is a narrow band semiconduc-
tor (Eg = 0.35 eV [1]), which was epitaxially grown on
Si(111) [2]. The strong increase of hole mobility and decrease
of hole concentration have been observed in CrSi2 epitaxial
films on Si(111) [3], that corresponds to considerable alter-
ations in their band structure. In a previous study of 0.06–
0.12 nm Cr deposition on Si(111) surface the formation of self-
organization of semiconductor CrSi2 islands has been observed
by differential optical spectroscopy (DOS) and the threshold
for 3D nanosize island formation has been determined [4]. The
preservation of CrSi2 phase in silicon matrix after the growth
of cap silicon layer has been observed by UPS data [4] after
ion etching the cap layer. Quantum size CrSi2 crystallites with
high density (1010−1011 cm−2) in the silicon crystalline lattice
is expected to change the optical, electrical, photoelectrical and
thermoelectrical properties of such a material.

In this work CrSi2 nanosize islands were grown by reactive
deposition epitaxy (RDE) on Si(111) surface and covered with
100 nm epitaxial silicon. The structures with buried CrSi2
nanocrystallites (NC‘s) are investigated by atomic force mi-
croscopy (AFM), TEM, by optical reflectance spectroscopy to
determine the structure and by RBS and DLTS to identify the
point defects.

1. Experimental

The growth of structures was carried out in ultra high vacuum
(UHV) chamber. Optical properties of samples were studied in
UHV chamber VARIAN with base pressure of 2× 10−10 Torr
equipped with AES and DOS [5] facilities.

Samples were cut from Si(111) substrates of n-type conduc-
tivity and 7.5 
cm resistivity. The silicon cleaning procedure
was as follows: annealing at 700 ◦C during 4–5 hours, cooling
during 12 hours, flashes at 1250 ◦C (5 times). Surface purity
was controlled by AES method. Chromium was deposited on
hot (500 ◦C) silicon substrate from Ta tube in the thickness
range of 0.1–1.5 nm at rate about 0.04 nm/min in all experi-
ments controlled by quartz sensor.

Silicon film growth was performed by MBE method at tem-
perature 750 ◦C. Silicon deposition rate was 3–4 nm/min. Sil-
icon film thickness was 100 nm. Influence of Cr thickness
(0.1–1.5 nm) on the growth and properties of Si(111)/CrSi2–
NC‘s/Si structures was studied. Morphology of uncovered and

silicon covered samples was studied by AFM (Solver P47), by
planar and cross sectional transmission electron microscopy
(TEM) (Philips CM 20) at 200 keV energy, and at 300 keV
energy in a JEOL 3010 high resolution transmission electron
microscope (HRTEM) equipped with energy filtering facility
(EFTEM).

The point defects were studied by deep level transient spec-
troscopy (DLTS) in Schottky junctions prepared by evaporation
of 0.4 × 0.4 mm gold dots onto the top silicon layer. Ruther-
ford backscattering (RBS) was measured using 1.5 MeV 4He+
analyzing ion beam with spot size of 0.5×0.5 mm2. Backscat-
tered He+ ions were detected at scattering angles [ = 165◦
and [ = 97◦.

2. Results and discussion

For a study of surface morphology after 3D CrSi2 island for-
mation samples with 0.1–0.6 nm Cr thicknesses were grown.
Square form CrSi2 nanoislands with density (4−9)×109 cm−2,
height of 2.0–6.0 nm and lateral sizes of 20–60 nm were mea-
sured by AFM before growing the top silicon layer.

LEED pattern Si(111)1 × 1 for 0.02–0.2 nm Cr thickness
samples with increased background corresponds to the par-
tial disordering of silicon surface between CrSi2 islands due
to surface diffusion of silicon atoms into the reaction zone.
Since the maximal intensity LEED pattern and minimal back-
ground was observed at 750 ◦C [4], the silicon over the CrSi2
NC‘s was grown at this temperature. For all samples LEED
Si(111)7 × 7 pattern was preserved after the growth of sili-
con overlayer that corresponds to a monolithic Si(111)/ CrSi2–
NC‘s/Si(111) structure. The AFM study of Si covered CrSi2–
NC‘s has shown a few uncovered NC ‘s on the surface. They
usually had hexagonal form and partially buried in silicon.

Comparison of the reflectance spectra of grown layers with
the spectra of CrSi2 epitaxial film has shown a new peak at
1.8 eV that corresponds to the CrSi2 segregation near the sil-
icon surface. Intensity of this peak has a maximum at 0.6 nm
Cr thickness. For Cr thicknesses 0.1–0.6 nm displacement of
CrSi2 NC‘s towards silicon surface was proved, since the max-
imal density of NC‘s was observed by AFM also at 0.6 nm. At
higher Cr thicknesses (1–1.5 nm) a coalescence of CrSi2 NC‘s
was observed and decrease of density of uncovered CrSi2 NC‘s.
Therefore different depth distributions of CrSi2 NC‘s were
found in the grown structures.
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Fig. 1. Cross sectional EFTEM image (Cr map) showing the distri-
bution of buried CrSi2 nanocrystals.

Fig. 2. HRTEM image of a CrSi2 NC fitted into the Si lattice.

This interpretation has been confirmed by the cross sec-
tional TEM images. It was shown that NC‘s are frustum of a
sphere and their sizes increases with the Cr thickness. Most of
NC‘s are lying about 100 nm below the surface as expected but
some of them are definitely shifted toward the surface. The Cr
map shown in Fig. 1 proves that majority of the Cr is localized
in the NC‘s.

The HRTEM image (Fig. 2) of a NC grown from 1.5 nm Cr
shows the CrSi2 hexagonal phase (a = 0.4428 nm,
c = 0.6369 nm) epitaxially fitted to the Si(111) spacing (d =
0.3135 nm). The lattice constant in the c direction is with good
approximation double of the Si lattice. By DLTS point defects
are detected at about 0.25 eV above the valence band, which
is attributed to Cr related defects. The defect concentration is
so large in the epitaxial silicon layer that the layer is resistive
manifested as a double peak in the DLTS spectra due to slow
relaxation DLTS excitation pulses. By RBS large concentra-
tion (1019 /cm3 range) of Cr was measured in the top 100 nm
silicon.

The growth at 750 ◦C was optimized by the LEED pattern
of the grown silicon. The observed large concentration of Cr

in the epitaxial silicon shows that for improving the quality of
the top silicon the growth temperature has to be reduced and/or
some annealing process has to be applied to improve the crystal
quality before the growth of the top silicon layer.

3. Conclusions

Monolithic Si(111)/NC‘s CrSi 2/Si(111) structures with buried
CrSi2 NC‘s were grown and optically investigated after CrSi2
island formation and after silicon overgrowth. It was shown
that semiconductor properties of CrSi2 NC‘s preserves inside
silicon matrix independently of deposited Cr thickness (0.1–
1.5 nm). The silicide NC‘s have been measured to be hexagonal
phase CrSi2 fitted to the silicon. By DLTS and RBS large
concentration of Cr was measured in the top silicon layer. The
growth temperature and the Si thickness (100 nm) optimized
earlier by the LEED pattern have to be refined to reduce the Cr
concentration in the epitaxial silicon layer.
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Abstract. The results of experimental and theoretical study of the impurity photocurrent peaks in the spectral region
corresponding to the longitudinal optical phonon energy in InGaAsP/GaAs quantum wells doped with silicon are presented.
We demonstrate that Fano peak in photocurrent spectra in a quantum well structure is wider than that in a bulk
semiconductor. Impurity location dispersion weakly influence on the peak shape.

Introduction

In the impurity photocurrent spectra of n-GaAs and n-InP do-
ped with the shallow donors were observed asymmetric peaks
in the spectrum range where the photon energy is close to the
longitudinal optical (LO) phonon one [1]. It should be noted
that analogous features in the photoexcitation spectra of accep-
tors in silicon were reported in 1958 [2]. In contrast to n-GaAs
in p-Si these features appear as minimums in the photocurrent
and absorption spectra [3–5]. Similar features were observed
in the absorption and photocurrent spectra in n-Si, doped with
deep donors [6]. The authors of Refs. [3–5] explained the ap-
pearance of the above spectral features by the interaction of
carriers with optical phonons. They suggested using the term
“Fano resonances” to denote these features. However, any suit-
able theory for a quantitative description of the observed Fano
resonances in p-Si is not yet created. The famous expression
from Fano’s work [7], where the configuration interaction be-
tween a resonant level and a continuum was considered, is often
used to qualitatively describe these spectral features.

In this paper the investigations of Fano resonances in pho-
tocurrent spectra of InGaAsP/GaAs quantum well heterostruc-
tures doped with shallow donors are presented. We discovered
that narrowing of quantum well (QW) leads to the resonance
peak broadening that is due to the growth of the probability of
electron-phonon scattering. It is also shown that impurity lo-
cation dispersion weakly influence on Fano peak position and
shape.

1. Experiment

The photocurrent spectra were measured on a bulk n-GaAs
sample and InGaAsP/GaAs heterostructures. Bulk n-GaAs
layer was grown by the liquid phase epitaxy on a semi-insula-
ting GaAs substrate. The epilayer was doped with silicon
at a concentration of 8.3 × 1014 cm−3 and had a thickness
of 70 µm. The electron mobility was 5.9 × 104 cm2/V s at
77 K. The heterostructures under investigation were grown
on semi-insulating GaAs substrate and consisted of 30 GaAs
quantum wells and separated by the lattice matched 400 Å
In0.1Ga0.9As0.8P0.2 barriers. Structure 1 contains 200 Å wide
QWs, while structure 2 contains 90 Å wide QWs. The cen-
tral parts of quantum wells were delta-doped with silicon. The
sheet donor concentration measured by Hall effect was 3.3 ×
1010 cm−2 per quantum well. The photocurrent spectra were
measured by using the BOMEM DA3.36 Fourier-transform
spectrometer at 4.2 K.
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Fig. 1. The measured (long-wave) photocurrent spectra in the epi-
taxial GaAs (top curve) and in structure 1 (bottom curve).

Impurity photocurrent spectra contain two bands: long-
wave band corresponds to transitions from ground donor state
to excited states up to continuum while short-wave band is
situated close to LO phonon energy and corresponds to Fano
resonance.

The measured photocurrent spectra in the area of long-wave
band for structure 1 and epitaxial GaAs layer are presented
in Fig. 1. The arrows point 1s-2p donor transition in GaAs
(36 cm−1) and donor ionization energy (48 cm−1). It is seen
from the figure that photocurrent band in quantum well struc-
ture is much wider than that in bulk GaAs. The reason for
it is the real dispersion of donor location which leads to dif-
ferent binding energies for donor in the center of QW and on
heterointerface.

The photocurrent spectra around the LO photon energy in
quantum well heterostructures and in the epitaxial GaAs are
shown in Fig. 2. Whereas long-wave photocurrent band in
QW is more than two times wider than bulk photocurrent band
(see Fig. 1), Fano peak width is 2 cm−1 in the epitaxial GaAs
and 2.5 cm−1 in the structure 1. It shows that Fano resonance
shape weakly depends on donor location and binding energy.

2. Theoretical investigations

Further narrowing of QW leads to Fano peak width increasing
(in structure 2 full width is about 5 cm−1). For explaining
this fact we considered simple model which allows to derive
analytical expressions for Fano peak in photocurrent spectrum.
We assumed, that the wave function of a donor states in the
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Fig. 2. The measured photocurrent spectra in quantum well het-
erostructures (structure 1 — squares, structure 2 — triangles) and in
the epitaxial GaAs (solid line).

quantum well −d/2 < z < d/2 may be presented in the form

*(ρ, z) = f (ρ)F (z), (1)

where ρ is the radius vector in the quantum well plane. Ap-
proximation (1) is valid in the case when the quantum well
width is much smaller than Bohr radius and the quantum well
is deep enough; so the wave function is localized inside QW.

Taking into account reflection in the vicinity of Fano reso-
nance the photocurrent can be expressed as

J (ω) = BI (ω)W(ω)|E |2 [1− R(ω)] , (2)

where B is a frequency-independent constant, I (ω) is the inci-
dent light intensity, R(ω) is reflection coefficient, E is electric
field amplitude, and I (ω) is a phonon absorption probability
which can be expressed in the form

W(ω) ≈ 2π

h̄

|〈ψ1,1(h̄ω + Ei)|Vph|i〉|2
1+ x2 |α + i + x|2, (3)

where x = 2(h̄ω− h̄ω0)/T is the dimensionless energy. Here
constant α is

α =
∑
q,f

〈ψ(Eφ)|V +LO|φq〉
T/2〈ψ(Eφ)|Vph|i〉

×2


P

∞∫
Ei

dE′
〈φq |V +LO|ψ(E′)〉〈ψ(E′)|Vph|i〉

Eφ − E′

+
∞∫
Ei

dE′
〈φq |Vph|ψ(E′)〉〈ψ(E′)|V +LO|i〉

−h̄ω0 + Ei − E′




symbol P denotes the principal value of an integral,Ei ,Eφ are
the energies of donor ground state and resonant state respec-
tively, T/h̄ is the frequency of electron transition between the
state in continuum |ψ(Eφ)〉 and the resonant state |φq〉 due to
the spontaneous LO-phonon emission,

T = 2π
∑
q |〈φq |V +LO|ψ(Eφ)〉|

2
, Vph, V +LO are the light absorp-

tion and LO-phonon emission operators, respectively (for de-
tails see [8]).
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Fig. 3. The photocurrent spectra calculated for the bulk n-GaAs
(solid curve) and for narrow QW (dashed curve). The insert shows
dependence of T on the QW thickness (dashed line). The straight
line stands for T in bulk n-GaAs.

The 2D hydrogen atom wave functions were used to calcu-
late the absorption spectrum [9]. In Figure 3 calculated pho-
tocurrent spectra for bulk GaAs and narrow QW are shown.
The peak width is determined by value of T, i.e. by electron-
phonon scattering frequency. In a narrow QW T is approxi-
mately four times larger than in bulk n-GaAs. The calculated
dependence of T(Eφ) on d for GaAs quantum well are shown
in the insert of Fig. 3.

The observed Fano resonance in the photocurrent spectra of
the quantum well heterostructures demonstrats a double peak
width comparing with that for a bulk semiconductor which
qualitatively agrees with the theory prediction.
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Abstract. Multiple and multi-wave diffraction, absorption, and resonances influence significantly X-ray scattering from
multiple quantum dots (QDs), and these effects are taken into account by known theories only approximately. The present
report dwells on application of a rigorous theoretical analyses of X-ray reflection from In(Ga)As/GaAs QD ensembles to the
investigation of their structural properties. The angle dependences of diffuse scattering exhibit very strong peaks near the
angles corresponding to specular reflection from the QD facets (the so-called blaze condition for gratings). These peaks
exist at nearly the same diffraction angles for QDs with the equal slope angle; their intensities, however, may differ by a few
times for vertically correlated and non-correlated QDs.

Introduction

Further progress in investigation of self-assembled quantum
dots (QDs) and of other low-dimension structures with typical
sizes of the order of 10-nm and having unique optoelectronic
properties requires development of methods that would pro-
vide more accurate characterization of structural details. Non-
destructive X-ray diffraction generally has the potential to mea-
sure the chemical composition and strain field distributions. In
many cases, however, the complete intensity distribution has
to be calculated using a structural model with a large number
of free fitting parameters [1], and it falls short from predicting
absolute values exactly. For example, the widely used Takagi–
Taupin formalism [2], which was developed for the analysis of
strained crystals, is not capable of predicting directly the influ-
ence of the heighth and widthL of QDs, as well as their vertical
correlation rate. Multiple and multi-wave diffraction, absorp-
tion, and resonances influence significantly X-ray scattering
from multiple QDs, and these effects are taken into account by
known theories only approximately. The present report dwells
on application of comprehensive theoretical and experimental
analysis of X-ray scattering from QD ensembles to the investi-
gation of growth processes of QDs in In(Ga)As/GaAs systems
and of their structural properties.

1. Theory

Rigorous computation of the field scattered by X-rays from
rough surfaces is a problem of daunting complexity in the area
of electromagnetism and optics even for modern computers be-
cause of the small wavelength-to-period λ/d and wavelength-
to-height λ/h ratios on the one hand [3] and large number of
accountable asperities, especially at grazing incidence, on the
other [4]. The rigorous integral equation method employed
in the analysis of diffraction grating efficiency [5] is extended
here to the case of quasi-periodical and non-periodical struc-
tures of any kind [6]. The software developed allows one to
operate with exact models (viz based on Maxwell’s equations,

exact boundary conditions, and radiation conditions) to study
X-ray scattering from multilayer structures in real space [7],
in particular ensembles of QDs having different shapes, lateral
and vertical correlation lengths, surface densities, and fractal
dimensions, with the use of a low- or mid-end workstation in
a reasonable computation time.

It was shown that in perfect crystalline structures with verti-
cally correlated QD ensembles there is an additional long-range
QD ordering in lateral planes which gives rise to corrugation of
crystalline planes and results in a quasi-periodical distribution
of the elastic deformation and QDs [8]. To rigorously include
the quasi-periodicity of QD ensembles, we used the model in
which the rough surface is represented by a grating, the large
period of which contains a few or a large number of irregulari-
ties [4]. Thus, the program deals with a structure which, while
being a grating from a mathematical point of view, can model
a rough surface provided d becomes large compared with the
lateral correlation length (width)L of the asperities. Moreover,
if L is about or greater than λ, the number of diffraction orders
is large, and the continuous speckle of the rough surface is sim-
ulated by the discrete speckle of the grating. Border profiles
with QDs have both a periodic and a random component, and
random samples have to be averaged to obtain the exact scat-
tered field. The model assumed permits also to use corrugated
interfaces having QDs as irregularities.

The time required to calculate one reflectance for all scat-
tering angles for a 20-border QD structure (with the energy
balance error of ∼1.e − 5) was about 3.5 hours when using a
workstation with two Intel(R) Pentium(R) 2 GHz processors,
2 Mbyte cache, 400 MHz bus clock, 2 Gbyte RAM and con-
trolled by OS Windows(R) XP Pro.

2. Experimental

Two samples were grown by molecular beam epitaxy. Both
of them consisted of 10 InAs QD sheets (two mono layers of
InAs were deposited for each QD layer) separated with 10 nm
(sample F667) and 40 nm (sample F668) of GaAs allowing
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Fig. 1. Absolute specular reflectivity for sample F668 with vertically
non-correlated GDs at a 0.154-nm wavelength vs grazing angle of
incidence: perfect plane structure model (short-dashed line); Névot–
Croce approximation with rms roughness of 1.45 nm for triangles
(long-dashed line); rigorous calculation with QD height h = 5 nm
and widthL = 16.7 nm (full line); measurement (long-short-dashed
line).

to get correlated and non-correlated QD arrays. In the first
case (10 nm), the dots are perfectly aligned vertically (which is
confirmed by transmission electron microscopy), in the second
case they are arranged more or less randomly.

Measurements of both specular and diffuse X-ray inten-
sities in different geometries and spaces were performed on
chosen samples using the grazing incidence X-ray diffraction
techniques at a wavelength of Cu Kα1 (λ = 0.1541 nm) by
the Hotbird diffractometer and position sensitive detector [9].
The beam’s divergence is 0.01◦ and the angular resolution of
0.005◦ or 0.001◦ has been chosen for different experiments.

3. Results and discussions

By comparing the theoretical with experimental X-ray reflec-
tances (Fig. 1), the average values of h = 5.0 nm and L =
16.7 nm determined in the Stranski–Krastanow growth model
[10], as well as the superlattice parameters were borne out and
refined by the fitting procedure for two different samples. Cal-
culations have revealed a weaker dependence of specular scat-
tered intensities on L and a stronger one on h, a feature that is
especially noticeable at high grazing angles. Also, noticeable
differences appearing at these angles between both approxi-
mate (Névot–Croce model) and rigorous calculation methods,
on the one hand, and the theory and experiment, on the other,
find adequate explanation.

The angle dependences of diffuse scattering exhibit very
strong peaks near the angles θdiff corresponding to specular
reflection from the QD facets (Fig. 2), the so-called blaze con-
dition for gratings:

2α = θinc − θdiff ,

where α is the facet angle of QDs (tan α = 2h/L), θinc is
the incident angle and θdiff is the diffraction (scattering) angle
corresponding to a strong intensity peak. The good coincidence
for the results obtained from the blaze equation with those
obtained numerically indicates the validity of computations
and possibility to extract QD slope angles from measurements
of X-ray diffuse scattering.

These peaks exist at nearly the same diffraction angles for
QDs with the equal slope angle; their intensities, however, may
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Fig. 2. Absolute specular and non-specular reflectivity calculated
for sample F667 with vertically correlated GDs at a 0.154-nm wave-
length and a 0.5◦ grazing incidence vs diffraction angle in the range
from−85.7◦ to+89.7◦. The strong peak exists near a scattering an-
gle of 28.5◦ that corresponds to specular reflection from QD facets.

differ by a few times for correlated and non-correlated QD
structures. This determination of the QD slope angle and ver-
tical correlation rate, as well as of other structural parameters,
can be performed with a high accuracy, provided the data sam-
ple to be averaged is statistically large enough. So the proposed
approach appears promising.
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Abstract. It is shown that quasi-2D surface accumulation layers strongly affect optical characteristics of thin epilayers of
n-InN. We present model calculations and experimental data demonstrating that the PL band shapes are sensitive to the
presence of accumulation layers.

InN, in contrast to GaN and AlN, has been the least studied of
the group III-nitrides. It has been recently established that the
characteristic features of InN are nano-size thick surface accu-
mulation layers for the undoped n-type InN or n-type surface
inversion layers for the p-type Mg-doped InN. We present the
first evidences of the optical observation of electron accumu-
lation layers in n-InN.

Electron accumulation in n-InN has been detected by dif-
ferent experimental techniques [1,2,3,4,5,6,7]. It can be sup-
posed that surface and, probably, interface accumulation layers
account for a considerable discrepancy between the conduction
electron density in InN thin film derived from Hall measure-
ments and the density obtained from optical methods reported
in Refs. [8,9].

Data on the carrier concentration for three InN samples es-
timated from Hall measurements and from analysis of PL band
shapes [9] are presented in Table 1. Assuming that Hall mea-
surements give the concentration nH averaged over the sample
thickness L, whereas the PL band shape depends on the free
carrier concentration nPL within the bulk part of the sample, we
can ascribe the difference (n = (nH − nPL)L to the surface
or interface (or both) accumulation layers. As shown in Ta-
ble 1, the difference (n between the estimates from Hall and
PL measurements can be as high as ∼ 1014−1015 cm−2. If
the accumulation (or inversion) layer thickness is of the order
of a few nanometers, the 3D concentration within the accu-
mulation layer can be of the order of 1020−1021 cm−3. In
fact, the values of such an order of magnitude were reported in
Refs. [1,2,3,4,5,6,7].

Accumulation layers are formed due to an electrostatic po-
tential well near a sample surface (and interface). The attractive
potential near the surface of a degenerate semiconductor was
studied by a number of authors [10,11,12]. However, the at-
tractive potential origin is still understood incompletely. We
assume that ionized donors and free electrons create the poten-
tial due to the Coulomb interaction. Then, following [13], we
can write

,(r) = −
∫
d3r ′

[
ND(r′)− n(r′)

]
e/ε0|r − r′|,

(,(r) = −4π/ε0

[
−ND(r)+ n(r)

]
, (1)

whereND(r) and n(r′) are the ionized donor and free electron
densities, respectively, ε0 is the lattice dielectric constant, and∫
d3r[−ND(r)+n(r)] = 0 is the electro-neutrality condition.

The spatial distribution of the electrons n(E, r) with kinetic

Table 1. Parameters of samples used in experiment.

nH nPL t (n
Sample (cm−3) (cm−3) (nm) (cm−2)

050110 1.0×1019 1.0×1018 220 2.×1014

050118 4.2×1018 1×1018 650 2.×1014

UCI-507 3×1019 9.×1018 600 1.3×1015
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Fig. 1. (a) PL band shape for sample 050110. Symbols present
experimental data, the solid lines are the calculated shape. (b) Semi-
logarithmic plots of inhomogeneous distributions of electrons ne(z)

and ionized donors ND(z) near the surface of sample 050110, the
dashed line nH gives the Hall concentration. The inset presents the
linear plots of the concentration data.

energy E is now

n(E, r) = 1/ (exp {[E − e,(r)− µ]/kT } + 1)−1 ,

where µ is the chemical potential and k is the Boltzmann con-
stant.

Of particular interest is the inhomogeneity of the charge
distribution in the growth direction. We regard an epilayer of
thicknessL as a box filled by a free electron liquid and restricted
by infinite walls. The model potential inside the box ,(z) is
presented using the Morse potential in the form symmetrical
with respect to the sample surface and interface

,(z) = [φ(λz)+ φ(λ|z− L|)− 2φ(λL/2)],

φ(λz) = 2V0{exp(−λz)− 1/2 exp(−2λz)}, (2)

where V0 = ,(z = 0). Parameter λ allows one to vary the
accumulation layer thickness. The choice of the potential in
the form of Eq. (2) means that ,(L/2) = 0 and derivatives
∂,(z)
∂z

= 0 at z = 0, z = L/2, and at z = L.
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The values of nH, nPL, and difference (n = (nH − nPL)L

appreciably restrict the potential parameters in Eq. (2). Electro-
neutrality gives an additional connection between the electron
density n(z) = ∫

ρ(E)n(E, z)dE and donor densityND(z) =
n(z)+(ε0/4π) ∂2,(z)/∂z2 which has to be positively defined.
Data on the accumulation layer width or on the potential well
depthV0, or on the maximum electron concentration allow one
to establish the shape of the accumulation layer unambiguously.

The calculation procedure is as follows. The PL band shape
of a sample is fitted using the approach described in [9]. The
non-parabolic conduction band is assumed to have the effective
mass at the T−point equal to 0.07 of the free electron mass.
For the sample with a given Hall concentration we vary the
potential amplitude V0 at fixed λ and calculate the PL band
shape for the bulk region of the sample. Simultaneously the
sum of the charge densities is found from the Poisson equation.
Variation of λ starting from λ = 2.25 nm−1 is used to obtain
the non-negative values of ND(z) at arbitrary z.
The shape of the PL band for the “bulk” region (10 < z <

210 nm) for the 220-nm thick sample is shown in Fig. 1(a). The
Hall concentration is seen to be higher than nPL by an order
of magnitude. Potential parameter λ was chosen so that the
electron distribution given in Fig. 1(b) was similar to that given
in Ref. [7]. The condition ND(z) ≥ 0 restricts the maximum
electron density in the accumulation layer from above and the
potential well width from below.

The photoluminescence formed partially in the accumula-
tion layer can be observed for some samples. This can be
explained by the fact that the electric field of the accumula-
tion layer is not able to move photo-holes toward the center
of the film because of their localization on deep traps. Fig-
ure 2 demonstrates results of such observations together with
calculated curves. The fact that the surface layer contains the
greatest part of electrons makes the luminescence observable
even from a small region of the accumulation layer. Figure 3
demonstrates the experimental and calculated PL bands of the
non-intentionally doped sample with a high electron concen-
tration. The calculated PL band is obtained under the assump-
tion that emission begins at z > 6 nm, and the luminescence
from the bulk region of the sample is essentially suppressed.
Comparison of Fig. 1(b) and Fig. 3(b) shows that the differ-
ence between electron and donor distributions decreases for
the sample with a high electron concentration.

To summarize, the PL spectra of InN epilayers together
with Hall data allow one to establish the free carrier content
in the accumulation layer. The model calculations based on
the parameterized potential well give quantitative information
about such interconnected characteristics of the accumulation
layer as its width and maximum electron concentration, as well
as the band bending.
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Abstract. ZnCdS/ZnSSe heterostructures, ZnCdS/ZnSSe SQW and MQW structures were grown by metal-organic
vapour-phase epitaxy (MOVPE) on GaAs substrates at 400–425 ◦C. Strong short-wavelength shift of the interface emission
line (up to 200 meV) with increasing electron beam current density and QW thickness was observed in low-temperature
cathodoluminescence (CL) spectra. By CL method and X-ray diffraction analysis it has been found that ZnxCd1−xS
composition of the epilayers or the QW layers changes with distance from the ZnCdS/ZnSSe interface, x being about 0.4
near the interface with weak dependence on Zn/Cd relation in gas phase.

Introduction

CdS/ZnSe II-type heterostructures are of interest last time be-
cause of their rather high conduction band offset with about
0.8 eV [1]. Such a heterostructure shows remarkable lumines-
cence properties depending on interface design. A possibility
of two-dimensional electron gas formation may be a basis of
using such heterostructures in high electron mobility transis-
tors [2]. Intersubband transitions in the (CdS/ZnSe)BeSe sys-
tem have attracted much attention due to their potential for ap-
plications to ultrafast photonics devices [3]. Starting from the
CdS/ZnSe system, here we concentrated on MOVPE growth of
ZnCdS/ZnSSe heterostructures and study their luminescence
properties.

These heterostructures may be used as active layers of elec-
tron beam pumped lasers. Such lasers are promising as mono-
chromatic light sources for display applications. All layers of
the ZnCdS/ZnSSe MQW structure may be matched to GaAs
substrate. Such a structure is potentially unstrained. The inter-
nal stress as one of driving forces of degradation processes in
ZnCdSe/ZnSe lasers will be absent in the ZnCdS/ZnSSe struc-
tures. However the II-type of band alignment in this structure
may be a problem to achieve high optical gain.

1. Experimental

Single and multi quantum well heterostructures were grown by
MOVPE on the GaAs substrates misoriented by 10◦ from (001)
to (111)A plane. The ZnSSe buffer, barrier and cap layers were
practically matched to GaAs. Their thickness was 100–200 nm.
The QW thickness varied from 3 to 15 nm. The Zn content in
QWs was up to 50%. The ZnCdS/ZnSSe heterostructure with-
out any cap layer and periodic 47 ZnCdS/ZnSSe QW structure
with total thickness of 5 µm was grown also. The growth
runs were carried out at hydrogen atmospheric pressure in a
custom built horizontal quartz reactor with optical window for
in situ reflectometry control of the layer thickness and rough-
ness. ZnEt2, CdMe2, Et2S and Me2Se were used as precursors.
The growth temperature was 400–425 ◦C. As-grown structures
were studied by cathodoluminescence (CL), X-ray diffraction
and atom force microscopy (AFM) techniques.

2. Results and discussion

The dependence of the average lateral force signal on structure
depth was presented in Fig. 1. It is the result of AFM image
processing. The 0.7 × 0.7 µm scan of the cleaved surface of

the 47 ZnCdS/ZnSSe QW structure was made in the lateral
force (LF) mode. The LF signal was averaged along the QW
direction. The QWs are displayed as sharp peaks in Fig. 1. The
ZnCdS QW thickness was about 5 nm while the ZnSSe barrier
thickness was about 100 nm.

The low-temperature CL spectra of the two different het-
erostructure containing the bulk (40 nm) ZnCdS layer on the
ZnSSe buffer are presented in Fig. 2 at different electron beam
current densities from 10−6 to 10−1 A/cm2. The spectra con-
sist of the line near 440 nm due to the ZnSSe layer emission,
the line (λmax ≈ 455 and 475 nm for different structures) due
to the bulk ZnCdS layer and the line which maximum shifts
to short-wavelength side with increasing the current density.
We interpret this last line as ZnCdS/ZnSSe interface emission.
Intensity of this emission increases strongly with increasing ex-
citation level in some samples. Note that the spectral range of
the interface emission is practically the same for two samples
with ZnCdS composition being different far from the interface.
The X-ray analysis of the MQW structures displays that the Zn
content in the ZnxCd1−xS QWs is close to x = 0.4. This
composition is matched to GaAs. It means that the ZnCdS
composition near the interface changes weak with changing
Zn/Cd relation in gas phase but is determined by the crystal
lattice of the ZnSSe (GaAs) layer.

In Fig. 3 the CL spectra of different SQW structures were
presented at two different current densities. We intend to grow
pure CdS QW layers in these structures. However the X-ray
analysis and CL measurements found that these layers really
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Fig. 2. CL spectra of two different ZnCdS(40 nm)/ZnSSe het-
erostructures at T ≈ 14 K, Ee = 30 keV and different current
densities from 10−6 (j1) to 10−1 A/cm2 (j4).

contain Zn of some concentration. As seen from Fig. 3 the short
wavelength shift of interface emission line depends strongly
on the QW thickness hQW. The maximum shift was as high
as 200 meV for hQW = 15 nm while the shift is only 13 meV
at 4 nm. The shift is determined by a formation of internal
electric field by a space separation of nonequilibrium electrons
and holes due to the II-type band offset. The 28 meV shift was
observed at hQW = 4.5 nm and optical excitation of practi-
cally the same excitation levels [1]. This value is close to those
we observe at hQW = 4 and 5.5 nm. However, the emission
line maximum of our structures at low excitation level is 2.55–
2.6 eV that is different from 2.06 eV in [1]. This is additional
argument of high Zn content attendance in thin QWs. Then
long wavelength shift of the emission line at low excitation
level with increasing hQW may be ascribed to a decrease of
Zn entering in QW layer during the growth. If it is true then
the triangular shape QW is formed and electrons recombine
with holes at the second interface preferably. At higher ex-
citation levels the QW is filled by electrons, average electron
density displaces to the first interface, overlapping of electron
and hole wave functions decreases and recombination time be-
comes higher. As a result, higher electron concentration is
achieved in thicker QWs at the same excitation level.

Fig. 4 shows the CL spectra of the 47 ZnCdS/ZnSSe QW
structure at different electron energies Ee. The spectra consist
of weak emission line due to the ZnSSe barrier layers and two
structured lines with maxima at 462–464 nm and 486–490 nm.
The relative intensity of the short wavelength line decreases
with increasing Ee from 3 to 30 keV. At that the electron pen-
etration depth increases from about 0.03 to 2.3 µm. We relate
this intensity decrease to high absorption of the structure in
460–485 nm range. The observed structure of these lines is due
to the interference of the light rays reflected from the structure
surface and the GaAs-ZnSSe interface. Besides the lines have
LO-phonon replicas seen in Fig. 3 at low-level excitation. We
relate both lines to emission due to ZnCdS/ZnSSe interfaces,
one to the first interface and other to the second interface. If
the ZnCdS composition changes in the QW weakly, electrons
recombine with holes on both interfaces.
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Abstract. The swift heavy ion track technology is used for creation of new types of magnetic-field-sensitive spintronic
structures on the base of SiO2/Si system. A “TEMPOS” (“Tunable Electronic Material with Pores in Oxide of
Semiconductors”) concept is used for the preparation of these structures. First samples of the structures with ion tracks
(pores) in the SiO2 layers, filled with metallic nanoparticles were created and their investigations have been started.

Introduction

At present an intensive search for the new technologies, which
makes it possible to lower the dimensions of electronic devices
down to the nanometric size range, takes place worldwide. On
this concern, an interest to the development of non-traditional
technologies of formation of nanomaterials, nanostructures and
their arrays, increases. In this way, here is used the so called
swift heavy ion track technology which is connected with for-
mation of narrow trails of radiation damage (“latent ion tracks”)
as a result of the high-energy ions impact. Further, by means
of the chemical etching of latent tracks, pores of various forms
and dimensions (typically 10 to 1000 nm), depending on irra-
diation parameters, etching conditions and substrate type, are
formed. Later on, functional elements for nanoelectronics can
be created on the base of these structures [1].

1. Expected properties and preparation of
the SiO2/Si-based nanostructures

New types of spintronic materials and structures, which can be
used in magnetoresistive sensors, motion detectors, memory
devices, etc., are of a special interest for industry at present.
For the creation of such devices, one need to use the struc-
tures containing magnetic nanoparticles and their alternating
layers, having giant magnetoresistance or tunnel magnetore-
sistance, and being able to function at high frequencies. The
elaboration of the swift heavy ion tracks technology should be
quite prospective for this sake. Therefore, goal of the present
research is to develop and create the new types of magnetic-
field-sensitive spintronic structures on the base of the etched ion
tracks in silicon oxide, inside of which homogeneous nanocom-
positions or multilayered structures with alternating layers of
ferromagnetic (Ni, Co, Fe) and non-magnetic (Cu, Ag, Se,
AIIBVI and AIVBVI) nanoparticles. For the creation of these
structures, it is planned to use the “TEMPOS” (“Tunable Elec-
tronic Material with Pores in Oxide of Semiconductors”) con-
cept, which has been developed earlier at the Hahn-Meitner-
Institute (Berlin, Germany) and the University of Hagen (Ger-
many). According to this concept [1–3], the structure used in
our research consists of the following components: (1) a n- or p-
doped silicon wafer, (2) a SiO2 layer on top of the silicon wafer,
(3) very narrow conducting connections traversing the whole
dielectric layer, thus connecting top and bottom (etched ion

Si Si

SiO2

magnetic cluster

nonmagnetic cliuster

electric contact

( )x

( )y

Vvw

Iv

v

w o
Vow

Fig. 1. A sketch of the preparation and measurement of “TEMPOS”-
type structures on the base of SiO2/Si system with etched swift heavy
ion tracks.

tracks, filled with metallic nanoparticles), and (5) three elec-
trical contacts, two of them being on the top of the sample and
one of them being on its back side (Fig. 1). The “TEMPOS”-
concept is used for the creation of MOS-type structures, having
non-linear I/V characteristics, and in this number, with nega-
tive differential resistance, which is important for the present
research.

Following steps in realization of the described above re-
search concept have been already taken by us. First, the sam-
ples of SiO2/n-Si and SiO2/p-Si have been prepared by a stan-
dard technology of Si thermal oxidation at 1100 ◦C during
10 hours, and SiO2 layer thickness was 0.7 µm. Then, the ob-
tained samples were irradiated with 197Au26+ having energy
350 MeV and fluence 5 × 108 cm−2 at the “Ion Beam Labo-
ratory” Center of the Hahn-Meitner-Institute. During the next
stage of the research realization, the latent ion tracks, formed
in the SiO2 layer after irradiation, have been etched with fluo-
ric acid (HF) with concentrations 1.35 wt.% 2.7 wt.% during
40 min. and 20 min. correspondingly. As a result, stochasti-
cally placed conical pores, reaching the Si layer, having diame-
ters 250 nm and height 200 nm, have been formed. Further on,
the method of underpotential electrochemical deposition, de-
veloped at the Chemistry Department of the Belarusian State
University, is used for the deposition of metallic nanoparti-
cles [4]. Due to precise measurements of current flowing in an
electrochemical cell, this method provides a highly effective
control of thickness, stoichiometric composition and grain di-
mensions of deposited substances, and can also provide a high
purity of deposited metals and semiconductors. The electro-
chemical deposition of metals and semiconductors to form a
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Fig. 2. SiO2/Si structures with Cu (upper part of the figure) and Ni
(lower part of the figure) nanoparticles in the etched swift heavy ion
tracks in SiO2 layer.

multicluster/multilayered structure is conducted at relatively
low temperatures, which diminishes a possibility of interdiffu-
sion of different components in heterostructures. In this way,
the first samples with Cu and Ni nanoparticles deposited in the
pores in SiO2 were prepared (Fig. 2), and their microscopic
and electrical-physical investigations have been started by our
group.
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Influence of quantum size effects on complex dielectric
susceptibility function of GeO 2 films with Ge nanoclusters:
spectral ellipsometry studies
D. V. Marin, E. B. Gorokhov, A. G. Cherkov, A. G. Borisov and V. A. Volodin
Institute of Semiconductor Physics of SB RAS, pr. ak. Lavrentjeva 13, Novosibirsk 630090, Russia

Abstract. The developed more accurate many-angle and many-thickness approaches for scanning and spectral ellipsometry
were used to measure refraction and absorption coefficients of GeO2 films with Ge nanoclusters. The applied technology of
deposition of the films from oversaturated GeO vapor with decomposition of germanium monoxide allow to know exactly
molar ratio Ge to GeO2 in the films as 1 to 1. It allows us to calculate complex dielectric susceptibility, and, consequently,
refraction and absorption coefficients of the films using Bruggeman model. One can affirm, that, the observed significant
difference between the measured and the calculated data is caused by influence of quantum size effects.

Despite of great efforts in study of Si quantum dots (QDs)
in SiO2 to find very promising applications in optoelectronic
and nano-scaled memory devices, the very-matched Ge QDs in
GeO2 heterosystem is poorly known. But some properties of
last system allow considering it as perspective for the applica-
tions. For studying of quantum-size effects for semiconductor
QDs in dielectric matrix one need precise, not destructive and
express methods. This work is an attempt to develop such
method, mainly based on ellipsometry and, for control using
Raman scattering spectroscopy and high resolution transmis-
sion electron microscopy (HRTEM).

The original technology of deposition of Ge:GeO2 films
from GeO supersaturated gas flow was developed. The technol-
ogy has some advantages for band gap engineering approach.
Usually, there is a problem to define volume ratio between
QDs and matrix in heterostructures. Our heterostructure have
remarkable property — due to (2GeO(solid) → Ge+GeO2)
growth procedure it has molar ratio between Ge and GeO2
as 1:1, independently on growth condition [1]. So, the vol-
ume part of c-Ge or a-Ge clusters is ∼ 30, 7%. So, the av-
erage distance between QDs is about ∼ 1/2 of QD diameter.
Thermal budget of deposition is relatively low (T < 600 ◦C).
Homogeneity of films is very high; films with thickness from
several nm up to micron can be deposited. Varying the gas
flow and substrate temperature one can controllable change
the average size and phase composition of Ge clusters. Using
proposed ex-situ treatments one can change not only the QDs,
but also the matrix structural parameters (like barriers width
and height).

Raman spectra were taken at room temperature using dou-
ble spectrometer DFS-52 equipped with cooled photo electron
amplifier with pulse counting electronics andAr laser as a pump
(wavelength is equal to 514.5 nm). Quasi-backscattering ge-
ometry was used with angle of light falling equal to Brewster
angle. The incident light was linearly polarised, polarization
of scattered light was not analysed. The study of structure of
the films was carried out using high-resolution electron micro-
scope JEOL-4000EX. The using voltage was equal to 250 keV,
the spatial resolution was equal to 0.19 nm.

The Ge nanoparticle phase composition and sizes Ge nano-
crystals were estimated from Raman spectra. The ratio c-Ge/a-
Ge (fa−Ge/fc−Ge = γ (l)) can be measured from Raman spec-
tra from ratio of integral intensity of amorphous peak (275–

280 cm−1) and nanocrystal-peak (300 cm−1). The Raman
spectra were registered from different part of the Ge:GeO2 film
grown in condition of temperature and GeO concentration gra-
dient (Fig. 2). The difference in phase composition and thick-
ness is caused by temperature gradient and difference in GeO
pressure along the flow. To estimate the sizes of Ge nanoclus-
ters, we use the model of efficient density of folded vibration
states in nanocrystals of spherical shapes. The nanocrystalline
peak is narrow and its position depends on nanocrystal size
(Fig. 3).

The HREM data confirm the Raman data that for used
growth condition the GeO2 films contain Ge nanocrystals with
sizes from 8–9 to 5–6 nm.

The optical constant of the films were studied using scan-
ning ellipsometry with step δl = 0.5 mm, He-Ne laser (633 nm)
and the results were interpreted using described method and
specially developed algorithm [2]. We can find on the films
the area with almost constant thickness and optical constant
for wavelength 633 nm. These areas were used for studies by
spectral ellipsometry.

Spectral dependence of refraction and absorption coeffi-
cients from diameter of Ge nanoclusters n(D) and k(D) can
give useful information about the quantum size effect influ-
ence. But usually, the accuracy of measurement of n and k is
not enough to reveal this influence for all spectral diapasons.

Original special approach for many-angle, many-thickness

Excess As layer

Ga droplets

GaAs nanocrystals

(a) AlGaAs-c(4×4) surface

(b) Ga flux supply

(c) As flux supply

GaAs layer

Fig. 1. Scheme of growth reactor.
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Fig. 3. Dependence of Raman scattering peak for opticl phonons
localized in Ge nanocrystals versus its diameter.

spectral (250–800 nm) scanning ellipsometry was developed.
The developed mathematical approach allows measuring the
ellipsometry data with an order of magnitude better accuracy,
comparing in the case of measuring in one point (not scanned
by wedge). The accuracy worsens if the ellipsometryy nomo-
gramms pass close to each other. But changing the wavelength
one can shift in the area of good accuracy. On the film with dif-
ferent thickness h(l) but almost identical n(l) and k(l) one can
chose the area of good accuracy for spectral measurements for
any given spectral region. In this area the spectral ellipsometry
angles *(h) and ((h) can be measured with high accuracy,
and, consequently, one can get n and k with high accuracy for
all spectral diapasons.

Knowing spectral dependencies of n(l) and k(l) for pure
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Fig. 4. Calculated from for Bruggeman model (without taking into
account quantum size effect) and experimental data for n — upper
curves and k — bellow curves.

GeO2 (media a) and for crystal Ge (c-Ge) and amorphous Ge (a-
Ge) (media b) and also volume ratio of Ge (fb Ge∼ 30, 7%),
one can calculate from Bruggeman model n(l) and k(l) for
Ge:GeO2 hetero-films:

0 = fa εa − ε
εa + 2ε

+ fb εb − ε
εb + 2ε

.

In our case fa = const = 0.693, fb = const = 0.307. One
can calculate real and imaginary parts of dielectric permittiv-
ity ε from n and k. The difference in calculated (for a-Ge) and
experimentally measured data is easily seen (Fig. 4) and is sup-
posed to be due to quantum size effect, because in Bruggeman
model this effect is not taken into account. Due to enhanced
accuracy it was possible to find the influence of quantum size
effects in Ge QDs on optical properties of hetero-films.

The difference is qualitative clear, the experimental absorp-
tion in long-wave region is lower than the calculated absorption.
Even for amorphous Ge nanoclusters, the quantum size effects
lead to broadening of optical gap in absorbance. For quantita-
tive analysis the well known theoretical models (for example
Penn model) are planned to use in future. It should be noted,
that early influence of quantum size effect on photolumines-
cence properties of the GeO2 films with Ge nanoclusters was
observed [1].

So, the use of scanning ellipsometry methods (with analyti-
cal interpretation and calculations based on Bruggeman model)
consequently with using of HREM and Raman data allows us
to obtain experimental evidence of the quantum-size effect on
optical properties of heterostructure Ge:GeO2. Broadly speak-
ing, the developed methods can be applied for study of others
heterostructures like semiconductor QDs in dielectric matrix.
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Intervalley deformation potentials in (AlAs) n(GaAs)m(001)
superlattices
S. N. Grinyaev, L. N. Nikitina and V. G. Tyuterev
Tomsk Polytechnical University, Tomsk State University, Tomsk, Russia

Abstract. Intervalley electron scattering by phonons in (AlAs)n(GaAs)m(001) superlattices is studied using the
pseudopotential method and a phenomenological model of the bonding forces. The deformation potentials between the
conduction band extrema of superlattices involving short and long-wavelength phonons are calculated. Is shown that due to
quantum size effects the mixing of states from the zinc-blende L of valleys plays a greater role in intervalley scattering in
superlattices than T −X mixing. Thereof the superlattice transitions T1 −X1, T1 −X3 with participation of a symmetric
state in a quantum L-well being analogs zinc-blende states T−L of transitions, have major intensity, than analogs T−X of
transitions (T1 −M5, T1 − T3). United on phonons and averaged on related valleys the deformation potentials in
superlattices are compounded with the relevant potentials in solid solutions, but for the lower states all transitions in
superlattices are more intensive because of localization of wave functions in quantum wells.

Intervalley scattering of electrons on phonons plays the impor-
tant role at tunneling electrons in multilayer structures, relax-
ation of photoexcited carriers, resonant Raman scattering, hot
electron photoluminescence etc. [1,2]. In superlattices due to
quantum-confinement effects are accompanied by the essen-
tial reconstruction of electronic and phonon spectrums, there
appear new type of interface states and addition scattering chan-
nels. As a result electron-phonon interaction in superlattices
has composite character with specific features caused by mix-
ing of zinc blende states.

To date, scattering of electrons on phonons in superlattices
has been investigated theoretically mainly for a case of long-
wavelength polar optical vibrations; the scattering by short-
range deformation potential has been studied only by the wave-
function envelope method [2] for superlattices GaAs/AlAs
(001) with rather thick layers (>5 nm). The study of simi-
lar scattering in the thinlayer’s superlattices and establishment
of dependences of the parameters an electron-phonon interac-
tion from their composition and thickness of layers represents
considerable interest. For this purpose it is more preferably
to use the microscopic description of crystalline potential and
vibration of atoms.

In this paper, the study of the features of a electronic-phonon
scattering in the ultrathin superlattices (AlAs)n(GaAs)m (n +
m = 4) and relevant composition alloys is presented.

Intensity of intervalley scattering of electrons from an initial
state |µk〉 (µ — is the band number, k — is the wave vector)
to the final state |µ′k′〉 is determined by deformation potentials
as:

∣∣∣Dsµk,µ′k′ ∣∣∣2=
∣∣∣∣∑
i,α

(
M

mα

)1/2(
eαi (s, k − k′) · dαi (µk, µ′k′)

)∣∣∣∣
2

,

wheremα andM — mass of α-th ion and unit cell, eαi (s, k)—
a vector of polarization (s — number of a phonon branch,
i = x, y, z), dαi — matrix element of gradient of atom potential
in functions of initial and finale states.

The calculation of deformation potentials was carried out
such as [3]. The quantum size effects lead to composite mul-
tivalley character of a conduction band and 4 multiple number
of phonon branches in superlattices in comparison with binary
compounds.
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Fig. 1. The scheme of levels in the conduction bands GaAs, AlAs
and superlattices.

The electronic states of superlattices are originated from
hybridization of virtual crystal states of the relevant alloy com-
positions. The especially appreciable changes arise in states
that undergo large offsets at the heterointerfaces. It happens
for the states related to the T1 and L1 zinc blende valleys (here
and in what follows, zinc blende states are underlined), since
a GaAs layer is a rather deep quantum well for the T1 states
(∼ 1 eV deep) and L1 states (0.56 eV deep).

In a conduction band of superlattices arise the compet-
ing valleys (T1, T3, M5, X3, X1) with close energies. The
bottom of conduction band in a superlattice (AlAs)1(GaAs)3
is corresponding to state originated from T1 virtual crystal
state Al0,25Ga0,75As. In superlattices (AlAs)2(GaAs)2 and
(AlAs)3(GaAs)1 central (T1) and lateral (M5) of a valley the
close energies have and occur from T zinc blende states
Al0.5Ga0.5As and Al0.75Ga0.25As accordingly.

The scheme of levels in the conduction bands GaAs, AlAs
and superlattices relative to bottom of conduction band GaAs
(Tc

1) is shown in Fig. 1. By dashed lines are designated possible
intervalley transitions relevantT−X,T−L,X−X,L−L,X−
L to transitions in binary crystals The most intensive scattering
between these valleys occurs with a participation of phonons of
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Fig. 2. The averaged intervalley deformastion potentials in super-
lattices and corresponding potentials alloys.

symmetryM5, X1, X3. Channels of scattering T1−M5, T1−
X1,T1−X3,X1−X1,X1−X3,T3−M5 basically are connected
with oscillations of cations, and channels of scatteringX1−M5,
X3 −M5, T3 − X1, T3 − X3 are connected with oscillations
of As.

The potentials for transition involving various phonons are
given in the Table 1. The intervalley scattering of electrons in a
numbers of alloys (dashed lines) and relevant by them average
on related electronic transitions in superlattices (continuous
lines) is shown in Fig. 2.

As follows from the received results, in intervalley scatter-
ing of superlattices the mixingL zinc blende states by potential
tetragonal compound plays in more essential role, than mixing
T andX states. Therefore superlattice transitions T1−X1 and
T1 −X3 which related to zinc blende T − L transition would
have most intensity than analogs T − X transition (T1 −M5,
T1 − T3). The greatest intervalley scattering constants in su-
perlattices answer transitions T3 −M5, M5 −M5 and are re-
lated to X−X deformation potentials. The long-wave optical
vibrations with symmetry T1 participate in direct transitions

Table 1. Intervalley deformstion potentials in superlattices
(AlAs)n(GaAs)m, (108 eV/cm).Transition n = 1, m = 3 n = 2, m = 2 n = 3, m = 1
T1 −M5 5.35 5.91 5.56
T1 − T3 5.12 5.15 3.49
T3 −M5 8.26 8.80 9.39
M5 −M5 8.30 4.06 9.23
T1 −X3 5.56 4.75 5.28
T1 −X1 3.15 3.71 5.21
X3 −X3 0.73 0.92 2.38
X1 −X1 1.21 1.08 1.77
X1 −X3 0.90 1.21 1.07
X3 −X1 0.90 1.21 1.07
X1 −M5 3.85 4.17 4.16
X3 −M5 4.33 3.96 3.93
T3 −X1 3.82 4.44 4.55
T3 −X3 4.53 3.95 3.84

T
(1)
1 −T(2)1 and T1−T3 which corresponding with short-wave

zinc blende X−phonon.
Fig. 2 shows that the intervalley scattering in superlattices

are more intensively of scattering in the respective alloys. Ana-
logs of the T − L, T − X and L − L transitions depend on
composition not monotonously as result of the localization of
wave functions in enough deep T and L quantum wells.

In conclusion, due to close arrangement of competing val-
leys and increased values of intervalley deformation poten-
tials a superlattice (AlAs)1(GaAs)3 is of interest as material
for development Gunn’s generator. In pseudodirect superlat-
tices (AlAs)2(GaAs)2 and (AlAs)3(GaAs)1 intensive interval-
ley transitions T1 − M1, T1 − M4, T3 − M5 should give in
amplification of optical absorption. The deformation poten-
tials obtained can be used to simulate the transport and opti-
cal properties of heterostructures and superlattices GaAs/AlAs
(001) with the account of two basic mechanisms of a scattering
of electrons on interfaces and phonons.
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Abstract. Atomic force microscope has been applied to investigate the role of water meniscus on AFM tip-induced local
anodic oxidation at ambient condition. The number of parameters such as applied voltage, relative humidity, tip-surface
press force was under consideration. The peculiarities of meniscus formation were investigated in frame of optimizing of
AFM tip-induced local anodic oxidation. Some examples of nanostructures fabrication are demonstrated.

Introduction

There are various approaches of SPM probe for nano-scaled
modifications of semiconductor and metal surfaces, for exam-
ple, anodic selective oxidation [1–6]. The potential possibili-
ties ofAFM for lithography and fabrication of low-dimensional
structures for nanoelectronics and nanomechanics are not re-
alized completely in spite of large number of publications in
that field.

This work demonstrates some results about optimizing of
tip-induced local anodic oxidation of the semiconductor and
metal films at the atmospheric condition via determination of
the water meniscus role in this process.

1. Experimental

The AFM experiments are carried out with a Solver P-47H
and P-47 PRO (NT-MDT) microscopes with lithography soft-
ware. The both contact and semi-contact modes were re-
alised at ambient conditions. Standard silicon cantilevers (ν =
150−450 kHz) and ones with conductive covering were used
for imaging and lithography by AFM. An applying electric
potential (±10 V) on conductive AFM-tip with variation of
potential pulse from 10 to 1000 ms was used for local anodic
oxidation. The sample holder has a contact pad to connect
the sample to electric wires of the microscope. Only standard
cleaning treatments to the sample were used. Wet-chemical
etching procedure did not apply to the sample because it can
effect on tip-sample interaction. All experiments were carried
out at the room temperatures.

The sample, a plate 0.3×1×8 mm3 in size, was cut from
a silicon wafer with a misorientation angle of less than 1◦
from a (111) plane. The sample has been cleaning at temper-
ature 1200 ◦C in UHV chamber and after cleaning procedure
the silicon surface contains system of equidistantly distributed
monatomic steps 0.31 nm in height. Sample was evacuated
from ultrahigh vacuum chamber and was investigated by AFM
technique at atmospheric conditions. To minimize noise con-
tribution of external electromagnetic fields on the image forma-
tion during scanning, the AFM apparatus used for these studies
has been placed in side of a metal box having good electric con-
nection to the ground. For the humidity control this chamber
was completed by humidity sensor and humidifier.

2. Results and discussion

The meniscus formation is one of the factors that affect the
current passing through the tip-sample junction during local
anodic oxidation. The high density of current requires a care-
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Fig. 1. The cantilever impact height via relative humidity for ap-
proach and remove.

ful design of the experiments, especially control of meniscus
geometry. It is known fact, that AFM tip-induced oxidation is
characterized by the extra growth of the oxide at initial point of
oxidation. This is speaking that it is the one of main factors of
oxidation process optimizing consists of the initial meniscus
form control. In the following, we describe an experimental
procedure to measure meniscus geometry with and without any
electrical potential and field during contact forming. Measure-
ments are performed by acquiring simultaneously measure-
ments of the cantilever deflection and the applied to it potential
(i.e. the simultaneous acquisition of a force-versus-distance
curve and a determination of the applied potential). Figure 1
illustrates the cantilever impact height via relative humidity for
approach and remove. The AFM tip first approaches and then
retracts from the substrate.The Figure 1 shows the cantilever
curve or force dependence via relative humidity as for mutual
approaching as for their recession. Simple calculation shows
the abnormal high meniscus force at the retracting process.
We speculate that this fact is founded on spontaneous extra
damping of large area of cantilever and initiating of process
spontaneous capillarity diffusion for water.

We investigate the force curve dependence on electrical po-
tential too. Figure 2 shows the cantilever impact to the surface
height via relative humidity for approach under different ap-
plied potential. The applied potential increases the tip-sample
impact distance and this fact agreements our speculation about
spontaneous capillarity diffusion as one of the critical mech-
anisms for meniscus formation. It was founded that Coulom-
bian field perfectly determines low of tip-sample force curve
and critically impact on the meniscus formation too. If we
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Fig. 2. The cantilever impact height via relative humidity for ap-
proach under different applied potential.
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firstly measure and build the cantilever vertical deflection via
cantilever-surface distance for different applied voltage (Fig. 3)
and then deduct from these all curves those which is obtained
under zero potential, we find the effective Coulombian force
which acts on the cantilever during approach and remove pro-
cesses. Figure 4 shows the comparison of that effective force
with model Coulomb order curve (dots). It is clear that the in-
creasing of applied potential brings to increasing of tip-sample
interaction longitude.

3. Conclusion

We have shown that the meniscus geometry can be analyzed
by the simultaneous acquisition of cantilever deflection and
electrical potential under condition of various humidity, when
approaching and retracting the tip from the surface under the
application of a constant voltage.

It has been shown that, the meniscus force is abnormal high
at the retracting process that may speak about spontaneous extra
damping of large area of cantilever.

We find the effective Coulombian force which acts on the
cantilever during approach and remove processes.

This information can be used to study and to optimize AFM
related experiments, in specialAFM based nanopatterning (like
AFM induced oxidation or dip pen nanolithography).
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Nanostructures characterization by phase contrast of atomic force
microscopy
D. V. Sheglov and A. V. Latyshev
Institute of Semiconductor Physics, SB RAS, 630090 Novosibirsk, Russia

Abstract. The phase shift of the resonant atomic force microscope (AFM) tip is studied as a velocity function during lateral
moving on the surface. Lateral mechanism of phase shift forming is presented. It was found that the lateral phase shift is
initiated by friction increasing during increasing of AFM tip moving velocity on the surface. The AFM lateral phase contrast
imaging allows to obtain the Cu-dopant distribution on the silicon (111) surface under atmospheric condition.

Introduction

The semi-contact atomic force microscopy (AFM) mode of
surface scanning allows obtaining notable progress in the sur-
face morphology diagnostic [1]. This method is founded on
the AFM tip amplitude and phase registration during it vibra-
tion on eigenfrequency and interaction with investigated sur-
face [2]. The registration of phase shift for the vibrated tip
under condition of interaction with surface was named as the
phase contrast mode of AFM. Tip vibration phase shift at inter-
action with surface is depended on many parameters: chemical
compound, hardness, absorption layer and other [3,4] and dis-
cussed in frame of the model, which assumes the main role for
dissipative factor influence [5,6]. But at the present the phys-
ical orders of such phase shift is not enough clear. It makes
hard the correct interpretation of achieved information about
the surface [7,8]. This work is directed on AFM tip phase shift
mechanism study during it interaction with surface.

1. Experimental

TheAFM experiments are carried out with a Solver P-47H (NT-
MDT) microscope which was completed with electromagnetic
and vibro-acoustic noises reduction chamber with humidity
control system. The semi-contact mode was realized at ambi-
ent conditions. Standard silicon cantilevers (150 ± 450 kHz)
was used for AFM-imaging. All experiments were carried out
at the room temperatures. The silicon was chosen as a model
material for investigations with well-studied surface structure
and morphology. The sample was cut from a silicon wafer
with a misorientation angle of less than 10 from a (111) plane.
Contamination free silicon surface with a system of monatomic
steps was achieved by thermal annealing in home-built ultra
high vacuum (UHV) chamber at high temperature. The copper
were evaporated on the silicon surface from the well outgased
evaporators in the UHV chamber. Sample was evacuated from
ultrahigh vacuum chamber and was investigated by AFM tech-
nique at atmospheric conditions.

Particularly, the average roughness of the silicon surface
with natural oxide measured by AFM was less than 0.06 nm at
the area between monatomic steps. That is less than the inter-
layer distance for the silicon (111) plane equaled to 0.31 nm.
Thereby, we can speculate that the natural oxide uniformly
replicates the initial stepped surface [9].

2. Results and discussion

Remarkable that the phase contrast of AFM-image of the same
area on the stepped silicon (111) surface indicates position

of monatomic steps too (Fig. 1(a)). The steps are look to be
smooth in AFM topography whereas steps clearly show wave-
length in the phase image [10]. The both topographic and
phase AFM-images don’ t show any other contrast on the ter-
race of the real surface. Direct measuring of phase shift in
the points without any moving along the surface doesn’ t show
any difference between various points of this surface area, —
all measurements were equivalent (Fig. 1(b)). We speculate
that only moving of AFM tip in lateral direction on the surface
during its interaction can produce such type of phase shift —
lateral phase shift. For inspection this hypothesis the silicon
(111) surface with submonolayer copper covering was chosen
as the investigated surface.
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Fig. 1. Phase contrast AFM-image of the silicon (111) surface.
Bright lines are monoatomic steps (a). Typical phase shift of vibrate
AFM-tip at such surface in any point (b).

Early it was shown that such type of surface demonstrates
good AFM phase shift variance between copper covered areas
and clean ones when it was investigated by this method [11].
But measuring of phase shift on this surface at the point (with-
out moving) doesn’ t show any phase shift difference between
various types of surface too. Arising and increasing of AFM
tip moving velocity along the surface during its interaction pro-
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Fig. 2. Phase contrast AFM-images of the silicon(111) surface cov-
ered by submonolayer quantity of copper: (a) AFM-tip lateral mov-
ing velocity 0.3 µm/s, (b) 10 µm/s.
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Fig. 3. Phase shift difference via AFM-tip lateral moving velocity.

duces the arising and increasing of phase shift difference be-
tween various type of surface covering (Fig. 2(a), (b)). Fig. 3
demonstrates the phase shift difference dependence on the tip
moving velocity on the surface in lateral direction. The growth
of the lateral phase shift with increasing of velocity comports
with Bhushan–Tambe model [12], which determines this kind
of interaction as friction based on “aspheric” inelastic defor-
mation.

3. Conclusion

The phase shift of the resonant atomic force microscope (AFM)
tip is studied as a velocity function during lateral moving on
the surface. Lateral mechanism of phase shift forming is pre-
sented. It was found that the lateral phase shift is initiated by
friction increasing during increasing of AFM tip moving ve-
locity on the surface. The AFM lateral phase contrast imaging
allows obtaining the Cu-dopant distribution on the silicon (111)
surface under atmospheric condition.
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Recent developments in III–V MOSFET technology
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and I. G. Thayne
Nanoelectronics Research Centre, University of Glasgow,
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Abstract. We report data from 1µm gate length enhancement mode III–V MOSFETs. The devices utilise a Pt metal gate, a
5 nm GaGdO high-κ dielectric (κ = 20), and an implant free δ-doped, AlGaAs/InGaAs/AlGaAs/GaAs heterostructure.
Typical device figures of merit are; saturation drive current, Id,sat = 325 µA/µm, threshold voltage, Vt = +0.1 V, extrinsic
transconductance, gm = 315 µS/µm, gate leakage current, Jg = 2.2× 10−5 A/cm2, sub-threshold slope of 158 mV/V and
Ion/Ioff ratio of 1000. Electron mobility in excess of 1200 cm2/V s over the full gate bias operating range with a peak value
of 2145 cm2/Vs was extracted from low drain bias measurements on 20 µm long channel devices. These transport and
device data are highly encouraging for future high performance n-channel CMOS solutions based on III–V MOSFETs.

Introduction

No viable solution has yet been proposed for the manufacture
of devices with performance meeting the targets at and beyond
the 32 nm technology generation of the ITRS. Recent research
into Ge-channel devices has yielded promising improvements
in pMOS performance [1], but has failed to deliver similar re-
sults in the n-channel case. This is due largely to inefficient
doping and low mobility resulting from the poor quality of the
high-κ dielectric-semiconductor interface and a corresponding
increase in the interface state density in the upper half of the
Ge bandgap. The development of III–V compatible high-κ
dielectric stacks with an unpinned interface and low leakage
has drawn attention to high mobility III–V materials for the
n-channel CMOS solution [2]. This has prompted the forma-
tion of several powerful consortia to investigate III–V devices
for digital applications, including the Non-Classical CMOS
Research Center led by the University of California at Santa
Barbara [3], and the Materials, Structures and Devices Marco
Research Center at MIT [4]. Various alliances have also been
forged, including one between IMEC and Riber to examine III–
V and Ge-based technologies for beyond silicon CMOS [5],
and Intel and QinetiQ focussing on InSb-based HEMTs for
logic applications [6]. Simultaneously, the need for equivalent
oxide thicknesses of <1 nm forces the introduction of high-κ
dielectrics and metal gates.

Monte Carlo simulation of implant free III–V MOSFETs
have revealed the scalability of this architecture to sub-20 nm,
physical gate lengths exploiting the benefits of the high mobil-
ity channel [7,8].

1. Experimental

Material growth was carried out by MBE on a 4” semi-insula-
ting GaAs substrate, using a dual chamber system, by the
method detailed in [2]. The III–V heterostructure was grown
in one chamber before transfer under ultra-high vacuum condi-
tions to a second chamber, where oxide deposition took place.
The Ga2O3/GaGdO (GGO) gate stack consists of three lay-
ers; a crystalline Ga2O template layer, which unpins the GaAs
surface [9], an amorphous Ga2O3 layer, which protects the in-
terface from Gd migration, and an amorphous GaGdO layer,
which controls leakage current [10].

Figure 1 gives the layer structure of the epitaxial mate-
rial, which confines a 2 dimensional electron gas in the low

5 nm GGO

10 nm In0.3 0.7Ga As — Channel

65 nm Al0.2 0.8Ga As — Buffer

doping

2 nm Al0.45 0.55Ga As — Barrier

3 nm Al0.2 0.8Ga As — Spacer

200nm GaAs — Buffer

3 nm GaAs — Spacer

2 nm GaAs — Spacer

GaAs SI Substrate

Fig. 1. MOSFET epitaxial layer structure.

band-gap In0,3Ga0.7As channel, spatially separating the elec-
trons from the δ-doping planes by the use of large band-gap
Al0.45Ga0.55As/Al0.2Ga0.8As barrier/buffer layers.

A two-level wrap-around gate design (where the gate en-
circles the drain) was used to simplify the device process flow,
removing the need for isolation. Firstly, the Pt/Au gate level
was patterned by direct-write electron beam lithography and
lift-off. Subsequently, the ohmic contact layer, with a source
drain separation of 2.7 µm, was defined by a similar process.
The GGO dielectric was removed by wet etching prior to de-
position of Ni/Ge/Au ohmic contacts, which underwent rapid
thermal annealing at 430 ◦C for 60 s. Optical and SEM micro-
graphs of a completed device are given in Fig. 2.

2. Results

Transmission line measurements (TLM) yielded a contact re-
sistance (Rc) of 366
-µm, and a sheet resistance for the access
regions (Rsh) (identified in Fig. 2) of 513 
/sq. Using these
figures and the device geometry, the parasitic access resistance
(Rsd) was calculated to be 1600 
-µm.

Fig. 3 shows the Ids(Vds, Vgs) and Fig. 4 shows the Ids(Vgs),
and gm(Vgs) characteristics of a 1 µm gate length III–V MOS-
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Fig. 2. Optical and SEM micrographs of a 1 µm gate length III–V
MOSFET.
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Fig. 3. Ids(Vds, Vgs) characteristic of a 1 µm III–V MOSFET.
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Fig. 4. Ids(Vgs) and gm(Vgs) (Vds = 2 V) characteristics of a 1 µm
III–V MOSFET.

FET. The Ids(Vds, Vgs) characteristics are well behaved, and
give an Ids,sat of 325 µA/µm.

The Ids(Vgs) characteristics show a threshold voltage, Vt
(defined at 1 µA/µm drain current), of +0.1 V and a peak
transconductance gm of 315 µS/µm.

Fig. 5 shows a log Ids(Vgs) plot for a 1µm III–V MOSFET,
from which a sub-threshold slope of 158 mV/V is extracted,
along with an Ion/Ioff ratio of 1000. At Vgs = 2 V, Vds = 2 V,
the gate leakage current, Jg is 2.2× 10−5 A/cm2.

Low drain bias (0.1 V) Ids(Vgs) measurements of 20 µm
gate length devices were used to extract gated mobility data.
The wrap around gate design precludes the use of the standard
split-CV method of mobility extraction, as the entire gate pad
is on active material. A simplified method, based on the long
channel MOSFET equation, given in Eq. (1) was used to extract
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Fig. 5. Log scale Ids(Vgs) characteristics (Vds = 2V ) of a 1 µm
III–V MOSFET.
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Fig. 6. Gate voltage dependent mobility extracted from 20µm III–V
MOSFET.

the effective mobility, µ:

Ids = W

L
µCox

(
Vgs − Vt

)
Vds, (1)

where W is the device width, L the gate length, and Cox the
gate-to-channel capacitance (calculated from the permittivity
and thicknesses of the gate dielectric and semiconductor lay-
ers separating the gate from the channel). This method does
not include the effect of any residual interface or bulk oxide
traps, so predicts an artificially high carrier concentration and
hence low mobility. Nevertheless, good agreement is found
between the Vgs/carrier concentration relationship calculated
using Eq. 1, and self-consistent Poisson–Schrödinger simula-
tions of the complete layer structure.

Using this method, the gate bias dependent mobility was ex-
tracted (Fig. 6). To our knowledge, this is the highest extracted
mobility from enhancement mode III–V MOSFETs reported
to date. For the full operating gate voltage range of the de-
vice, mobility values in excess of 1200 cm2/Vs, with a peak
of 2145 cm2/Vs are observed, significantly higher than those
obtained from contemporary silicon/high-κ solutions.

3. Conclusion

Well behaved, 1 µm gate length enhancement mode III–V
MOSFETs were demonstrated with Vt of +0.1, Ids,sat of
325 µA/µm, gm of 315 µS/µm and sub-threshold slope of
158 mV/dec. Peak effective electron mobilitiy of 2145 cm2/Vs
was extracted from long channel devices. The latter is the high-
est mobility data reported for n-channel III–V MOSFETs, and
significantly outperform contemporary Si/high-κ n-channel so-
lutions. These transport and device data are highly encouraging
for future, high mobility n-channel solutions based on III–V
MOSFETs.
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Nano local stable high density charge storage
in a two-dimensional Si and Ge nanocrystal networks
in thin SiO 2 layers performed by electrostatic force
microscopy in vacuum
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1 Ioffe Physico-Technical Institute, St Petersburg, Russia
2 CEMES/CNRS, Toulouse, France
3 St Petersburg State Technical University, St Petersburg, Russia
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In recent decade the electrostatic force microscopy (EFM)
method [1,2] have been applied to perform many studies on
local charging of thin oxide layers beneath the EFM probe The
main interest to these studies arises in the connection with in-
tention to create electrical memory systems of super high den-
sity and develop materials suitable for electrostatically directed
local assembly of nanostructures. The main system studied
up to now is nano thin SiO2 oxide layers with embedded Si
nanocrystals [3–5]. There was achieved locality of charging
on the level of 100 nm with charge retention time of 1 hour
on dry oxide surfaces in vacuum conditions. In our work we
show that the both charging locality and retention time in that
system can be considerably improved if certain modifications
in sample preparation and measurement procedure will be un-
dertaken.

Nano local stable high density charge storage has been
realized in thin SiO2 oxide layers with embedded Si or Ge
nanocrystals fabricated by low energy ions implantation (1–
5 keV) and subsequent annealing in N2 gas containing few
percents of oxygen. The mentioned modifications of tradi-
tional technology of nanocrystals fabrication in oxide matrix
have improved the integrity of the oxides, made narrow the size
distribution of the nanocrystals, produced them well laterally
separated.

For the such prepared oxide layers with embedded Si or Ge
nanocrystal networks it was found that local charging in vac-
uum in the contact with an EFM probe creates in oxide layer
nano local charged areas which do not show any lateral spread-
ing in time. The charged areas with the diameter as small as
35 nm and charge retention time over 10 hours have been reg-
istered in electrostatic force gradient mode at the tip-surface
distance of 15 nm. It should be mentioned that due to a long-
range nature of the electrostatic interactions and certain volume
of the EFM probe the experimental conditions strongly influ-
ence the detected size of charged area. The detected values
are increasing with increasing the probe-surface distance, for
example, in our case from 35 nm to 80 nm with probe lifting
over surface from 15 nm up to 70 nm. As well, measurements
in a simple electrostatic force non-gradient mode also cause
broadening of detected charged areas by 2–3 times at the same
probe-surface distances. Measurments in vacuum are essen-
tials to realize the smallest probe-surface distances.

(a)

(b)

100 nm

Fig. 1. Charge patterning on the surface of Si02 film with embedded
Si nanocrystals: (a) detected EFM image, (b) point map of charging
with application of 4 V on probe during 100 msec at each point.

Furthermore, we have experimental evidences that an ac-
tual charged area is still smaller then the detected one. The
detected by us charged areas demonstrate an internal structure
which varies with probe transformation during measurements
or probe change by the new one. It means that the actual
charged area is smaller then the probe ending and detected
charged area images, in the reality, reflect the shape of probe
ending. From the known value of probe ending radius of 10 nm
nearly the same estimation comes for actual charged area size.
Quantitative estimation of the electrostatic interaction between
probe and charged area brings estimation of the number of
charges in that area on the level of several tens. The number
of nanocrystals in the charged area is of the same range and it
is possible to propose that most of nanocrystals are charged.
That expectation correlates with the experimentally found sat-
uration of local surface charging with a raise of voltage or time
of charging.

The effect of nano local charging beneath the EFM probe
opens a new promising possibility for characterization of nano
thin and laterally small oxide layers. Indeed, oxide layer local
charging with subsequent time control of charged area lateral
spreading and reduction of total injected charge permit to char-
acterize the charges diffusion and transport in the plain of oxide
layer and their escape into the Si substrate. As an example of
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application, the local analysis of gate oxide in nanotransistors
can be mentioned.

Presented results demonstrate also a great potential of the
studied system as a stable tunable electrets suitable for nanosca-
le charge patterning and electrostatically directed assembly of
complex nanostructures. Charge retention time of 10 hours is
quite sufficient to perform many technological processes. In
Fig. 1 we present the EFM image of charge patterning on the
surface of Si02 film with embedded Si nanocrystals. Charge
patterning image in Fig. 1(a) presents the abbreviation of Ioffe
Physico-Technical Institute. The lateral resolution is better
then 50 nm. Charging was performed via point map, shown in
Fig. 1(b).
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Quantum detector of noise based on a system
of asymmetric Al superconducting rings
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Abstract. Multiple asymmetric superconducting ring structures are proposed as quantum detectors of noise (QDN).
Calibration of QDN has been done for different bias current and temperature. The maximum rectification efficiency of QDN
is 0.25 and diminishes as temperature approaches Tc.

The future realization of quantum computers is closely con-
nected with solid-state quantum bit (qubit) and coupled qubit
fabrication and investigation of their functionality. The most
promising candidates for solid-state qubits are two-level su-
perconducting structures which act like artificial atoms with
quantized energy levels [1,2]. To carry out quantum computa-
tions, decoherence time for superposition of macroscopic quan-
tum states in superconducting structures should be longer than
computation time. Decoherence is determined by the equilib-
rium and nonequilibrium noise environment, which have to be
investigated and strictly controlled. Although, the intensity of
equilibrium thermal fluctuations vanishes linearly with tem-
perature, nevertheless, there are quantum fluctuations due to
zero-point motion even at zero temperature. To detect nonequi-
librium and vanishing with temperature equilibrium thermal
fluctuations and separate them from quantum fluctuations, one
should use a quantum system, i.e. a quantum detector of noise
(QDN).

As a basic element of the QDN, we propose to use an asym-
metric superconducting ring (ASR) with or without Joseph-
son junctions. Analogous to SQUID structures in magnetic
field [3], ASR structures are able to rectify applied ac current
or both external and internal noise without bias current when
narrow part of the ASR is in the resistive state induced by the
magnetic flux quantization persistent current. In this work,
we have investigated magnetic field, temperature, and ac bias
current dependence of the sensitivity for the ASR structures
as QDsN. Calibration of the noise detector and optimization
of the sensitivity has been carried out. Connected in series 18
ASRs have been investigated for the sensitivity improvement.

Investigated test structures (without Josephson junctions)
consisted of asymmetric aluminum rings (45–50 nm thick,
thermally evaporated on oxidized Si substrates) with semi-ring
width of 200 and 400 nm for narrow and wide parts, respec-
tively. 4 µm diameter single ASR and 20 ASR structures were
fabricated by e-beam lithography and lift-off process. Fig. 1
shows an SEM image of the 20 ring structure.

Measurements were carried out by applying 5 or 40 kHz
sinusoidal bias current to current leads, whereas, rectified dc
signal was measured in a frequency band from 0 to 30 Hz by
home made preamplifier (followed by low-noise preamplifier
SR560) at potential leads. Noise level of the amplification
system was 20 nVpp for fb = 0 to 1 Hz. It should be noted
that rectification effects do not depend on frequency of the bias
current at least up to 1 MHz [4]. Magnetic field direction was
perpendicular to the ring’s plane.

Fig. 1. An SEM image of a superconducting structure with 20 asym-
metric aluminium rings.
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Fig. 2. The rectified voltage for 18 ASRs in magnetic field (f =
5 kHz and amplitudes I0 = 8.85; 9.6; 9.9; 10.5; 12; 30 µA) at
T = 1.244 K = 0.98Tc. Except for I0 = 9.6 µA, all curves are
vertically shifted.

To make calibration of the QDN, ac bias current with dif-
ferent amplitude was applied to substitute noise with different
amplitude level. Fig. 2 shows typical oscillations of the recti-
fied voltage as a function of magnetic field at different ac bias
currents for the 18 ASRs in series (T = 1.244 K = 0.98Tc).
The oscillations are periodic with period equals to the super-
conducting flux quantum,0 = h/2e, the positive and negative
maxima being observed at , ≈ (n ± 1/4),0, (n = 0,±1),
showing points of magnetic field with maximum rectification
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Fig. 3. AC bias current dependence of the oscillation amplitude
(, ≈ ,0/4) for the single ARS at T = 1.214 K ≈ 0.98Tc.

efficiency. The rectified voltage crosses zero at , = n,0
and , = (n+ 1/2),0. Our experiments have shown that the
rectified voltage for N ASRs is approximately N times higher
compared to that for a singleASR fabricated in the same techno-
logical process. Therefore, in Fig. 3 we present the amplitude
of the rectified voltage oscillations at , ≈ ,0/4 as a function
of the bias current amplitude for a singleARS. This dependence
is nonmonotonous with sharp peak at near the critical current
value. At low bias currents, the rectified voltage is zero since
the ASR is in superconducting state.

To determine the exact position of the maximum in Fig. 3
with respect to the critical current value, in Fig. 4 we present
temperature dependence of both the critical current of the sin-
gle ASR obtained from current-voltage characteristics and the
amplitude of the bias current Imax at which the maximum of
the rectified oscillations is observed. As clearly seen from
Fig. 4, the maximum of the oscillations is achieved when the
bias current amplitude is slightly higher than the critical cur-
rent of the ASR, having practically the same temperature de-
pendence. Temperature dependence of the maximum rectified
voltage Vmax is also shown in Fig. 4. The maximum voltage
increases with temperature decrease in a way similar to the bias
current Imax, having linear dependence on the bias current (not
shown hear). To the accuracy of measurement errors, the ra-
tio Vmax/Imax ≈ 1.45 Ohm is independent of temperature for
T < 0.98Tc. When the amplitude of the bias current I0 is equal
to Imax, this ratio determines the maximum rectification effi-
ciency, which is equal to Vmax/I0Rn = Vmax/ImaxRn ≈ 0.25,
whereRn = 5.5 Ohm is the resistance of theASR in the normal
state. It has been shown that rectified voltage is proportional
to persistent current in the ring [5]. Since Imax ≈ Ic, the maxi-
mum rectification efficiency could be increased usingARS with
smaller radius where persistent current is higher and could be
close to Ic.

By fitting the critical current temperature dependence in
Fig. 4, one can get that Imax ≈ Ic = 4.4 mA × (1−T/Tc)

3/2.
Since the bias current or noise only shift the QDN total current
to near critical value Imax where it has the maximum rectifi-
cation efficiency, measurements of noise at different tempera-
tures near Tc allows amplitude profiling of the noise pulses in
accordance with Ic temperature dependence. Thus, the noise
with the lower level will be detected by the QDN without bi-
asing at lower temperature. In case of high level of intrinsic
noise in the amplification system, the QDN with N ASRs could
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Fig. 4. Temperature dependence of the Ic, Imax, Vmax for the single
ASR (explanation of Ic, Imax, and Vmax, see at Fig. 3).

overcome this lack of the amplifier sensitivity. Finally, let us
estimate the level of the equilibrium noise. The square root
mean value of the equilibrium Nyquwist noise can be deter-
mined from R〈I 2

Ny〉 = kBT(ω for the frequency range from

0 to the quantum limit kBT/h̄, i.e. 〈I 2
Ny〉1/2 = kBT/(h̄R)

1/2

which is equal to ∼ 0.4 µA at T ≈ 1 K and R ≈ 10 Ohm.
Our preamplifier noise level allows reliable measurement of
30 nV voltage signal. Therefore at the point of the maximum
rectification efficiency (∼ 0.25) and Vmax ≈ 30 nV, one could
measure the current noise Imax = Vmax/(0.25Rn) ≈ 20 nA at
different temperatures T/Tc. As a result, even a QDN based on
a single ASR is able to detect temperature dependent equilib-
rium thermal fluctuations and separate them from temperature
independent quantum fluctuations.
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Nanometer-sized Hall probe with a high spatial field resolution
V. N. Matveev, V. I. Levashov, O. V. Kononenko, V. T. Volkov, S. V. Dubonos, A. V. Chernykh,
G. M. Michailov, M. A. Knjazev and S. V. Pjatkin
Institute of Microelectronics Technology and High Purity Materials, Russian Academy of Sciences,
142432 Chernogolovka, Moscow District, Russia

Abstract. Nano-sized Hall probe was prepared from ultra thin FePt film. The magnetic field sensitivity of the probe was
150 
/T. Induction of magnetic field around the cantilever tip with deposited SmCo film was measured with aid of this Hall
probe. The spatial field resolution of the probe was better then 100 nm.

Introduction

Mesoscopic Hall probe have proved themselves as a valuable
experimental tool for studies flux distribution in macroscopic
and submicron superconductors and for studies of the magnetic
properties of individual nanometer-sized magnets and their ar-
rays [1]. At room temperature a noteworthily alternative to
Hall probe made from Au films was found Hall probes from
ferromagnetic films. We believe that at present no other mi-
cromagnetization measurement technique can provide highest
field resolution. This paper presents an experimental study of
magnetic field around the tip of cantilever by Hall probe made
from Fe–Pt ultra thin films.

1. Experiment

Ultra thin Fe–Pt films (∼2 nm) were grown at 0.04 nm/s on
SiO2 substrates of by laser ablation of a rotary iron target (di-
ameter 40 mm) with Pt segment on top, the target — substrate
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Fig. 1. AFM (a) and SEM (b) images of the Hall probe.
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Fig. 2. Cantilever tip with deposited SmCo film (a). Induction of
magnetic field around cantilever along diagonal of the Hall probe (b).

separation being 90 mm. The process employed a 1.06 µm
laser delivering 10 ns pulse with a repetition rate of 15 Hz.
A long-focus lens placed in front of the vacuum deposition
chamber was used to provide a radial-flux density of 109 W/cm2

on the target. The base pressure was 10−5 bar. Hall probes
60 × 60 nm in size made from ultra thin film (∼20 nm thick-
ness) using electron beam lithography procedure and method
of contamination. When Hall probe patterned into nanome-
ter scale the magnetic properties are the same as in millimeter
scale.

2. Results and discussion

AFM and SEM images of work region of Hall probe are shown
in Fig. 1. The size of the probe is 60× 60 nm. The maximum
sensitivity to magnetic field of such probe was S = 150 
/T.

For characterization of the magnetic induction space resolu-
tion of the nano-sized Hall probe improved atomic-force micro-
scope P4-NTMDT with capability of electrical measurements
of nanostructures was applied. For local measurements of mag-
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netic induction at first sensitivity of nanoprobe in uniform mag-
netic field from the calibrated Sm–Co magnet was defined.
Then specially made magnet cantilever with Sm–Co coating
was approached to surface of microchip with nanoprobe in con-
tact mode. The nanoprobe atomic-force image was obtained
and magnet cantilever was placed in adjusted in plane and on
height points over nanostructure. Measured in these positions
Hall signals allowed to build the space picture of the magnet
cantilever field with resolution of order of 10 nm.
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Generation of THz radiation in submicron HEMTs
with two-dimensional electron gas
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A. Shepetov3, Y. Roelens3 and S. Bollaert3
1 Institute for Physics of Microstructures RAS, 603950 Nizhniy Novgorod, Russia
2 GES-UMR, CNRS — Université Montpellier 2, Place E. Bataillon 34950 Montpellier, France
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Abstract. Current-voltage characteristics and THz emission of submicron InGaAs/AlGaAs and GaAs/AlGaAs HEMTs with
two-dimensional electron gas were studied at T = 4.2 K. Spectral studies were carried out with n-GaAs cyclotron resonance
rejection filter tuned by the magnetic field. The emission was found to arise abruptly at the saturation part of the
source-to-drain current-voltage characteristic after current drop that is ascribed to the development of Gunn instability. In
addition to a broadband emission of radiation by hot carriers relatively narrow THz emission bands were discovered in the
spectra that is attributed to Gunn current oscillations in the transistor channel due to the high electric field domain traveling
the short interspace between gate and drain.

Introduction

The cut-off frequency in the usual mode of operation of a
High Electron Mobility Transistor (HEMT) is governed by
the inverse transit time. Dyakonov and Shur suggested to use
plasma effects to increase the operation frequency of submi-
cron HEMTs [1,2] since the plasma wave velocity could be
of 108 cm/s that is much more than a typical electron drift
velocity in a HEMT channel. Resonant detection of THz ra-
diation by plasma waves was already demonstrated in submi-
cron HEMTs [3,4] and in a field effect transistor with a grating
gate [5]. A significant increase of HEMT response to THz
radiation was observed in commercial GaAs/AlGaAs HEMTs
and in InGaAs/InAlAs HEMTs with nanoscales gate when the
source-to-drain voltage fell into the saturation range of the
current-voltage characteristic [6,7], the response being reso-
nant even at room temperature. This effect was explained in
terms of decreasing the effective scattering rate due to plasma
wave amplification. Under similar conditions, again at the cur-
rent saturation, an intensive THz radiation was discovered [8].
The spectral studies in InGaAs/AlGaAs HEMTs with a tun-
able by the magnetic field cyclotron resonance n-InSb detector
have revealed that the emission spectrum is rather broad with
two spectral features nearby 1 and 6 THz, the lower frequency
peak being attributed again to the Dyakonov–Shur plasma wave
instability. The present paper is devoted to the emission spec-
tral studies with better resolution provided by a narrow band
n-GaAs rejection filter.

1. Experimental

The transistors under investigations were In0.5Ga0.5As /
In0.5Al0.5As [9] and GaAs/AlGaAs (Fujitsu FHX06X) devices
with two-dimensional electron gas with gate length 60 nm and
250 nm respectively. Current-voltage I–V characteristics and
THz emission were measured at T = 4.2 K. The emission
was detected by a broad-band Si bolometer. The spectral mea-
surements were carried out with n-GaAs cyclotron resonance
rejection filter tunable by the magnetic field (up to 10 T) with a
resolution of 2 to 3 cm−1 that is one order of magnitude better
than of previously used n-InSb detector [8].

2. Results and discussion

Typical I–V characteristics of InGaAs/AlGaAs HEMT at dif-
ferent gate voltages are given in Fig. 1. In contrast to [8,10]
we observed the negative differential conductivity (NDC) at
the positive gate voltage only. The THz emission signal at
Si bolometer was shown to arise at the applied source-to-drain
voltages corresponding to NDC part of I–V curve (cf. [8]). The
results of spectral measurements with n-GaAs rejection filter
are plotted in Fig. 2 for the gate voltage UG = 0.05 V. One can
see two minima (corresponding to maximums in the emission
spectrum) at 0.87 and 1.36 THz. It is worth mentioned that
these spectral features were observed at high enough source-to
drain voltages UD > 0.5 V only, their amplitude being in-
creased with UD as one can see in Fig. 2.

In Figure 3 I–V characteristics of GaAs/AlGaAs Fujitsu
HEMT measured at different gate voltages are presented to-
gether with source-to-drain voltage dependencies of the of the
emission intensity (measured at the zero magnetic field at the
filter). Again one can see a prominent current saturation fol-
lowed by an abrupt current drop (kink). Similar current kinks
have been observed in InGaAs/AlGaAs HEMT with a long
(3 mm) channel and attributed to the origin of the Gunn insta-
bilities [11]. In Fig. 3 one can see that the overall emission
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Fig. 1. I–V characteristics of InGaAs/AlGaAs HEMT at different
gate voltages (UG) at 4.2 K.
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Fig. 3. I–V characteristics of GaAs/AlGaAs Fujitsu HEMT mea-
sured at different gate voltages (curves 1–4) and dependences of the
emission intensity (curves 1′−4′, correspondently) versus source-
to-drain voltage at 4.2 K.

arises steeply at the source-to-drain voltage corresponding to
the kinks. Spectral studies showed that the emission intensity
dependencies on the rejection filter frequency are in general
rather flat (Fig. 4) that corresponds to the broad emission spec-
trum (hot carrier emission, the electric field in the channel being
of the order of 104 V/cm).

However at some applied gate and source-to-drain volt-ages
we have observed narrow dips corresponding to narrowband
emission at about 1.25 THz (Fig. 4). Since it is unlikely that
such narrowband emission (Figs. 2, 4) could be explained by a
plasma instability we proposed a hypothesis that it results from
Gunn oscillations. To the present Gunn oscillations have never
been observed at such high frequencies.

However the results of recent Monte Carlo simulations of
the drain current noise showed that in submicron HEMTS at
drain-to-source voltages exceeding some threshold value Gunn
oscillations takes place [12,13] owing to the high electric field
domain traveling in the gap between gate and drain. The high
frequency of the Gunn oscillations results from the quasibal-
listic motion of G-electrons in the transistor channel with an
average velocity about 108 cm/s.
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Fig. 4. The transmission spectra of emission of GaAs/AlGaAs Fu-
jitsu HEMT dependences on the rejection filter frequency at differ-
ence source-to-drain voltages UD = −0.1 V (curve 1), UD = 1 V
(curve 2), UD = 1.15 V (curve 3) at 4.2 K.

Acknowledgements

The work has been financially supported by RFBR (#05-02-
17374) and RFBR-CNRS (#05-02-22001) projects and by Rus-
sian Academy of Sciences.

References

[1] M. Dyakonov et al, Phys. Rev. Lett. 71, 2465 (1993).
[2] M. Dyakonov et al, IEEE Trans. on Electr. Dev., 43, 380

(1996).
[3] W. Knap et al, Appl. Phys. Lett. 30, 3433 (2002).
[4] A. El Fatimy et al, Appl. Phys. Lett. 89, 131926 (2006).
[5] X.G.Peralta et al, Appl. Phys. Lett. 81, 1627 (2002).
[6] F. Teppe et al, Appl. Phys. Lett. 87, 052107 (2005).
[7] F. Teppe et al, Appl. Phys. Lett. 89, 222109 (2006).
[8] W. Knap et al, Appl. Phys. Lett. 84, 2331 (2004).
[9] N. Dyakonova et al, Appl. Phys. Lett. 88, 141906 (2006).

[10] J. Lusakowski et al, J. App. Phys. 97, 064307 (2005).
[11] G. M. Dunn et al, Semicond. Sci. Technol. 16, 562 (2001).
[12] J. Mateos et al, SAIP Conf. Proc. 800, 423 (2005).
[13] http://www.iemn.univ-lille1.fr/workshop/exposes/knap.ppt.



15th Int. Symp. “Nanostructures: Physics and Technology ” ND.07p
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

Antireflective gratings with diffraction orders in transmitted light
for optoelectronic applications
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Abstract. The idea of an antireflective grating transmitting a greatest part of incident light into diffracted orders is
presented. Possible design of such a grating for devices operating at 1.06 µm was developed using effective medium theory
(EMT). The diffraction efficiency was rigorously calculated and compared with EMT predictions. Application of such a
grating as a phase mask for interference photolithography was considered. The grating revealed high contrast between
diffracted and zero order in transmitted light.

High spatial frequency two-dimensional periodical structures,
also known as crossed gratings or photonic crystals, are appre-
ciated for their ability to reduce light from the optical surface
on which they are formed. This is so called moth-eye effect,
which has been first reported on by biologists [1]. The periodi-
cal structures can be etched into device material that gives them
the advantage of thermal stability. Antireflection properties of
crossed gratings have been intensively studied, due to their po-
larization independence [2]. However, conventional gratings
with high spatial frequency also exhibit antireflection proper-
ties [3]. The defining property of the high spatial frequency
grating is that its wavelength to period ratio is large enough so
that all non-zero diffracted orders are cut off. Thus, the grating
can be treated as an antireflection layer with equivalent refrac-
tive index, which can be calculated applying effective medium
theory (EMT) [4]. The equivalent refractive index can be con-
trolled by choosing of the groove width.

Using the generalized grating equation and keeping in mind
light wavelength shortening in a medium with higher refraction
index a grating period can be found, so that the grating gives
only reflected orders in the incoming medium and diffracted
orders in the material [5] (Fig. 1). The grating can be also
made antireflective, that is achieved by choosing filling factor
and grating groove height according to EMT. So, the grating
has diffracted orders in the material and transmits greatest part
of incoming light into the grating material. Thus, if the most
part of transmitted light is directed into the diffraction order
the effectiveness of photoconversion in photoactive region of
optoelectronic device could be increased due to the increas-
ing of the absorption path. Once the operating wavelength for
the optoelectronic device is defined, the other parameters are
fixed by above mentioned conditions and diffraction efficiency
can be calculated by solving the Helmholz equation in closed

n1

Li
0

0−1 +1
1

Λn3

Fig. 1. Cross-section of optoelectronic device with diffraction grat-
ing formed on the surface. Li — incident light, _ — period of the
grating, 1 — photoactive layer.
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Fig. 2. Dependence of the diffraction efficiency Deff , of different
diffraction orders on the grating heightHGr (wavelength — 1.06µm,
refraction index — 2.5, period — 700 nm, normal incidence, TE
polarization, rectangle profile shape, groove width — 75 nm), 1 —
reflected light, 2 — the zero order of tramsmitted light, 3 — the first
diffracted order of transmitted light.

region with artificial boundary conditions [6, 7]. The calcu-
lated dependence of the diffraction efficiency on the grating
height is shown in Fig. 2. The dependence is periodical and
its peaks positions are in satisfactory agreement with the EMT
predictions. Thus, the EMT is applicable as a simplest model
for understanding reflection reduction from the gratings with
high spatial frequency in case of diffraction order’s presence in
the grating’s material. The grating reduces reflection from the
semiconductor material, but the main part of transmitted light is
directed in the zero order [5]. Possibly, the better results can be
obtained by optimization of groove shape. Moreover, the fur-
ther improvement of the gratings combining the antireflection
and diffraction properties requires a more complex analytical
model for diffraction efficiency calculations than EMT.

The same approach could be used to create a grating that
could be used as a phase mask and can be easily built in pho-
tolithographical process of optoelectronic devices manufactur-
ing (Fig. 3). Such grating was designed and revealed that the
intensity of the zero order is 20 times lower than the intensity
of the first order (Fig. 4). Implementation of such gratings
allows increasing the intensity of exposing light by lowering
of the losses on the zero order which is usually damped by
nontransparent screen (Fig. 3).

Usually, a diffraction grating formed on the input window
of optoelectronic devices has two different purposes: to reduce
the reflection from the surface and to increase the photocon-
version by increasing of the absorption path in the photoactive
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Fig. 3. Scheme of interference photolithography using phase mask
with nontransparent screen for exposition. 1 — Exposing Light, 2 —
Nontransparent screen, 3 — Phase Mask, 4 — Photoresist, L1 —
phase mask period, L2 = L1/2 — period of exposing interference
picture.
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Fig. 4. Dependence of the diffraction efficiency Deff , of light trans-
mitted into the material, on the grating height HGr of diffraction
grating made from chalcogenide glass on the quartz glass substrate
(period — 700 nm, filling factor — 0.5, refraction index — 2.5, nor-
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layer due to directing of the light in diffracted order propa-
gating angular to the semiconductor surface. A grating that is
suited for both of the purposes is proposed and investigated by
numerical calculations of diffraction efficiency.
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High performance polarized electrons photocathode
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Abstract. New photocathode for highly polarized electron emission has been developed, fabricated and studied. Polarized
electron source is based on short-period strained AlInGaAs/AlGaAs superlattice grown by MBE method. Deformation of
AlInGaAs quantum well results in 60 meV energy splitting between heavy hole and light hole minibands. Electron emission
from the developed photocathode demonstrates maximal polarization of 92% with quantum efficiency of 0.85%.

Introduction

Polarized electrons have been extensively used in the last thirty
years to investigate the spin-dependent structure of the nucle-
ons, to probe the electro-weak interaction, to study the surface
and thin-film magnetism, the electronic structure of metal and
semiconductor surfaces and films [1]. There is no question but
that having the highest possible value of polarization will have
an enormous impact on the physics capabilities of a future In-
ternational linear Collider (ILC) [2]. At collision energies of
about 500 GeV in the center of mass, the cross sections for
many processes depend on polarization. Within supersym-
metry (SUSY), the production of right-handed sleptons and
neutralinos dominates for a right-handed beam, whereas left-
handed sleptons and charginos dominate for left-handed. Thus
polarization will be very useful for sorting out SUSY signals.
Moreover, polarized beams enhance the luminosity of a col-
lider. The principal reason for the effectiveness of polarized
electrons for energies>MZ is that right-handed electrons have
no weak interaction whereas left-handed electrons do. Conse-
quently, above theZ0 mass, right-handed and left-handed elec-
trons behave as distinctly different particles. Wherever cross
sections have a strong dependence on polarization, about half
the particles in an unpolarized beam are useless. By choosing
only the desired particles for an interaction, the luminosity for
a given beam intensity is effectively increased.

Strained GaAs-based superlattices (SL) are known to be most
effective as photoemitters of spin-polarized electron beams [1].
Spin orientation of photoelectrons generated in the SL conduc-
tion band by circularly polarized light arises due to the splitting
of the SL valence band. Though the theoretically predicted ini-
tial electronic polarization in the conduction band the near the
absorption edge is expected to be close to P = 100%, the
experimentally observed values of the emitted electron polar-
ization are typically in the interval from 80 to 86%. The main
effect responsible for the substantial decrease of the initial elec-
tron polarization is the smearing of the interband absorption,
which is mainly due to the fluctuations of SL layers compo-
sitions and to the valence band tails [3]. Polarization losses
during electron extraction to the surface layer and emission
into vacuum amount in the best photocathodes to an addi-
tional 6% [3,4|. These mechanisms set a sizeable limitation
for the maximum polarization of emitted electrons.The initial
polarization can be increased by choosing strongly strained
structures with a higher valence band splitting. However the

deformation of SL layers is limited by some critical value, de-
formation beyond this level result in structural defects, smaller
residual strain and lower polarization.

The energy splitting between heavy hole (hh) and light hole
(lh) minibands is provided both by the effects of strain and
quantum confinement. The contributions of these effects do
not combine additively and the resulting energy splitting is a
complicated function of SL composition and layer thickness.
The choice of the optimal SL structure assuring good transport
properties and sufficient valence band splitting without strain
relaxation is based on the reliable calculations of SL energy
spectrum [5]. To combine the effects of strain and quantum
confinement several types of SLs have been proposed: the SLs
with strained quantum wells [1], strained barriers [3] and so-
called strain-compensated SLs with opposite sign of deforma-
tion in quantum well and barrier [4]. Together with polarization
of electron emission the quantum efficiency (QE) of the photo-
cathode is the main parameter of polarized electron source. It
is determined by the processes of electron extraction to the sur-
face band bending region (BBR) and emission into the vacuum.
Besides the transport properties of SL the crucial importance
for these processes has the configuration of BBR and activation
of the photocathode surface. Activation of the GaAs surface
produces the negative electron affinity (NEA) and, hence, de-
termines the band bending value and transparency of photo-
cathode surface for the emitted electrons

In the present work we developed the optimized photo-
cathode structure with working layer based on the AlInGaAs/
AlGaAs SL with strained quantum wells. We report the high-
est level of polarization of the photoelectrons P = 92% in
combination with the largest quantum efficiency at polariza-
tion maximum QE = 0.85%. The obtained results are the
best up to date achieved parameters of the polarized electron
sources.

1. Design and fabrication

The photocathode structures were grown on a p-type (100)
GaAs substrate by Molecular Beam Epitaxy (MBE) at RIBER
32P. The photocathode design is shown in Fig. 1. It consists of
a 500 nm thick Al0.35Ga0.65As buffer layer, AlInGaAs/AlGaAs
SL working layer and surface GaAs layer for BBR. The super-
lattice contains 12 pairs of strained Al0.19In0.2Ga0.61As quan-
tum well layers and unstrainedAl0.4Ga0.6As barrier layers. The
layer compositions and thickness were optimized to achieve the
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Fig. 1. Composition of the photocathode.

maximal valence band spitting with minimal risk of stain re-
laxation and structural defects and sufficient electron mobility
along the SL axes. The Sl’s energy spectrum has been cal-
culated using the multiband Kane model, including the con-
duction band T6, the states of light and heavy holes of the
valence band T8 and also the states of the spin-orbit splitted T7
band [5]. According to these calculations the energy splitting
between hh1 and lh1 minibands in the present structure is equal
to 75 meV.

The photocathode structure was Zn-doped with heteroge-
neous doping profile. The highest doping level 7× 1018 cm−3

was used in 6-nm thick GaAs to produce thin BBR. The low-
est Zn concentration 3× 1017 cm−3 was deposited in working
layer to minimize the smearing of the absorption band edge.
The fabricated structure was characterized by photolumines-
cence measurements. We control the actual SL parameters by
comparison of the position of photoluminescence peak with the
results of band energy calculations. The photoluminescence
line width was used to control the structure quality. Finally the
GaAs surface was activated by repeating deposition of cesium
and oxygen to achieve the NEA.

2. Results and discussion

The polarization and quantum efficiency spectra as a function
of the photon energy are shown in Fig. 2. The spectra show all
the typical features of SL emission including high-polarization
peak at the band edge absorption and a second peak at higher
energies with a well-pronounced dip between them. The main
polarization maximum originates from the optical transition
from the first heavy-hole miniband hh1 to the first electron
miniband e1, while the second maximum is connected with
hh2–e2 optical transitions. The polarization decrease in be-
tween is connected with the optical transitions from light-hole
miniband lh1 to electronic states of e1 miniband with opposite
spin orientation. The spectrum of quantum efficiency exhibits
a typical smooth behavior above the absorption edge with a
sharp cutoff below which indicates a high structure quality of
the fabricated photocathode. The cutoff of the QE corresponds
to the photoabsorption edge and its position correlates with
the position of the main polarization maximum. The absolute
value of the QE at the polarization maximum is about 1%,
which is best result reported for the polarized electron sources.
The maximal electron polarization P = 92% demonstrated by
the developed photocathode is also not exceeded by any other
polarized electron sources. We did analyze the origin of the
observed 8% polarization losses. Polarization losses during
the electron transport to the BBR are less than 1%. Typical
polarization losses in the BBR region of photocathodes with
similar surface layer are about 5–6%. Thus the polarization
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Fig. 2. Polarization (solid circles) and quantum efficiency (open
circles) spectra of the emitted photoelectrons at room temperature.

losses on the photoabsorption stage amounts 2%. This fact in-
dicates the optimized design and high quality of the developed
working layer.

3. Conclusions

We have developed an optimized photocathode based on InAl-
GaAs/AlGaAs SL with strained quntum wells. The maximal
polarization of the electron emission together with high value
of quantum efficiency is the best combination of parameters
demonstrated up to date by polarized electron sources. The
obtained results show the advantages of the developed photo-
cathode as a perspective candidate for practical spin polarized
electron sources.
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Abstract. This work introduces fabrication and investigation of a single-electron transistor based on highly doped silicon on
insulator material (SOI). The comparison of noise and electrical characteristics of SOI based SET transistors with the
traditional SET transistors with Al/AlOx /Al junctions were carried out.

Introduction

Single-electron transistors have been demonstrated in numer-
ous experiments using a wide variety of device geometries,
materials, and techniques. We have developed and studied
SOI based SET transistor structures that demonstrate classi-
cal behavior: changes between Coulomb blockade and fully
conductive states and periodical modulation of transport cur-
rent controlled by the gate electrode voltage. This type of SET
transistor can be used as ultra-sensitive electrometer. Advan-
tages of the chosen fabrication method compared with other
types of SET devices [1–2]: simpler fabrication technology,
mechanical solidity, higher stability to overvoltage, higher op-
erating temperatures at the same sizes of structure elements,
the opportunity to manufacture suspended devices.

1. Samples fabrication

The experimental structures were fabricated from highly doped
(1020 cm−3) silicon-on insulator film. We used SOI material
with 55 nm thick silicon layer and 150 nm insulating SiO2 layer
placed on a silicon substrate. The fabrication method for the
SET structures includes the following stages:

— ion implantation of SOI film with Ph+ ions;
— e-beam lithography for the structure patterning;
— forming a metal mask by the deposition of Al thin film

through the suspended 2-layers resist mask prepared with
an electron- and photolithography;

— forming nanostructures by the reactive-ion etching of
SOI film through the formed metal mask;

— reactive-ion etching process of Si for further downsizing
of the fabricated structure and final adjustment of the
transistor parameters.

2. Results and discussion

For the effective comparison several SOI based SET transis-
tors were fabricated with a characteristics extremely close to
those of the Al/AlOx /Al based transistors, e.g. without further
downsizing of the structures. Size of the central island was
about 100 nm.

IV-curves of the investigated samples were measured with
different gate voltages applied and in the wide temperature
range: from 30 mK to 1 K. The offset voltage of the Coulomb
blockade was about 1 mV. The charge energy estimated from
the offset voltage were 10 K. This means that such SET transis-
tor shows the single-electron effects, observable on the temper-
ature fluctuation environment, at temperatures of 1 K and lower.

gate

gate

Source

Source

Drain

island

island

Fig. 1. Layout of fabricated SET transistor structures (SEM image).

The IV-curves shape and their behavior versus gate voltage
were close to those of traditional Al/AlOx /Al SET transistors.
SOI based SET transistor demonstrated blockade and com-
pletely conductive states at V < Voff depending on the applied
gate voltage. Such behavior shows that fabricated structures
had geometry close to the geometry of a traditionalAl/AlOx /Al
SET transistors: one island and two tunnel junctions.

The modulation curves of the transistor demonstrate cur-
rent oscillations depending on the bias voltage. The modula-
tion amplitude increases with the increasing of the bias voltage.
Its maximum corresponds to the bias voltage very close to the
offset. This behavior correlates well with the behavior of the
traditional SET transistor modulation curve. Maximum ampli-
tude of the modulation curve was about 4.5 nA with a bias volt-
age 1 mV. Its period was about 400 mV. The maximum charge
sensitivity SET transistor demonstrates with a bias voltage of
1 mV in the highest slope point of the modulation curve. This
value was estimated to be 15 nA/e, which is 5–6 times greater
than typical charge sensitivity of traditional SET transistors.

The charge noise of the highly doped SOI based SET tran-
sistor at 10 Hz was measured as 2.7×10−4 e/

√
Hz at bias volt-

age of 1 mV and 2.3×10−4 e/
√

Hz at 0.15 mV and temperature
30 mK (Figs. 2,3). The increasing of the current through SOI
SET transistor causes the increasing of its charge noise exactly
as in the traditional SET transistor case. The spectrum of this
noise was close to the 1/f function in the voltage range from
0.1 Hz to 100 Hz. This is a common behavior for the traditional
Al/AlOx /Al SET transistors where the sources of such charge
noise are located in the dielectric substrate. Probably the sus-
pended structures could solve the problem of excess charge
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Fig. 2. Charge noise characteristic of a typical SET transistor based
on SOI at bias voltage 0.15 mV and different gate voltages (maxi-
mum and minimum sensitivity of transistor).
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Fig. 3. Charge noise characteristic of a typical SET transistor based
on SOI at bias voltage 1 mV and different gate voltages (maximum
and minimum sensitivity of transistor).

noise for SOI based SET devices [1].

3. Conclusions

We fabricate and characterize SET transistor based on highly
doped silicon on insulator, which has electric and noise charac-
teristics very close to traditional SET transistors characteristics
and sometimes even better than those. This fact with the men-
tioned above advantages of the introduced technology allows
us to consider this device very promising in the future micro
and nanoelectronics investigations and applications.
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Abstract. The assumption that a silicon microchannel array (Si-MCA) offers the greatest promise for developing the
methods of DNA hybridization analysis has been substantiated. A cell with Si-MCA for FTIR spectra measurements was
made. FTIR absorption spectra of Si-MCA with amino-containing silane and immobilized DNA had been obtained.

Introduction

Up-to-date diagnostics of different diseases is based on DNA
analysis using a method of molecular hybridization [1]. The
method involves detection of complementary complexes for-
med by the oligonucleotide probes and DNA targets in a highly
parallel fashion. More recently, to enhance the hybridization
reactions as well as to provide increased sensitivity and dynam-
ical range, higher throughput and shorter assay times, three-
dimensional microchannel arrays were developed [2–6]. So
far, microchannel glass substrates [2–4] and anodic porous alu-
mina membranes [5,6] were used for multiplexed nucleic acid
fluorescence hybridization assays. When compared to glass
or porous alumina arrays, the Si-MCA provides a much wider
choice of its structural parameters, functional materials and can
be easily integrated with different nano- and microelectrome-
chanical systems. Previously, it was shown that immobilization
capacity of 160 µm-thick Si-MCA was 40 times higher then
the capacity of glass slides [7].

In this report, we demonstrate analytical power of a newly
emerged Si-MCA for DNA analysis using FTIR spectrometry.
An experimental simulation of DNA hybridization (function-
alization of 3D-substrate and an occurrence of DNA therein)
was carried out.

1. Experimental

The 250 µm-thick MCA was made of (100) Si wafer through
special techniques and had a highly ordered structure of square
cross-section microchannels 7× 7 µm2 with {011} fac-es and
〈100〉 axis, Fig. 1.

The surface of Si-MCA was modified with 3-aminopro-pyl-
trimethoxysilane (amino-containing silane). Then FTIR spec-
tra of Si-MCA were recorded in the region of 1800–800 cm−1

using an Infralum FT-801 Fourier-spectrometer equip-ped with
an infrared microscope. A DNA isolated from calf thymus was
immobilized on this functionalized sudstrate due to electro-
static interaction with positively charged surface of Si-MCA.
FTIR spectra of Si-MCA were recorded repeatedly. For ref-
erence, a planar unpenetrable substrate was processed in the
same manner. IR-cell with the Si-MCA and the measuring
system are shown in Fig. 1.

2. Results and discussion

IR spectra of the functional amino-containing silane appear in
Fig. 2. The two reference and one “microchannel” curves are
demonstrated. The reference spectrum 2 was obtained after
three cycles of “deposition/drying” whereas the “microchan-

(a) (b)

(d)

(c)

Fig. 1. Plane view of the Si-MCA (a), IR-cell with Si-MCA (b) and
the measuring system (c,d).
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Fig. 2. FTIR spectra in the region of 1800–800 cm−1 for amino-
containing silane chemisorbed on a planar substrate after one (1),
three (2) cycles of “deposition/drying” and in the Si-MCA after one
cycle (3).
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Fig. 3. FTIR spectra in the region of 1800–800 cm−1 for refer-
ence DNA (1) and the Si-MCA with DNA and amino-containing
silane (2).

nel” spectrum 3 was at once recorded after one cycle. It is
obvious that these spectra are identical. However, optical ab-
sorption in the Si-MCA “microchannel” curve is more pro-
nounced.

FTIR spectra of reference DNA and the Si-MCA with DNA
and amino-containing silane are shown in Fig. 3. There are
the absorption band and lines at 11705–1636 and 1531, 1485,
1415, 1369 cm−1 in the spectra of reference DNA. These fea-
tures are assigned to vibrations of the nucleic bas-es. The iden-
tical band and lines can be seen to be present in the spectrum of
the Si-MCA, but its signal modulation is lesser. The presence
of identical absorption band and lines proves the occurrence of
DNA in our 3-D substrates.

3. Conclusion

We have shown that Si-MCA can be successfully employed
as optical sensor for direct detection of DNA and functional
groups with reasonably high sensitivity.

Acknowledgements

This work was supported by a grant of the MCB Program of
RAS, the integration grants of SB RAS No. 55 and No. 73.

References

[1] M. J. Heller, Annu. Rev. Biomed. Eng. 4, 129 (2002).
[2] V. Benoit V et al, Analytical Chemistry 73, 2412 (2001).
[3] H. L. Fredrickson et al, The Science of the Total Environment

274, 137 (2001).
[4] B. J. Cheek et al, Analytical Chemistry 73, 5777 (2001).
[5] F. Matsumoto et al, 205th Meeting, Abs. 745, The Electrochem-

ical Society, Inc., (2004).
[6] I. Vlassiouk et al, Langmuir 20, 9913 (2004).
[7] A. Lomzov et al, Mater. Res. Soc. Symp. Proc. 915, 0915-R03-

06 (2006).



15th Int. Symp. “Nanostructures: Physics and Technology ” NLS.02o
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

DNA as a building block for single molecule electronics;
From transistor effect to a single molecule Esaki diode
Andrey V. Malyshev
GISC, Departamento de Física de Materiales, Universidad Complutense, Madrid, Spain
(on leave from Ioffe Institute, St Petersburg, Russia)

Abstract. The combination of electronic and self-assembly properties as well as its true nanoscale dimensions makes the
DNA a promising candidate for the building block of single molecule electronics. We argue that the intrinsic double helix
conformation of the DNA strands makes it possible to drive the electric current through the DNA by the perpendicular
electric (gating) field, suggesting such applications as the field-effect transistor. The transistor effect is demonstrated for the
gated poly(G)-poly(C) synthetic DNA within a simple model approach. We put forward experimental set-ups to observe the
predicted effect and discuss possible device applications of the DNA. In particular, we propose a design of the single
molecule analog of the Esaki diode.

Introduction

Charge transport through DNA molecules has extensively been
studied lately (see Refs. [1–3] for an overview). Recent ad-
vances in experimental techniques allowed measurements on
a single DNA molecule [4,5] and consolidated the expectation
that DNA double helices can be particularly useful for single
molecule electronics [3,6–8]. Many effects useful for molecu-
lar device applications have been predicted and demonstrated:
rectification, the Kondo effect, the Coulomb blockade, etc. (see
Ref. [8] for a recent overview).

In this contribution, it is demonstrated that the intrinsic
helix conformation of the DNA strands determines transport
properties of gated DNA molecules (subjected to an electric
field perpendicular to the molecule axis). In particular, we
show that the electric current through the double-helix DNA (in
the base stacking direction) can be driven by the perpendicular
gating field. We put forward new experimental set-ups to reveal
the predicted effect and discuss possible applications of the
DNA for molecular devices. In particular, we propose a design
of the single DNA molecule analog of the Esaki diode.

The model

Here we address electronic properties of periodic poly(G)-
poly(C) artificially created [9] DNA molecules which reveal
wide-band-gap semiconductor behavior [4,5] and are proba-
bly one of the best candidates for novel single molecule de-
vice applications. We use the minimum tight-binding ladder
model [10–12] that accounts for the double-stranded structure
of the DNA. The tight-binding Hamiltonian of theN -base-pair
DNA reads:∑
s,n

(εsn|sn〉〈sn| − t |sn+ 1〉〈sn| + h.c.− τ | − sn〉〈sn|) ,

where εsn are on-site energies of the base molecules with index
n ∈ [1, N ] labeling a pair and index s = ±1 labeling a strand,
t and τ are inter-base hoppings parallel and perpendicular to
the base stacking direction, respectively, while 〈sn| and |sn〉
are bra and ket vectors of an electron at site n of the strand s.

The traditional ladder model neglects the helix geometry
of the strands. In the case when the molecule is subjected to
the perpendicular electric field the helix conformation becomes
determinant and should be accounted for. Here we consider the

B form of the DNA with the 10-base-pairs full-twist period.
Neglecting the difference between major and minor grooves
we set the on-site energies εsn as follows:

εsn = ε(0)sn + eEnsr cos

(
2πn

10
+ ϕ0

)
, (1)

where ε(0)sn is site energy of the sn-th base molecule at zero
field, En is the perpendicular gating field (for simplicity, let it
be homogeneous: En = E0), and r ∼ 1 nm is the strand radius.
Hereafter, we use the notation Vg = 2E0r for the gate voltage
drop across the double helix. The phase ϕ0 that determines the
orientation of the molecule with respect to the field is set to 0
from now on. Thus, the gated DNA is described by the Harper-
type Hamiltonian with commensurate harmonic modulation of
the on-site potential.

The DNA was supposed to be sandwiched between two
metallic contacts and the field-dependent transmission coeffi-
cient of the system, T (Vg, E), was calculated using the trans-
mitting quantum boundary method . The transmission coeffi-
cient was then used to calculate the current-voltage characteris-
tics of the device in the framework of the scattering formalism
(see Ref. [13] for details):

I
(
Vg, Vsd

) = 2e

h

∫
T (Vg, E) [fs (E, Vsd)− fd (E, Vsd)] dE,

wherefs,d(E, Vsd) = (1+exp (EF ± eVsd/2− E)/kT )−1 are
Fermi functions of source and drain contacts, Vsd is the source-
drain voltage drop, and EF is the Fermi energy at equilibrium
taken to be in the middle of the band gap, as forAu contacts [14].
The temperature T was set to 4 K.

Throughout the paper, the electron transport through a 31-
base-pairs poly(G)-poly(C) DNA molecule is addressed with
the following LUMO state on-site energies which are used
as a starting point: ε(0)−1n = εg = 1.14 eV, ε(0)+1n = εC =
−1.06 eV [15]. Hopping integrals t and τ are not considered
as bare tight-binding parameters, rather as effective ones [12]
and are adjusted to reproduce the voltage gap of about 2 V
which was observed in experiments on the dry poly(G)-poly(C)
DNA [4,5]: t = 0.27 eV, τ = 0.25 eV. These values are within
reasonable parameter intervals [16].
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Fig. 1. Current-voltage characteristics of the 31-base-pairs poly(G)-
poly(C) DNA molecule within a wide range of source-drain (Vsd)
and gate (Vg) voltages.
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Fig. 2. (a) Non-monotonous current-voltage characteristics of the
tilted DNA for different angles α between the molecule and the
inter-contact electric field (see the text and the inset of the panel (a)
where a single molecule analog of the Esaki diode is shown schemat-
ically). (b),(c) Proposed experimental configurations to observe
the predicted non-monotonous I−V curves: (b) a DNA molecule
trapped between two contacts by asymmetric electrostatic trapping
method [13], and (c) a DNA molecule trapped between a substrate
and a golden nano-particle suspended from the metal coated AFM
tip [5].

Results and discussion

Figure 1 demonstrates I−V characteristics within a wide range
of source-drain and gate voltages. Semiconducting behavior
can be observed for |Vg| ≤ 0.7 V as well as strong gating
effect for |Vsd| ≥ 1.2 V: for all such values of Vsd a typical hat-
like I−Vg characteristic is observed (consider cross-sections
of the surface parallel to the Vg axis). Strong dependence of
the source-drain current on the gate voltage suggests the usage
of the gated double helix DNA as a field-effect transistor.

Current-voltage characteristics of the tilted DNA for differ-
ent angles α between the molecule and the homogeneous inter-
contact field are presented in Fig. 2(a). The inset of Fig. 2(a)
shows the sketch of the device design. The I−V curves of the
device are non-monotonous and have a region with the negative
differential resistance, similar to those of the tunneling diode,
which suggests that the proposed device is a single molecule
analog of the Esaki diode.

Panels (b) and (c) of Fig. 2 show experimental set-ups which

we put forward to observe the non-monotonous I−V character-
istics. In particular, panel (b) illustrates the four contact config-
uration that is proposed for asymmetric electrostatic trapping of
a DNA molecule: applying appropriate biases to all four con-
tacts a tilted electrostatic trapping field can be induced between
the electrodes “s” and “d”. Then, the polarized molecule aligns
with the field and gets trapped between contacts “s” and “d”
being tilted with respect to them. Electrodes “s” and “d” can
then be used for measurements, resulting in the experimental
configuration presented in the inset of panel (a).

Conclusions

In summary, the predicted gating effect opens a possibility to
use the DNA for various novel single molecule devices such as
the field effect transistor, the Esaki-type diode, etc. The same
argumentation and conclusions may also apply to G4-DNA and
proteins, many of which have the α-helix conformation [17].
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Abstract. We will discuss the possible applications of multi wall carbon nano-tubes (MWCNs) and ZnO nanorods for future
nano-mechanical and nano-electro-mechanical systems (NEMS). The basic special mechanical properties of these two
nano-materials will be briefly presented. Some theories of interest to NEMS are to be highlighted. Examples of some
NEMS based on these two nano-materials will be presented.

Introduction

Carbon nano-tubes (CNs) have both unique electronic and me-
chanical properties, which makes them suitable for many ap-
plications in nano-electro-mechanics i.e. for NEMS [1]. For
example, the value of both theYoung modulus and the bending
elastic modulus of CNs are of the order of about 1 TPa. In
addition, the walls of CNs can be metallic or semiconducting,
depending on the category of the CNs and the wall structure.
The employment of CNs as elements for electronic applica-
tions, such as, nano-diodes, nano-transistor, and nano-logic
gates, has been discussed for some time. In addition, the use
of CNs for NEMS systems utilizing both the electronic as well
as the mechanical properties likes electrical nano-switches;
nano-tweezers and a variety of field emission devices have also
been proposed and analyzed [2]. In this talk we will present
and analyze NEMS based on the weak van de Waals interac-
tion between different walls of multi-wall carbon nanotubes
(MWCNs) [2,3]. Such property allows CNs to easily slide
and/or rotate with respect to each other. This property allows a
new family of possible NEMS, to mention few, nano-bearings,
nano-gears, constant force nano-springs, nano-motors etc. [5].
Due to the fact that walls of CNs are atomically precise; the
life time of this new family is not limited by the wear of the
surfaces.

On the other hand, ZnO nano-rods with a variety of unique
properties, is of interest particularly the piezoelectric property.
In addition, ZnO with its hexagonal structure possesses one
of the most ideal packing factors. This makes ZnO to have
stable mechanical properties. ZnO nano-structures can be syn-
thesized by different methods [6,7]. Among the ZnO nanos-
tructures of interest for NEMS are nano-propellers, nano-rings,
nano-combs etc. . . These different ZnO nano-structures can be
grown with polar and non-polar surfaces. Different aspects of
ZnO nano-structures of interest for NEMs are to be presented
and discussed.

Carbon nanotubes structures, properties, interwall
interactions, and some future nano-devices

The structure of CN walls is determined by a pair of integers
(n,m) corresponding to a lattice vector c = na1 +ma2 on the
graphene plane used to perform conformal mapping, where a1
and a2 are the unit vector of the graphene sheet (see Fig. 1).
The corresponding wall radius of the CN is determined from
the length of the graphite lattice vector together with the inte-
gersn andm. Since the CN wall is a one dimensional crystal the

A B C

(a)

(b)

Fig. 1. (a) Three different types of CNs, A is armchair (n, n), B is
zigzag (n, 0) and C is chiral (n,m). (b) Shows a typical multi-
wall CN.

neighboring walls can be commensurate or non-commensurate.
The commensurability is in fact an essential property that de-
termines the relative motion of walls. The role of this property
in the relative motion between walls in double wall CNs is to
be highlighted.

The excellent elastic properties of different types of CNs are
to be discussed. The dependence of the elastic properties on the
geometrical dimensions of CNs will be presented. The pub-
lished theories concerning interwall interaction between two
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Fig. 2. Experimental design for converting nanoscale mechanical
energy into electrical energy by a vertical piezoelectric (PZ) ZnO
NW. (a) Scanning electron microscopy images of aligned ZnO NWs
grown on a-Al2O3 substrate. (b) Transmission electron microscopy
images of ZnO NWs, showing the typical structure of the NW with-
out an Au particle or with a small Au particle at the top. Each NW is
a single crystal and has uniform shape. Inset at center: an electron
diffraction pattern from a NW. Most of the NWs had no Au parti-
cle at the top. Inset at right: image of a NW with an Au particle.
(c) Experimental setup and procedures for generating electricity by
deforming a PZ NW with a conductiveAFM tip. The base of the NW
is grounded and an external load of RL is applied, which is much
larger than the resistance RI of the NW. The AFM scans across the
NW arrays in contact mode [6].

walls in CNs by potential relief are to be reviewed. The influ-
ence on the barriers to the relative motion between two walls
in CNs in relation to the symmetry of the interwall interaction
energy through potential relief will be considered. In addition,
other related important issues concerning the dynamics of the
relative motion are also to be mentioned. The available ex-
perimental results on the relative motion are to be presented.
Finally the theories of mechanical nano-device operation will
be discussed, with review of some examples of these NEMS
based on CNs.

ZnO nano-structures for NEMS applications

As mentioned above, ZnO having a hexagonal crystal struc-
ture is possessing excellent mechanical properties. Among the
many interesting mechanical properties of ZnO, the piezoelec-
tricity is of importance to this presentation. As ZnO nanostruc-
tures are of recent interest compared to CNs, we will review the
few examples of ZnO based NEMS published in the literature
and highlight the potential for future applications as a NEMS
element. The most recent example of nano-generator will be
discussed in details (see Fig. 2).
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Abstract. The InMnAs layers have been fabricated by laser deposition. X-ray diffraction measurements shows reasonably
high crystal quality of these layers on GaAs(100) substrates. Room-temperature ferromagnetism was observed with
magneto-optical Kerr effect and anomalous Hall effect measurements. The mesa structures with p-InMnAs layer fabricated
by deposition on n-type InAs substrate show positive magnetoresistance up to 90% at 77 K and 70% at 300 K.

Introduction

Previously the formation of ferromagnetic InMnAs layers by
MOVPE at growth temperatures of 475 ◦C was reported [1]. In
this paper, we report about the possibility of formation of room-
temperature ferromagnetic InMnAs layers by laser deposition.

1. Samples and experimental

InMnAs layers were grown by pulse Q-switchedYAG:Nd laser
(λ = 1.06 µm) sputtering of Zn-doped InAs (p ∼ 1017 cm−3)
and metal Mn targets, placed in the quartz reactor with the
flow of hydrogen and arsine. Semi-insulating GaAs (100) was
used as substrate. The substrate temperature (Tg) was var-
ied from 200 to 500 ◦C. A content of Mn depended on re-
lation of the times for periodical sputtering of Mn and InAs
(XMn = tMn/tInAs). The InMnAs layers thickness ranged from
50 to 400 nm. Electrical properties of the layers were studied
by Hall effect measurements at room temperature (RT) and
77 K and sheet resistance measurements at temperature range
of 77–370 K. Magneto-optical properties were investigated by
longitudinal magneto-optical Kerr effect (MOKE) at RT.

2. Results and discussion

Sheet resistance (RS) of InMnAs films as a function of depo-
sition temperature (Tg) is shown in Fig. 1. As can be seen
from this figure, the RS value is minimum (104 Ohm/sq at
XMn = 0.5) in rather narrow deposition temperature range of
280–330 ◦C. Decreasing the growth temperature to 200 ◦C
or increasing to 500 ◦C gives high-resistance InMnAs lay-
ers. Similar behavior of electrical properties of samples, in our
opinion, can be associated with strong temperature influence
on manganese incorporation in the InAs matrix. Apparently,
temperature range 280–330 ◦C is optimal for InAs doping of
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Fig. 1. The sheet resistance of InMnAs films grown at different
deposition temperatures. XMn = 0.5.
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Fig. 2. Hall resistance dependence on magnetic field for InMnAs
sample at 77 and 300 K. The thickness of InMnAs layer is 460 nm,
Tg = 320 ◦C, XMn = 0.33.
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Fig. 3. Kerr angle versus external magnetic field for two perpendic-
ular directions of field in sample plane (Tg = 320 ◦C,XMn = 0.33).

Mn, and at these temperatures occurs effective substitution of
In by Mn atoms. Samples InMnAs, grown in this temperature
range, exhibited p-type semiconducting behavior with carrier
concentrations as high as ∼ 5× 1018 cm−3.
The structures grown atXMn=0.3−0.5 and Tg=280−330 ◦C
exhibit ferromagnetism at 300 K and 77 K. This is evident
from nonlinear Hall resistance dependence on magnetic field
with hysteresis loop (Fig. 2).

The magnitude of coercive field is equal to ≈ 330 Oe. The
MOKE measurements showed that there is a hysteresis loop
in the dependence of Kerr angle on the value of external mag-
netic field. Fig. 3 shows the dependence of Kerr angle for two
perpendicular directions of field in sample plane. From Fig. 3
it can be conclude what there is no strong anisotropy of hys-
teresis curves in sample plane when magnetic field direction
changes from axis 〈110〉 to 〈110〉.

Crystal structure of InMnAs films was analyzed by X-
ray diffraction. Fig. 4 shows [/2[ scans for InMnAs and
InAs films for comparison. Both spectra contain GaAs(002)
substrate and InAs(002) epitaxial layer peaks near 2[ val-
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Fig. 4. X-ray diffraction spectra for InMnAs (1) and InAs (2) layers
grown by laser deposition (Tg = 320 ◦C).
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Fig. 5. Resistivity of InMnAs samples (XMn = 0.5) with thickness
of 50 nm as a function of measurement temperature. Tg (◦C): 1 —
300, 2 — 280.

ues of 31.6 and 29.5, respectively. Furthermore, two addi-
tional peaks that locate near the values of 42.3 and 48.9 were
recorded. Most probable identification of these peaks is associ-
ated with presence of hexagonal MnAs phase reflexes of (1012)
and (1120), respectively. Thus X-ray diffraction shows that In-
MnAs films grown at Tg = 280−330 ◦C and XMn = 0.3−0.5
has rather high crystal quality; but they are not single-phase.

The resistivity measurements InMnAs layers (XMn = 0.5;
Tg = 300 ◦C or 280 ◦C) as a function of temperature show
semiconductor type behavior (Fig. 5). The resistivity decreases
by one order of magnitude with increasing of the growth tem-
perature of 20 ◦C. From the resistivity vs. temperature depen-
dences the activation energy of conduction was estimated at 6
and 12 meV for samples with Tg = 300 ◦C and 280 ◦C, re-
spectively. Measured activation energy is smaller what 23 meV
energy of acceptor Mn level energy in InAs [2]. It can be at-
tributed to the formation of an impurity band above the valence
band. Further, it should be noted that InMnAs samples heat-
ing up to 370 K did not reveal any local resistance maximum
in the Curie temperature range (318 K) for MnAs hexagonal
phase [3]. This fact suggests that room-temperature ferromag-
netism in InMnAs layers, which causes the anomalous Hall
effect, is not associated with MnAs cluster presence.

One the possible way of practical application obtained In-
MnAs layers is fabrication of magnetic field sensors [4]. We
formed the structure with resistance dependence on magnetic
field. For this structure, a 400 nm thick p-InMnAs layer was
deposited on a n-InAs substrate. The p-InMnAs was patterned
into ∼ 300 µm diameter mesa. A big positive magnetoresis-
tance about ∼ 90% at 77 K and 70% at 300 K was observed
in magnetic field of 1 T, applied perpendicularly to structure
surface (Fig. 6). Similar magnetoresistance was attributed by
authors [4] with carrier scattering arising from compositional
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Fig. 6. Magnetoresistance of p-InMnAs/n-InAs structure vs. mag-
netic field at 77 K and 300 K. The inset shows the schematic illus-
tration of the p-InMnAs /n-InAs structure.

inhomogeneities at the InMnAs/InAs interface.
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Abstract. We demonstrate self-assembly of quantum ring (QR) complexes in a lattice-matched GaAs/AlGaAs system by
droplet epitaxy. Focusing on the crystallization mechanisms of the droplets, we have successfully created single QRs and
concentric quantum double rings by simply supplying As4 flux to the hemispherical Ga droplets. We have also found that
the size of these rings can be tuned independently. These unstrained quantum ring complexes are ideal for the further
understandings of quantum interference phenomena specifically found in the semiconductor QR systems.

Introduction

The use of self-assemblies during the crystal growth allows us
to create high quality quantum nanostructures without litho-
graphical techniques. Therefore, self-assembling technologies
have been intensively studied for the basic physics and practi-
cal device applications. The physical properties of the quantum
nanostructures strongly depend on their size and shapes [1]. By
combining various crystal growth technologies, a variety of
nanostructures have been successfully created and their char-
acteristic properties have been demonstrated. Among them,
quantum ring (QR) systems have recently attracted a great deal
of attention because fascinating properties have been predicted
and demonstrated [2,3]. In lattice-mismatched systems, self-
assembled single ring structures have been realized by using
modified Stranski–Krastanow (S–K) growth mode [4–6]. In
these systems, however, the real ring structures are complex
due to the heavy intermixing of the materials [4]. Also it has
been predicted that the electrons and/or the holes might localize
in particular in-plane directions in these strained systems [7].
These will make it difficult to analyze the properties of the QR
systems. From these viewpoints, strain-free self-assembled
QRs are also desired for the studies of basic physics of the semi-
conductor QR systems. In contrast to the S–K growth mode, we
have proposed and developed another self-assembled growth
techniques, termed droplet epitaxy, for the formation of high
quality self-assembled nanostructures [8,9]. Since the mecha-
nism of dropet epitaxy is based on the formation of liquid metal
particles (droplets) and their crystallization, this method has
been widely applied to various compound semiconductor sys-
tems both in the lattice-matched and mismatched systems [8–
14]. While we had mainly focused on the formation of simple
dot-shaped quantum nanostructures (quantum dots (QDs)), the
droplet epitaxy technique has a potential for the growth of more
complex nanostructures [15], when we take note a character-
istic properties of the crystallization processes. In this reports,
we will show our recent achievements on the self-assembly of
GaAs QR complexes in a lattice-matched system.

1. Experimental

The samples were grown by conventional solid-source molec-
ular beam epitaxy on GaAs (100) substrates. For the precise
control of As4 flux intensity, a valved-cell was used for the As
source. After the growth of a 100 nm thick Al0.3Ga0.7As buffer
layer at 580 ◦C, As-stabilized c(4×4) surface was formed by

Excess As layer

Ga droplets

GaAs nanocrystals

(a) AlGaAs-c(4×4) surface

(b) Ga flux supply

(c) As flux supply

GaAs layer

Fig. 1. Schematic illustration of the droplet epitaxy technique to
form GaAs nanostructures on AlGaAs surface.

reducing the substrate temperature (Fig. 1(a)). For the Ga
droplet formation, nominally 3.75 ML (0.5 ML/s) Ga was sup-
plied to the c(4×4) surface at 200 or 350 ◦C without As4
flux (Fig. 2(b)). The background pressure was kept below
1×10−8 torr. The droplets are, then, crystallized into GaAs by
supply ofAs4 flux with various intensities at 200 ◦C (Fig. 1(c)).
To improve the crystalline qualities, the samples were annealed
at 350 ◦C for 10 min under As4 flux, where the surface nanos-
tructures almost keep their shapes. For the structural charac-
terization, the surface morphologies of the samples after the
annealing process were observed by non-contact mode atomic
force microscope (AFM) in air.

2. Results and discussion

Figure 2(a) shows the AFM image of the surface after the sup-
ply of 3.75 ML Ga on the c(4×4) surface at 200 ◦C. Many
hemispherical shaped Ga droplets are formed on the surface
with the density of ∼1×1010 /cm2. The average base size
and height are 20 and 7 nm, respectively. The size distribu-
tion of the droplets is ∼20%. On the c(4×4) surface, there
is 1 ∼ 2 ML of excess As layer [16]. The first supplied
1 ∼ 2 ML Ga changes into two-dimensional GaAs layer and
the rest of Ga form droplets [9]. After the supply of As4 flux
to the droplets with different intensities at 200 ◦C, these Ga
droplets change into GaAs nanostructures with various shapes
(Figs. 2(b)–(e)) [15,17,18]. Since the densities of the droplets
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250×250 nm

[011]

[011]

(a) Ga droplets

(b) As4: 2×10 Torr BEP−4

(c) As4: 6×10 Torr BEP−5

(d) As4: 1×10 Torr BEP−5

(e) As4: 5×10 Torr BEP−6

Fig. 2. 250×250 nm AFM images of the surfaces. (a) Ga
droplets, (b) GaAs QDs, (c) GaAs DQDs, (d) GaAs single QRs, and
(e) GaAs CQDRs. The black-to-white height contrast is (a) 16.0 nm,
(b) 10.0 nm, (c) 10.0 nm, (d) 4.0 nm, and (e) 2.5 nm.

and GaAs nanostructures are almost identical, we believe that
a droplet is crystallized into each GaAs nanostructure.

When we supply intense As4 flux (2 × 10−4 torr beam
equivalent pressure (BEP)), cone-shaped GaAs nanostructures
(standard QDs) are formed (Fig. 2(b)) [15]. In contrast, by
reducing the As4 flux intensities for crystallization, central
holes become visible. When we crystallize the droplets with
the intensity of 1×10−5 torr BEP, the central holes become
very clear and well-defined single QRs are formed (Figs. 2(d)
and 3) [15,17]. The single QRs exhibit excellent rotational
symmetry. The average peak size and height of the single QRs
is ∼22 and ∼2 nm, respectively. The size of the single QRs
is almost the same as base size of the original Ga droplet and
changes with the droplet size [17,18]. These suggest that the
effective crystallization occurs at the edges of the droplets [19].

Here, we would like to additionally point out the formation
of double QDs (DQDs). When we crystallized the droplets
with As4 flux of 6×10−5 torr BEP, the shape of the nanostruc-
tures become highly anisotropic, as seen in Fig. 2(c). They are
not a ring but laterally coupled two QDs [20,21]. We believe
that these DQDs are the good candidate for the formation of
artificial molecules.

When we use further reduced intensity of 5×10−6 torr BEP
for the crystallization of the droplets, the mean height of nanos-
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Fig. 3. Cross-section profiles along the [01̄1] direction of a single QR
(indicated by white arrowheads in the right-hand side of magnified
AFM image).
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Fig. 4. 500×500 nm AFM images of the surfaces. (a) Ga droplets
and (b) GaAs CQDRs. The black-to-white height contrast is
(a) 25.0 nm and (b) 8.5 nm.

tructures decreases (Fig. 2(e)). Although the nanostructures are
not so well-defined due to the extremely low-height, it is visi-
ble that other rings appear outside of the initial rings, forming
concentric quantum double rings (CQDRs) with a well-defined
central holes [15,18]. The respective diameters of the inner and
outer rings are ∼20 and ∼50 nm.

When larger Ga droplets are prepared as an initial struc-
ture, more well-defined CQDRs are formed [18]. Figure 3
shows AFM images of the (a) Ga droplets formed by supply
of 3.75 ML Ga on the c(4×4) surface at 350 ◦C and (b) GaAs
nanostructures formed using As4 flux (2×10−6 torr BEP) sup-
ply to the droplets at 200 ◦C. After crystallization of the Ga
droplets (density: ∼1×109 /cm2, base size: ∼50 nm, height:
∼17 nm), well-defined CQDRs are formed (Figs. 4(b) and 5).
The respective diameters of the inner and outer rings are ∼45
and∼100 nm; both rings are∼5 nm high. The rings also show
a good circular symmetry. In the CDQRs, the size of the in-
ner rings is also almost the same as the base size of the initial
droplets, which may be caused by the effective crystallization
at the edges of the droplets. However, we should note that the
diameter of the outer ring exceeds the diameter of the original
Ga droplet. This indicates the migration of Ga atoms away from
the droplet. In the crystallization stage, Ga atoms are mainly in
the droplets, and As atoms are densely dispersed on the surface
far from the droplet. This concentration gradient might cause
the migration of Ga atoms away from the droplet, and that of
the As atoms, toward the droplet. Efficient counter flows of Ga
and As atoms results in the crystallization of GaAs outside the
original droplet, i.e., formation of the outer rings. This inter-
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Fig. 5. Cross-section profiles along the [01̄1] direction of a
CQDR(indicated by white arrowheads in the right-hand side of mag-
nified AFM image.

pretation is supported by the fact that diameter of the outer ring
is found to increase with decreasing As4 flux intensity, while
that of the inner ring is almost unchanged [18]. These findings
suggest that the diameters of both inner and outer rings can be
independently controlled by tuning the initial droplet sizes and
As4 flux intensities, respectively.

3. Summary

Well-defined GaAs quantum ring (QR) complexes are created
by droplet epitaxy in a lattice-matched system. By adjusting
the As4 flux intensity, the crystallization was enhanced at the
edge and/or outside of the droplets, resulting in the formation
of single QRs or concentric quantum double rings (CQDRs).
We also found that the size of the rings can be independently
controlled. From the capped QR complexes, we have observed
efficient photoluminescence (PL) emission, which indicates
the high quality. From the high quality QRs, recently, we have
demonstrated photo-pumped lasing at room temperature [22].
We have also performed micro-PL measurements on single
CQDR and successfully observed distinct PL emission from
inner and outer rings [18,23].

Although further studies of crystallization processes are
necessary, droplet epitaxy is a highly promising method for
the QR complexes in lattice-matched systems, which are ideal
for the studies of physics of semiconductor QRs.
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Abstract. The fabrication technology of InP nanowires, including embedded InAsP nanoinsertions by Au-assisted
molecular beam epitaxy is presented. The growth temperature affects the nucleation on the nanowire facets allowing to
change the wire shape from pencil-like (at 390 ◦C) to cylindrical (at 420 ◦C) and to control the InAsP insertion geometry
and composition. The InAsP alloy composition was varied between InAs0.35P0.65 and InAs0.5P0.5 by changing the As/P flux
ratio and substrate temperature. The InAsP segments show strong room-temperature photoluminescence with a peak
wavelength tunable from 1.2 to 1.6 µm. Low-temperature micro-photoluminescence performed on isolated single wires
shows narrow peaks with a linewidth as low as 120 µeV.

Introduction
Semiconductor nanowires (NWs) are attracting an increasing atten-
tion due to their emerging applications to nano-scale devices. A tech-
nique for NW fabrication relies on the catalytic mechanism usually
referred to as vapor-liquid-solid (VLS) growth, whereby liquid par-
ticles are formed by alloying of the catalyst with the semiconductor
constituents. The one dimensional growth is driven by the fast lo-
cal precipitation of adsorbed species at the liquid-semiconductor
interface under the droplets. Moreover, VLS technique provides the
possibility to fabricate heterostructures in both NW axial and radial
directions. As concern to InAsP, its band gap can be tailored from
3.5 to 0.92 µm by adjusting the alloy composition and, in particu-
lar, can cover the 1.3–1.55 µm wavelength range of technological
importance for optical telecommunications.

In this paper we report on the synthesis of InP/InAsP/InP het-
erostructures in InP nanowires by Au-assisted molecular beam epi-
taxy. The InP/InAsP/InP heterostructures demonstrate strong room-
temperature photoluminescence with the peak wavelength tunable
from 1.2 to 1.6 µm by adjusting the As content. The micro-photolu-
minescence performed at 4 K on isolated single wires show narrow
peaks with a linewidth as low as 120 µeV.

1. Experimental procedure
NWs were grown on InP (111)B substrates in an MBE system equip-
ped with solid sources supplying In atoms, and cracker As and P
sources to produce dimers. The substrate surface was first deoxi-
dized at 530 ◦C, then a 100 nm thick InP buffer layer was grown to
achieve atomically flat surface. A total amount of Au equivalent to
1 nm layer was deposited under phosphorus flux at 420 ◦C using an
Au effusion cell installed directly into the growth chamber. The sub-
strate temperature was then set to the desired value for the growth.
This procedure results in the formation of droplets containing Au
alloyed with the substrate constituents. The typical distribution of
droplet sizes ranges between 30 and 40 nm. The NW growth was
initiated by opening simultaneously the In and P sources. For all
samples the nominal growth rate, i.e. the growth rate on a clean and
Au-free InP surface, was fixed at 0.2 nm/s.

For InP/InAsP/InP heterostructure formation, the growth started
with 20 min of InP, then the As source was opened for desired time
in order to form an InAsP segment. The As to P flux ratio was varied
from sample to sample to investigate different alloy compositions.
The growth was completed with 5 min deposition of InP.

The resulting morphology of NW ensembles was investigated by
scanning electron microscopy (SEM). The crystallographic structure
was analyzed by transmission electron microscopy (TEM) equipped

with an energy dispersive X-ray (EDX) spectrometer for composi-
tion measurements. The photoluminescence (PL) of NW ensemble
was investigated using the following setup. The sample was ex-
cited at normal incidence with 532 nm line of frequency doubled
NdYag laser at low excitation density (∼ 0.1 W cm−2). The lu-
minescence signal was dispersed with Jobin Yvon spectrometer and
detected with nitrogen cooled Ge photodetector. For micro-PL mea-
surements, NWs were removed from their substrate, dispersed on a
Si-oxide/Si substrate with the average density of∼ 0.1 NW perµm2

and placed in a continuous LHe flow cryostat The signal was col-
lected with the same objective, dispersed with a 0.75 m spectrometer
and detected with an InGaAs detector.

2. Influence of temperature on the nanowire morphology

First the temperature domain where binary InP NWs can be formed
was investigated. A set of 7 samples was grown at temperatures rang-
ing from 330 to 440 ◦C with a constant growth time equal to 20 min.
The NW formation was observed only in a relatively narrow temper-
ature window, between 350 and 420 ◦C. The growth at 330 ◦C pro-
duced only a rough two-dimensional layer that covered the deposited
Au catalyst. At 440 ◦C the catalyst droplets were found segregating
on the growing surface without giving rise to NW formation. In the
intermediate range of temperature, NW growth is induced by diffu-
sion of adatoms from the surface to the catalyst droplets and by their
subsequent precipitation at the catalyst-semiconductor interface.

For temperatures below 410 ◦C, NWs develop a pencil-like shape.
The diameter in the lower part of the wire is two-three times larger
than that of the catalyst particle and the NW end is tapered. This
morphology indicates that at low temperatures, concomitantly with
the vertical growth governed by the catalyst, the nucleation on the
lateral facets also takes place. This phenomenon occurs when the
mean diffusion length of species on the lateral NW facets becomes
shorter than the NW height. In this case, most of In adatoms cannot
reach the catalyst droplets. Instead, the species can nucleate on
the NW sidewalls giving rise to a significant lateral growth. To
reduce this lateral growth, temperature must be raised to increase
the adatom diffusion length. At temperatures higher than 410 ◦C
InP NWs present cylindrical shape with the diameter equal to that
of the catalyst. This means that by raising the substrate temperature
it is possible to switch from the mixed axial/lateral growth to almost
pure axial growth.

For heterostructure formation, two temperatures corresponding
to the two morphologies of InP NWs discussed above were chosen:
390 and 420 ◦C. Fig. 1(a) shows the SEM cross-sectional image
of typical InP/InAsP/InP NWs grown at 390 ◦C. The resulting NW
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(a) (b) (c)

Fig. 1. Cross-sectional SEM images of InP/InAsP/InP nanowires
grown (a) at 390 ◦C, (b) at 420 ◦C and (c) at 420 ◦C overgrown with
InP at 390 ◦C. Scale bar corresponds to 0.4 µm.

height is about 1 µm, the diameter varies from 50 to 80 nm. The
InAsP insertion has little influence on the NW morphology, the NWs
present the typical pencil-like shape observed in binary InP NWs
grown at this temperature. When the growth proceeds at 420 ◦C
(Fig. 1(b)), the NWs keep a cylindrical shape with 30–40 nm diam-
eter equal to that of the catalyst droplets, a sign that lateral growth
is inhibited.

In a third sample, we have intentionally promoted the lateral
growth by decreasing the temperature after the InAsP insertion.
Fig. 1(c) presents a SEM image of these InP/InAsP/InP NWs that
were grown at 420 ◦C until the formation of InAsP segments was
completed. The last 5 min of InP growth were performed at 390 ◦C.
The resulting NW diameter (40–55 nm) is larger than that of the cat-
alyst especially for long wires, confirming that lateral growth took
place.

3. Photoluminescence of nanowires
The macro-PL measurements were performed on the NW ensem-
bles grown at different temperatures. For samples grown at 390 ◦C
and thus having an InP shell around the InAsP insertions, the lumi-
nescence spectra show two peaks (Fig. 2). The high energy peak,
situated around 1.35 eV at 300 K, has the same position in all the
samples. The linewidth is about 150 meV. This peak is also present
in the PL spectrum of a reference sample containing binary InP
NWs. The peak energy corresponds to the bulk InP band gap. It
should mainly originate from the two dimensional InP buffer layer.
One cannot also exclude a luminescence signal coming from InP
NWs. Because of their wurtzite structure, their PL contribution is
expected at a slightly different energy than that of cubic InP. This
may contribute to the large peak broadening of the 1.35 eV peak.
However, a residual concentration of As in InP may also explain the
PL broadening. The low energy peak is ascribed to the luminescence
of the embedded InAsP segments. To ascertain that this peak does
not originate from the emission of the two-dimensional layer, which
can still grow between the NWs, we have removed all the NWs from
the surface using an ultrasonic bath. After this treatment, the PL
spectrum showed only the short wavelength peak; this excludes the
possibility of the emission of two-dimensional InAsP layer.

The PL spectra for NW heterostructures grown at 420 ◦C and
overgrown with InP at 390 ◦C look similar as in case of growth a
390 ◦C. However, for samples grown entirely at 420 ◦C only the
high energy peak at 1.35 eV is present, no emission from the InAsP
insertions is observed. This should be related to the suppression of
the lateral growth at high temperature. The InP shell acts as an energy
barrier that confines the carriers in the InAsP insertion and prevents
their diffusion to the NW surfaces. When the InP shell is suppressed,
the fast recombination of photogenerated carriers via surface states
might hinder the PL emission from InAsP insertions. In addition,
the oscillator strength of the exciton is much lower in a shell-free
structure because the strain inhomogeneities tend to separate the
electron from the hole. The InP shell limits the strain relaxation
of InAsP insertions, resulting in a better overlap of carrier wave
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Fig. 3. Micro-photoluminescence at 4 K of an individual NW con-
taining 2 InAsP insertions of a different length.

functions.
Fig. 2 shows the room-temperature PL spectra of two samples

grown at 390 ◦C with InAsP insertions synthesized at different As
to P flux ratio. By changing the As to P flux ratio from 1 to 1.5, the
peak emission energy was tuned from 1.025 eV (1.2 µm) to 0.8 eV
(1.55 µm). This demonstrates the potential of the InP/InAsP/InP
heterostructures for fabrication of emitters in the telecommunication
wavelength range 1.3–1.55µm. The InAsP peak has an inhomoge-
neous broadening of 100–150 meV, which should be related to the
wire-to-wire composition fluctuations of the InAsP alloy.

Finally, we have performed micro-PL measurements on NWs
grown at 390 ◦C and containing two InAsP insertions of different
lengths (growth time of 30 and 45 s). Fig. 3 presents the emission
spectrum taken at 4 K with 3.6 µW excitation on an individual NW.
Two sharp lines attributed to the emission of the InAsP insertions are
observed at 1.401 and 1.412µm with the full width at half maximum
as small as 0.19 nm.

In conclusion, we fabricated 25–30 nm high InAsP insertions in
InP nanowires by Au-assisted MBE. The wire shape was shown to
change from pencil-like for 390 ◦C growth to cylindrical for 420 ◦C
growth. The alloy composition was adjusted between InAs0.35P0.65

and InAs0.5P0.5 by changing the As to P flux ratio. The presence
of InP shells around the InAsP insertions is essential to observe ef-
ficient PL emission. In that case, the InAsP insertions show room
temperature photoluminescence peaked in the 1.2–1.55µm domain.
The micro-photoluminescence from isolated nanowires shows nar-
row lines with full width at half maximum as small as 0.19 nm.
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Abstract. Arrays on the basis of precise thin-film metal-semiconductor microhelices were fabricated by recently developed
method of 3D nanostructuring from strained bifilms. Rotation of polarization plane of radiation by arrays of helices in
microwave and THz ranges was studied. Prospects of application of demonstrated effect are discussed.

Introduction

Development of micro- and nanostructuring brought into life
novel artificial electromagnetic media — materials with nega-
tive refractive index, high-frequency magnetics, chiral materi-
als, nonreflective materials, non-reciprocating artificial media
etc [1,2]. They are often called metamaterials so as to empha-
size that their properties are gained not from atomic or molec-
ular level structure, but from the artificial structure of larger
scale, that is still not large in comparison with the wavelength
of radiation and allows describing it’s electromagnetic proper-
ties with some integral characteristics used for common mate-
rials, such as absorption coefficient or dielectric permittivity.
Metamaterials are expected to find applications in telecom-
munication, information storage and processing, lithography,
microscopy, biomedicine and other areas.

Chiral asymmetry (impossibility to superimpose object with
its mirror reflection) of material microstructure leads to rotation
of polarization plane of electromagnetic wave. That effect was
firstly observed in natural optically active substances. Now
it is widely used in liquid crystal devices, however, technical
difficulties in liquid-crystal phase handling and operation en-
courage to seek for their solid-state analogues.

Artificial chiral media constructed by Lindman was one of
the first metamaterials [3]. That composite of metal helical
inclusions in dielectric matrix was intended to model natural
optical activity: helical molecules were mimicked by metal
wire helices, while visible light wave was scaled up to the
radio range (λ = 30 cm). This structure rotated polarization
plane of transmitted radiation. Later, there were some more
experiments on artificial chirality demonstrated by arrays of
metal wire helices in radio and microwave ranges (Tinoco [4],
Lagarkov [5] and others).

Due to chiral asymmetry a secondary wave reradiated by he-
lix has polarization different from polarization of primary inci-
dent wave. Near the half-wave resonance (i.e. when the length
of unwound metal helix is equal to the half of the wavelength
in host dielectric media) the amplitude of currents in helix and
corresponding intensity of secondary radiation is maximal. At
resonance the phase shift between charge oscillations in helix
and electric field of primary wave (as driving force of charge
oscillations in helix) changes its sign and phase of secondary
wave as well as direction of polarization plane rotation change
correspondingly. Resonant frequency spread unavoidable for
any real array leads to dramatic damping of half-wave reso-
nance. As far as the rotation angle function is sign-changing

and steep, helices have to be finely tuned to the same resonant
frequency.

Interest to artificial chiral structures was intensified by de-
monstration of significant advantages of chiral structures as
elements of negative refractive index metamaterials [6]. Arti-
ficial chiral structures can not compete with traditional aids for
polarization control in radiorange, while for THz and higher
frequencies they are very promising as solid-state analogues
of liquid crystals. Device base for THz optics is still not well
developed — it is so called “THz gap”. Ef ficient control over
polarization could broaden possibilities of traditional applica-
tions of THz radiation such as imaging (to reveal anisotropic
structure and improve contrast), spectroscopy (to use vibra-
tional circular dichroism techniques), telecommunications (to
add one more degree of freedom in coding) and bring up novel
ones such as high-capacity information processing and sens-
ing. Proceeding from radio and microwaves to THz and higher
frequency ranges requires miniaturization, high Q-factor and
precise tuning of all chiral elements of the structure.

1. Experimental

Fabrication of uniform arrays of metal-semiconductor helices
was based on the recently developed method of fabrication of
precise three-dimensional micro- and nanoshells [7]. Helices
were rolled from plane stripes of metal-semiconductor films
formed on the substrate by subsequent molecular-beam epi-
taxial growth of pseudomorphous semiconductor layers (sacri-
ficial layer and two layers with certain lattice mismatch), vac-
uum deposition of metal layers, and lithographic patterning of
strips. Driving force of rolling was relaxation of internal strains
in semiconductor bilayer that took place when strips were de-
tached from the substrate by etching of sacrificial layer. Metal
layers were intended for strong interaction of helices with ra-
diation, while semiconductor bilayer served as carcass of he-
lix. For strained monocrystal semiconductor bilayer (100) with
zinc blend structure the anizotropy of Young modulus makes
rolling in direction with minimal Young modulus (direction
〈010〉) energy-optimal. Being detached from the substrate the
strips of bifilm inclined to this direction roll as helices with
pitches strictly determined by inclination angle and with diam-
eters set by internal strains, Young modulus and thicknesses of
layers.

Two-dimensional array of helices fabricated from metal-
semiconductor film In0.2Ga0.8As/GaAs/Ti/Au (8/45/3/50 nm)
for experiments in THz range had the following parameters:
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unwound helix’s length: 75 µm; width: 3 µm; diameter:
10 µm; pitch: 40 µm; density of array: 500 helices/mm2;
distribution of helices over substrate was two-dimensional, uni-
form, and chaotic with axes of helices parallel to the substrate.
Experiments were carried out on the Novosibirsk free electron
laser (1.6–2.3 THz). Polarization plane orientation was mea-
sured with rotating polarizer and detector (Fig. 1). Dependence
of rotation angle on the wavelength had strong resonant char-
acter. Maximal rotation of 17◦ was observed at λ = 142 µm
(see Fig. 2), while at the λ = 139 µm the rotation angle fell
to 3◦.

Experiments in microwave range (135–145 GHz) were aimed
at modeling of interaction of radiation with helices of signifi-
cantly longer length than wavelength. Different orientations of
metal wire helices relative to propagation direction and polar-
ization plane of radiation were studied. Principle of polariza-
tion measurements was the same, but free-space scheme was
changed with quasioptical microwave line. Maximal angle of
polarization plane rotation in microwave range achieved 90◦
for array of parallel helices with pitch close to the wavelength
oriented parallel to the wave line. For monolayer of helices
perpendicular to the wave line the maximal rotation of 34◦ was
obtained for helices with helix angle ψ = 40◦ and diame-
ter d = 480 µm at wavelength λ = 2.1 mm, that is in well
agreement with resonance condition for cylinders with helical
conductivity ψ = πλ/d [8]. Direction of rotation for arrays
of left-handed helices and right-handed helices were opposite,
array with racemic mixture of left and right-handed helices
showed no significant rotation.

2. Discussion

Sharpness of polarization rotation angle resonance in THz ran-
ge was due to the high Q-factor of helices and precise tuning of
all helices in array to the same resonant frequency. Polariza-

tion rotation angle demonstrated by monolayer of helices with
thickness just 1/10 of wavelength was by factor of some tens
more than rotation angle for the best liquid crystals of com-
parable thickness (in wavelengths). The significant rotation
angle and sharp resonance make observed effect promising
for different THz applications and open up new possibilities
in communication, biomedicine, chemistry, security, imaging
and spectroscopy. Full compatibility of used method with IC
technology facilitates high-speed dynamic control over polar-
ization. Rotation of polarization plane of microwave radiation
has no such practical value as artificial chirality effect demon-
strated in THz range, however, these experiments are useful for
modeling of interaction of helices with radiation.

Scalability of the effect and used nanostructuring technique
allows fabrication of such “solid-state liquid crystals” for dif-
ferent spectral ranges — from microwave to optical one.
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Abstract. Atomic flattening of semiconductors at equilibrium conditions was applied to obtain GaAs(001) surfaces with
ordered arrays of atomically flat terraces separated by steps of monatomic height. The electronic states on atomically rough
and flat As-rich and Ga-rich GaAs(001) surfaces with adsorbed cesium are studied by measuring the evolution of band
bending under Cs deposition. The non-monotonic variations of band bending caused by adatom-induced surface states are
observed on the flat surface, whereas on the rough surface the amplitude of these variations is substantially reduced by the
defect-induced electronic surface states.

Introduction

Atomically clean and flat semiconductor surfaces with given
atomic superstructures are needed for nanotechnologies and are
the basis for studying fundamental electronic properties of the
surfaces. An ideally smooth semiconductor surface consists of
a regular set of atomically flat terraces separated by straight
steps of monatomic height. The terrace width is determined by
the miscut of the crystal surface from the singular face. Atomi-
cally flat silicon surfaces very close to the ideal can be obtained
by thermal smoothing in vacuum [1]. The preparation of atom-
ically flat surfaces of III–V semiconductors is still a problem,
because annealing in vacuum often leads to roughening rather
than smoothing due to different evaporation rates of the III and
V components. Up to now the preparation of such surfaces was
performed by using MOCVD [2] and MBE [3] growth tech-
niques. However, for many purposes an atomically clean, flat
and ordered semiconductor surface should be prepared without
epitaxial technologies, starting from a surface oxidized in air.
A useful technique for preparation of atomically clean GaAs
surfaces with various superstructures consists in removal of
oxides in HCl-isopropanol (HCl-iPA) solution in nitrogen at-
mosphere, transfer to the UHV setup without exposure to air
and subsequent annealing in vacuum [4, 5]. This technique
is efficient for the technology of GaAs(Cs,O) photocathodes
with negative electron affinity. On the GaAs(001) surfaces
prepared by the HCl-iPA technique the evolution of the sur-
face band bending ϕS under deposition of cesium was studied
by photoreflectance (PR) spectroscopy [6]. This study revealed
qualitative differences in the electronic surface states induced
by cesium on the As-rich and Ga-rich surface reconstructions,
and an unusual non-monotonic behavior (“fine structure”) in
the evolution of ϕS with the increase of Cs coverage θ [6, 7].
To clarify the origin of these phenomena and their relation to
the morphology of the GaAs(001) surface, in the present work
we studied the evolution of the band bending under Cs deposi-
tion on the atomically rough and flat GaAs(001) surfaces with
various reconstructions.

1. Experimental

The experiments were performed on GaAs(001) epi-ready sub-
strates and epitaxial layers. The morphology of the surfaces
was studied ex-situ by the atomic force microscopy (AFM), us-

ing the scanning probe microscope Solver-P47H. The thermal
smoothing of GaAs(001) was done in a quartz reactor under
the flow of hydrogen. To prevent surface roughening because
of different evaporation rates of the III and V components, the
conditions close to equilibrium were provided by two meth-
ods. In the first method the GaAs surface was covered with
another GaAs sample. Thus, within the narrow slit (“capil-
lary”) between the two samples quasi-equilibrium between the
solid and vapor phases was realized during annealing. The
main problem of smoothing in a capillary is gradual deple-
tion of the near-surface region with arsenic due to incongruent
evaporation of GaAs and restricted diffusion flow of As from
the GaAs bulk to the surface. To overcome this problem, in the
second method the equilibrium pressures of arsenic and gal-
lium vapors during the thermal smoothing were provided by a
saturated Ga-GaAs melt placed in a graphite cassette.

The evolution of the band bending was measured by means
of PR spectroscopy, using the Fourier transform of Franz–
Keldysh oscillations. To provide uniform electric field near
the surface, epitaxial UP+ structures with thin (∼ 100 nm) un-
doped surface layers were used [6]. A modification of the PR
spectroscopy technique to a “real-time” version allowed us to
measure the band bending evolution during the process of Cs
deposition with a high precision.

2. Results and discussion

We proved experimentally that both methods of thermal smoot-
hing of GaAs surfaces (in a capillary and in the presence of Ga-
GaAs melt) led to the morphology with atomically flat terraces
separated by monatomic steps. Fig. 1 shows the AFM images
measured on the “as is” epi-ready GaAs substrate (a) and after
annealing in the capillary for two hours at T = 575 ◦C (b) and
650 ◦C (c). Although the root mean square roughness of the
substrate before and after annealing remained almost the same
Rq ≈ 0.12± 0.02 nm, the morphology of the surface changed
substantially. Distinct “islands” and “lakes” bounded by steps
of monatomic height (∼ 0.3 nm) are formed at T ≥ 500 ◦C
(Fig. 1b). Further increase of the annealing temperature led
to the decrease of the concentration of islands and lakes and
to the formation of atomically flat terraces. Consequently, the
surface morphology approached the “ideal” one with flat ter-
races of∼ 1µm width separated by approximately equidistant
and relatively straight monatomic steps (Fig. 1c). Annealing
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(a)

(c)

(b)

T = 575 C°

T = 650 C°

Epi-ready GaAs(001)

Fig. 1. 3× 3 µm2 AFM images of the epi-ready GaAs(001) surface
before (a) and after thermal smoothing in quasi-equilibrium condi-
tions at T = 575 ◦C (b) and T = 650 ◦C (c).

in the capillary at T > 650 ◦C led to surface roughening,
probably due to strong deviation from the equilibrium between
the crystal and the gas phase because of the depletion of the
near-surface region with arsenic. Annealing in the presence of
the Ga-GaAs melt yielded more reproducible flattening up to
higher temperatures T ∼ 750 ◦C.

To study the relation between the morphology and elec-
tronic states of the Cs/GaAs(100) surface, we measured the
evolution of the band bending under Cs deposition on the atom-
ically flat (as-grown and annealed in equilibrium conditions)
UP+ structures withRq ∼ 0.2 nm, and on the rough UP+ struc-
tures (Rq ∼ 1 nm) annealed in non-equilibrium conditions.
The results are shown in Fig. 2 for Cs deposition on As-rich (a)
and Ga-rich (b) surfaces. It is seen that the shape of ϕS(θ) is
different for the As-rich and Ga-rich surfaces [6, 7]. On the
flat As-rich surfaces ϕS increased steeply at small θ < 0.1 ML
and went through a maximum at larger coverages, while on
the flat Ga-rich surfaces several distinct maxima and minima
(“fine structure”) were reproducibly observed. The shape of
ϕS(θ) was similar for the as-grown sample and for the sam-
ple annealed in equilibrium, as expected, because both were
atomically flat, though they had different sizes and shapes of
monatomic islands and steps. On the rough surface the shape of
ϕS(θ)was distinctly different, with a substantially higher initial
value of ϕS on the clean surface, reduced amplitude of ϕS vari-
ations with Cs coverage, and less pronounced “fine structure”.
A possible reason for the distinction is much higher density
of the defect-induced surface states in the middle of the band
gap on the rough surface. These states cause the initial band
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Fig. 2. Evolution of the band bending ϕS under Cs deposition on
the as-grown GaAs(001) UP+ structures (circles), on the structures
annealed in equilibrium conditions (triangles), and on the rough UP+

structures (squares) withAs-rich (a) and Ga-rich (b) reconstructions.

bending and restrict its variations under Cs deposition.
In conclusion, the technique for preparation of atomically

flat GaAs(001) surfaces by annealing in equilibrium conditions
was developed. The comparison of the band bending behavior
under Cs deposition on the atomically flat and rough surfaces
proved that surface roughness produced defect-induced surface
states which restricted the adatom-induced variations of ϕS.
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A promising SOI technology for producing nanostructures
M. N. Cheyukov, S. I. Romanov, V. V. Kirienko and A. K. Gutakovskii
Institute of Semiconductor Physics, SB RAS, Novosibirsk, Russia

Abstract. We present a new silicon-on-insulator (SOI) technology which can be promising for producing nanostructures.
Conceptually the technology is different from the well-known methods. The key principle of our technology is to use high
temperature annealing for sintering porous layers of silicon and silicon dioxide. Structural and electrical properties of SOI
wafers have been analyzed. The results show high quality of received SOI nanostructures.

Introduction
SOI technologies offer the greatest promise for producing a
wide variety of nanostructures. SOI wafers with ultrathin
Si and SiO2 layers have many advantages over bulk Si sub-
strates for isolation, process simplicity, for short channel de-
vice performance, and for applications involving low power,
high speed, high temperature and radiation hardness. There
are several competitive technologies for SOI wafer fabrication
where SIMOX and Wafer Bonding are currently the front run-
ning techniques.

We have been developing SOI technology referred to as
SIPOL-technology (SIntering of POrous Layers) conceptually
different from the above. We have no need of implantation,
epitaxy, bonding and splitting. The principle of the method is
to form SOI structure by means of high temperature sintering
(densification) of porous layers of silicon and silicon dioxide.
In this work, we describe the SOI material technology which
is believed to can be quite competitive with other present-
day technologies for the commercial production of nanodevice
grade substrates.

1. Process flow
The process flow is very simple and includes only four basic
steps. It is shown schematically in Fig. 1. Anodic etching of
p+-type Si (100) wafer is used to form a porous silicon layer
(PSL) with different porosity in depth. PSL consists of top and
bottom layers. The porosity (void fraction) of the top-PSL is
lower than that of the bottom-PSL. As a result of anodic oxi-
dation of PSL the continuous porous layer of silicon dioxide is
formed at an interface of the bottom-PSL with bulk silicon.
The capping is necessary to an avoidance of environment-
borne contaminants. After capping, the wafer is annealed at
1300–1370 ◦C to fabricate SOI structure. This process occurs
due to the fundamental feature of porous materials on heating,
namely: a sintering of porous mass into solid body. In our case
the formation of continuous separate layers of monocrystalline
silicon and silicon dioxide is taking place at high temperature
annealing.

2. Results and conclusion
Most of the available diagnostic techniques including electron
microscopy (TEM, SEM), current-voltage and capacity voltage
measurements, EDX method and specific plasma etching have
been applied to characterize the received SOI structures.

The TEM study of SIPOL wafers has shown reasonable
quality single crystalline top Si layer and the continuous buried
oxide. There were no extended defects, such as dislocations,
stacking faults and discrete oxide precipitates, in the Si ma-
trix. The buried oxide layer was always free of silicon islands.

Anodic etching

Annealing

Capping

Anodic oxidation

porous Si

porous Si oxide

capping layer

top Si layer
burried oxide layer

Fig. 1. Schematic process route for SIPOL-technology.

500 nm

p Si(100)+

capping layer

Si(100) 200 nm
SiO 190 nm2

top Si layer

SiO2

Fig. 2. Typical cross-sectional (a) and high-resolution (b) TEM
images of SIPOL sample.

A typical cross-sectional TEM micrograph of the SOI sample
is shown in Fig. 2. It should be pointed out that both the lay-
ers are about 200 nm thick and may be substantially reduced,
which are sufficient for producing nanodevices.

The roughness of interface between the top Si layer and
the buried oxide was estimated at less ±20 nm using specific
plasma etching. This feature may be significantly improved
when elaborating the SIPOL-technology.

Current-voltage measurements were made across the SOI
structure to determine leakage currents and breakdown voltage.
The results recorded from a typical SIPOL wafer are shown in
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Fig. 3. Histogram of breakdown voltage for 300× 300 µm2 mesa.
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Fig. 4. SEM image of SIPOL structure with micro-defect.

Fig. 3. Some of the characteristics of current SIPOL material
are the following:

thickness of top Si layer ∼150−200 nm,
thickness of buried oxide ∼200 nm,
average breakdown voltage ∼130 V,
breakdown electrical field strength ∼6.4×106 V/cm,
roughness of interfaces <±20 nm.

As for now, one macro-defect is typical of SIPOL structures.
It can be seen in Fig. 4 and measures ∼16 µm. Their density
is about 103 cm−2. As was apparent after SEM and EDX stud-
ies, these macro-defects were due to the presence of crystalline
SiO2, which destroys SOI structure. This crystalline phase of
silicon dioxide appears to form as a result of impurity con-
taminations of initially amorphous buried oxide during high
temperature annealing. The design of high-temperature fur-
naces used to anneal the SIPOL material has been optimized in
order to minimize the diffusion of metallic contaminants from
the heating elements into the furnace tubes.

In summary, SIPOL-technology is described which incor-
porates the techniques of porous silicon and porous silicon ox-
ide. This simple technology is substantiated with experimental
results. We believe that SIPOL-technology will be available for
producing nanostructures.
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Non-standard scaling of the 2D Si island density on Si(111)-7×7
S. N. Filimonov1, V. Cherepanov2, Yu.Yu. Hervieu1 and B. Voigtländer2

1 Department of Physics, Tomsk State University, 634050 Tomsk, Russia
2 Institute of Bio- and Nanosystems (IBN 3), and Center of Nanoelectronic Systems for Information Technology,
Research Centre Jülich, 52425 Jülich, Germany

Abstract. Submonolayer density of 2D islands in Si/Si(111)-7×7 molecular beam epitaxy is measured using scanning
tunneling microscopy. At a relatively low deposition temperature of 673 K the density of 2D islands is a power function of
the deposition flux N2D ∝ Fχ with the exponent χ = 0.24 being smaller than that predicted by the standard nucleation
theory. The nonstandard scaling of the 2D island density is explained by the multistage character of the nucleation process
on the Si(111)-7×7 surface.

Introduction

Nucleation of 2D islands in epitaxial growth is a process that
may be utilized for creation of various nanostructures [1]. To
achieve a better control over the properties of 2D islands, i.e.
their size and number density, it is important to understand
how the nucleation develops on the atomic level. The problem
here is that on real surfaces the nucleation pathways may be
different from those commonly considered by the nucleation
theories. An interesting example is the nucleation of Si islands
on the (7×7) reconstructed Si(111) surface. At typical growth
temperatures (600–900 K) submonolayer deposition of silicon
on Si(111)-7×7 results in formation of a high density of small
clusters occupying the half unit cells (HUC) of the surface
reconstruction which coexist with the “normal” 2D islands that
extend over plural HUCs [2]. Markedly, the clusters show no
epitaxial arrangement of the constituting atoms and occur to be
relatively stable both against decomposition and against further
growth. Small clusters play an important role in the nucleation
process serving as precursors for 2D islands [3], so that the
2D Si nucleation on Si(111)-7×7 occurs to be a multistage
process. In the present work we specify the details of this
multistage nucleation mechanism with the help of scanning
tunneling microscopy and a theoretical rate equation analysis.

1. Nucleation mechanism

Small Si clusters and 2D Si islands were created on Si(111)-
7×7 by deposition of 0.2 BL Si at T = 673 K and deposition
rates ranging from 0.2 to 4.35 BL/min. In accordance with our
earlier observations [4] three types of objects were identified on
the surface (Fig. 1(a)): the epitaxial 2D islands, alone standing
small clusters (single clusters), and pairs of clusters occupying
neighboring half unit cells. The densities of those objects at
different deposition rates are shown in Fig. 1(b). One can see
that the density of 2D islands N2D obeys a power-law depen-
dence on the deposition flux F : N2D ∼ Fχ . Interestingly, the
measured scaling exponent χ = 0.24±0.03 is smaller than the
smallest value of 1/3 predicted by the standard nucleation the-
ory [5]. This nonstandard scaling results from the multistage
character of the nucleation process as will be shown below.

A detailed analysis of the cluster population shows that the
pairs of clusters are present on the surface at a density larger
than one would expect if they were created by a random alloca-
tion of single clusters. Thus, there is a preference in the filling
of a half unit cell nearby the HUC already occupied by a clus-
ter. This preferable formation of cluster pairs together with the
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adatom cluster pair 2D island

U F

(a)

Fig. 1. (a) Multistage nucleation pathway on Si(111)-7×7. (b) Den-
sities of single clusters, cluster pairs and 2D islands vs. the deposition
flux. Symbols — experiment, lines — theory.

fact that the smallest 2D island observed by STM has a size of
two HUCs [4] suggests that the nucleation of a 2D Si island on
Si(111)-7×7 is a multistage process that includes (1) forma-
tion of a stable cluster in an unoccupied HUC, (2) formation of
the second stable cluster in a neighboring HUC, (3) formation
of the critical nucleus consisting of the cluster pair and some
number of atoms loosely bonded to the clusters, and, finally,
(4) local reconstruction removal in the HUC occupied by the
critical nucleus (Fig. 1(a)).

2. Rate equations

To describe the proposed multistage nucleation mechanism
quantitatively we construct the set of rate equations for the
densities of adatoms n1, single clusters ns, cluster pairs np and
2D islands N2D

dn1

dt
= F −G∗ −G, (1)

dns

dt
= Js − Jp, (2)

dnp

dt
= Jp − J2D, (3)

dN2D

dt
= J2D. (4)

HereG is the flux of adatoms incorporating into the 2D islands:
G = σavDn1N2D, where σav is the average capture number of
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2D islands andD = ν exp(−Ed/kBT ) is the surface diffusion
coefficient [5]. The fluxG∗ describes accumulation of adatoms
in single clusters and cluster pairs together with the consump-
tion of adatoms in course of the transformation of cluster pairs
into 2D islands. Js, Jp and J2D are the rates of formation of
single clusters, cluster pairs and 2D islands, respectively. This
set of equations extends the rate equations used in the standard
nucleation models by including Eqs. (2) and (3) which describe
birth and death of stable single clusters and cluster pairs.

The cluster formation rate Js is calculated in the standard
way using the critical nucleus approximation. If i is the size
of the critical nucleus to form a stable cluster, then

Js = σiDeEi/kBT ni+1
1 , (5)

where Ei is the energy to dissociate the nucleus into single
adatoms and σi is the capture number. The formation of cluster
pairs represents a heterogenous process where single clusters
serve as the nucleation centers for the pairs. Therefore, the
rate of pair formation must be proportional to the density of
single clusters ns. Assuming that the formation of the stable
cluster nearby an already occupied HUC proceeds through the
formation of the critical nucleus of size j one writes

Jp = σjDeEj /kBT n
j+1
1 ns. (6)

It should be noted that the critical sizes i and j , as well as the
dissociation energies Ei and Ej may be different. Moreover,
even when i = j the dissociation energies are not necessary
equal, because the presence of a cluster in a HUC may modify
the bonding configuration in the neighboring HUCs.

While single clusters serve as precursors for cluster pairs,
the pairs itself are precursors for 2D islands. However, the fact
that we observed cluster pairs at temperatures so high as 780 K,
suggests that the pair by itself cannot launch the cluster-to-2D
island transformation. Instead, somewhat bigger associate —
the pair plus some number of adatoms weakly bonded to it —
has to be formed.

One may consider two limiting cases. First, the associates
are unstable up to the characteristic size — pair plusm atoms —
which should be achieved to start the local removal of the re-
construction. Second, a critical associate consisting of the pair
plus l (l < m) atoms is formed so that bigger associates rather
participate in the transformation than dissolve. In both cases
the rate of formation of 2D islands is given by

J2D = σkDeEk/kBT nk+1
1 np (7)

with k + 1 = m (unstable associates) and k = l (the critical
associate of size l).

3. Results and discussion

We are searching for the solutions of rate equations (1)–(4)
which allow power-law dependencies of the densities of single
clusters, pairs and 2D islands on the deposition flux: ns ∼ Fβ ,
np ∼ Fγ and N2D ∼ Fχ . Let us note that except for the very
beginning of growth the atoms entering the surface from the
molecular beam incorporate, for the most part, into the edges
of 2D islands [5]. In this case

dn1

dt
≈ F − σavDn1N2D ≈ 0. (8)

Table 1. Scaling exponents.

β γ χ

Regime I 2
i − j
i + 2

2
i − k
i + 2

i

i + 2

Regime II 3
i − j

i + k + 3

2i − k
i + k + 3

i + k
i + k + 3

Regime III
2i − j
i + j + 3

2i + 2j − 3k

i + j + 3

i + j
i + j + 3

Regime IV
3i − j − k
i+j+k+4

2
i + j − k
i+j+k+4

i + j + k
i+j+k+4

Then the power-law dependencies take place in the following
four regimes of nucleation:

I. Js ≈ Jp (dns/dt ≈ 0) and Jp ≈ J2D (dnp/dt ≈ 0).
II. Js ≈ Jp (dns/dt ≈ 0) and Jp � J2D.
III. Js � Jp and Jp ≈ J2D (dnp/dt ≈ 0).
IV. Js � Jp and Jp � J2D.

The power-law exponents corresponding to these four regimes
are given in the Table 1.

As can be seen from the Table 1 the best fit to the experi-
mental dependencies in Fig. 1(b) is achieved in the Regime II
with i = j = 1 and k = 0. In this regime the formation of
single clusters is balanced by their transformation to cluster
pairs. On the contrary, the accumulation of pairs still takes
place, only a minor part of them transforms in the 2D islands.
As i = j = 1, the Si dimer represents the stable nucleus both
for formation of a single stable cluster and the second stable
cluster in a neighboring HUC. The zero value of k indicates
that only one additional atom is required to trigger the recon-
struction removal beneath the cluster pair. This atom either is
a part of an unstable associate waiting for the overcoming the
activation barrier for reconstruction removal, or its attachment
to the pair (presumably with an increased activation barrier) re-
sults in appearance of the stable associate which grows rapidly
up to the characteristic sizemwhen, finally, the reconstruction
is removed.
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Nanostructures and quantum dots based on A IIBVI

and A IIIBVI semiconductors for nanoelectronics
G. V. Lashkarev
Institute for Problems of Material Science, Kiev, Ukraine

Zinc oxide is a prominent wide gap direct band semiconduc-
tor for UV and blue lasers, light-emitting diodes, UV detec-
tors, solar cells, electron field emitters and transparent thin
film transistors. ZnO nanostructured films were deposited by
PEMOCVD, magnetron sputtering (MS) and reactive thermal
evaporation on sapphire (0001) and SiNx /Si. ZnO nanostruc-
tures were grown on Si substrates out of gas phase. The pho-
toluminescence (PL) of ZnO films deposited by PEMOCVD
and MS were studied. Optical excitation was carried out by
femptosecond laser Al2O3:Ti.

Influence of film texture on PL spectra of ZnO film de-
posited on sapphire substrate was revealed. For ZnO (110)
film, grown on the c-plane Al2O3 (0001), the misfit between
identity periods of a film and a substrate is small (0.08%) what
leads to good interface and crystal quality of ZnO film in this
case and thus to strong UV PL. In opposite case for ZnO (002)
film grown on the same c-plane of Al2O3 (0001) the large mis-
fit (18%) deteriorate crystal quality leading to low UV PL. The
film ZnO/SiNx /Si, revealed the most intensive near band emis-
sion (symmetric peak at 3.27 eV) due to the recombination
of free excitons without any PL related to defects (DLE). It
proves the high crystal quality of ZnO films. However, ZnO
on Si (100), Si (111), grown within the same experimental
conditions display weak UV PL and intense broad DLE. In
most cases annealing leads to improvement of UV PL, but in
our case it degrade the UV PL and leads to DLE. This can
be explained by diffusion mechanism which eventually impair
stoichiometrical composition of films. As-grown ZnO films de-
posited by reactive thermal evaporation and from the gas phase
by carbothermal reduction process demonstrate DLE due to in-
terstitial zinc and oxygen ions. Post-growth annealing of this
films improves UV PL but do not suppress DLE. Thus high
quality films for optoelectronic applications can be deposited
on sapphire and SiNx /Si substrate at certain conditions.

Volt-Ampere characteristics of cold electron emission cur-
rent undergo to Fauler–Nordgeim law. Two parts of curve with
different slopes are observed for nanostructures grown from gas
phase. Repetition of measurements led to lowering of threshold
emitter electrical fieldEth from 9.3×105 V/cm to 6×104 V/cm.
It testifies to additional forming of nanoemitters during their
study. Eth is close to ones of diamond and diamond-like films.
Improvement of electron emission from Si tips covered by ZnO
films was discovered and is due to lowering of work function
(from 4.15 eV for Si tips to 2.9 for ZnO coated Si tips). The
improving of the emission current stability for the Si structures
after ZnO coating is also observed. Density of emission cur-
rent from ZnO nanostructures achieves 0.6 mA/cm2 at electric
field E = 2.1 × 105 V/cm testifying the ability of ZnO to be
used in panel displays as effective cold cathodes.

Magnetic structure of sophisticated InSe〈Mn〉 2D-dimensi-
onal ferromagnetics consisted of ferromagnetic nanoclusters

for spintronics was studied by SQUID magnetrometry, ESR
and neutron diffraction. Curie temperature exceeding 350 K
was achieved. The appearance of weak ferromagnetism of
α-MnSe nanoclusters at T < 70 K obliged to lowering of
magnetic lattice parameter was established by neutron dsifrac-
tometry.

The use of Hot Wall Epitaxy technology for AIVBV I QDs
growth was proposed by us for the first time in 2003 (G. Lashka-
rev et al Proc. of the E-MRS Spring Meeting, Strasbourg,
2003). This method allows to grow semiconductor layers in
the conditions close to thermodynamic equilibrium at low su-
persaturation of vapor phase and to realize the independent
control of growth temperature and supersaturation at the con-
densation area. The analysis of mass transfer processes has
shown that QDs growth occurs by Volmer–Weber mechanism
without formation of wetting layer. The growth rate out of the
molecular flow is (0.01–0.1) ML/s what is comparable with
parameters of MBE growth (0.05–0.15) ML/s. The effect of
substrate deformation on parameters of PbTe/BaF2 QDs en-
semble was studied. It was supposed that dislocations appear
on BaF2 side opposite to the loaded side. Single atom steps
(∼ several Å) are created in the places of intersection of slid-
ing planes (100) with the surface of BaF2 (111). The volume
of PbTe QDs deposited on the nondeformed substrate exceeds
∼ 5 times the volume of PbTe, deposited in the case of defor-
mation. The latter increases the barrier for surface diffusion. In
the conditions of low vapor supersaturation in the area of con-
densation and under plastic deformation of substrate the dense
(∼ 1011 cm−2) uniform QDs population was formed. It relates
to a creation of sliding steps and to an effect of deformation on
kinetic processes on substrate‘s surface.

At the study of single crystal surface of InSe by AFM con-
tact mode in an air the formation of a new phase was observed
in the form of hillocks. The repetition of scanning by the probe
has resulted in an appearance of new structures. Then the scan-
ning field, which includes the previous one, was increased. The
earlier scanning field has considerably more large density of
new phase. An altitude of hillocks achieved 0.7 nm. The fur-
ther scanning increases density of hillocks, without increase of
their altitude. The similar phenomena were observed on GaSe
samples. The differences consist only in the more sharp form
of hillocks, instead of smoothed form for InSe. The hillocks
altitude achieve a size of 1.4 nm. The results can be connected
with layer lattice structure of InSe and GaSe. A surface atomic
layer in both materials is selenium one. It is possible to assume,
that the selenium vacancies, formed owing to disturbance of a
surface layer by the probe, are nucleus of formation for oxy-
gen complexes. The principal possibility of quantum structure
growth by the help of Atomic Force Microscope is shown.

The use of CdS Quantum Dots (QD) in optoelectronics and
laser technics is related to the manifestation of their unique op-
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tical properties caused by exciton confinement. CdS nanocrys-
tals were grown by dissolving of polyethylene in hydrocarbon
oil (in inert gas medium). After that the precursor solution con-
taining Cd and S ions was introduced. Composites with CdS
nanocrystals having diameters d = 4.0 nm; 5.0 nm; 6.2 nm
were studied. XRD researches demonstrated high structure
perfectness of CdS nanocrystals. MS and ESR investigations
testify to the absence of paramagnetic impurities.

In Raman scattering spectra of CdS QDs incorporated in
polyethylene, the band is observed which has a frequency
301 cm−1 for d = 6.2 nm and 299 cm−1 for d = 4.0 nm.
For CdS single crystal the corresponding band, due to light
scattering on LO phonons, is situated at 305 cm−1. The soft-
ening of LO phonon mode is clearly seen. It is related to the
effect of confinement on phonon spectrum as well as blue shift
of of near band photoluminescecence. The assymmetry and
spectral position of RS band are tuned also by surface phonons
light scattering and nanocrystals distribution by dimensions.
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Plasma-assisted molecular beam epitaxy of AlGaN layers and
quantum well heterostructures for ultraviolet spectral range
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Abstract. The plasma-assisted molecular beam epitaxy (PA MBE) growth of AlGaN layers and quantum well (QW)
heterostructures with relatively high Al-content (up to x = 0.7) is reported. The growth conditions, which allow obtaining
the atomically smooth surface and continuous sharp interfaces, are determined. The intense room-temperature
photoluminescence from AlGaN layers and QW structures with the peak wavelength within ultraviolet (UV) range
(280–340 nm) was observed. UV light emitting diode prototype has been fabricated and demonstrated room temperature
electroluminescence at 320 nm.

Introduction

High-efficiencyAlGaN-based light-emitting devices (LED) for
the deep UV wavelength range (210–360 nm) still remains an
actual problem despite the significant progress in III-nitrides
technology [1–3]. In comparison with commercial blue-violet
InGaN-based LEDs, the UV ones demonstrate the much worse
quantum efficiency that is explained by lowering the structural
quality of AlxGa1−xN at high Al-content (x > 0.2) and, until
recently, the absence of carrier localization effects [4, 5].

This paper is devoted to plasma-assisted MBE (PA MBE)
growth of AlGaN layers and QW heterostructures with rela-
tively high Al-content (up to x = 0.7), which demonstrate
photo-, cathodo- and electro-luminescence in the 280–340 nm
range.

Experiment

AlxGa1−xN (x ≤ 0.7) epitaxial layers with typical thickness
of ∼1 µm and QW heterostructures were grown directly on
annealed nitridiated c-sapphire by PA MBE growth technique
using Compact 21 T (Riber) setup. In some experiments, 3-
µm-thick GaN-layers grown by MOCVD on c-sapphire were
used as buffers. The different substrate temperatures (Ts =
650−740 ◦C), growth rates (0.3–0.4µm/h, group III flux to
activated nitrogen (III/N) as well as Al/Ga flux ratios were em-
ployed. QW structures had 1–1.6 µm-thick n-type AlGaN:Si
buffers (ne ∼ 1018 cm−3). For p-type doping, the standard
Mg-doping using the solid-state cell and Ts = 650 ◦C was
employed. In-situ monitoring of the growth rate and surface
morphology was performed using laser reflectometry system
and reflection high energy electron diffraction (RHEED), re-
spectively, that gives the convinient way to control Al-content
in the layers and QWs with rather high accuracy [6]. The
structural and optical properties of the structures were ana-
lyzed using scanning electron microscopy (SEM), transmis-
sion electron microscopy (TEM), X-ray diffraction (XRD),
photo-, cathodo- and electroluminescence spectroscopy (PL,
CL and EL respectively).

Results and discussion

We have found that PA MBE of AlGaN epilayers allows one
to achieve the Al-content up to 0.7 at growth rate of 0.4 µm/h.
Comparative study of the growth kinetics during PA MBE
of AlGaN and binary alloys (GaN and AlN) has revealed the

strong difference in the epitaxy conditions for two-dimensional
growth of epilayers. Whereas for the 2D growth of binary al-
loys at Ts = 700 ◦C the III/N value should be maintained at
1.1 and this value is limited by the occurrence of the metallic
microdroplet formation (Ga or Al respectively), for the growth
of the AlxGa1−xN the much higher III/N values (at least 1.5)
are necessary to provide the 2D growth conditions (without
micro-droplet phase formation till III/N of 1.7) at the same Ts.
Also, it has been found the complete Al incorporation in Al-
GaN layer at the used Ts (less 740 ◦C). These data indicate the
strong difference between Ga desorption from the surface of
the binary and ternary alloys.

Study of the structural properties of the AlxGa1−xN lay-
ers revealed that the samples grown using MOCVD-templates
possesed much narrower XRD peaks in comparison with ones
grown atop of c-sapphire. In the case of layers with x =
0.42 the FWHM of symmetric reflex (0002) measured in θ -
scanning mode was of 248′′ for AlGaN/GaN-template whereas
the the layers grown on c-sapphire demonstrated analogous
value of 1750′′θ only. However, the former demonstrated
micro-cracking and PA MBE buffers were mainly used.

It has been found that the flatness of the AlxGa1−xN layers
could be improved by the insertion of the several 2-ML-thick
AlN layers or 30×AlxGa1−xN(6 nm)/AlN(2 nm) super lattices
(SL). In addition, TEM data demonstrate that the introduction
of such SL results in the one order lowering the density of the
threading dislocations atop SL down to 2.5×109 cm−2.

QW structures consist of 3 AlxGa1−xN wells (nominally
3-nm-thick) and AlyGa1−yN barriers (nominally 8-nm-thick),
with the maximum values of x and y being of 0.45 and 0.55,
respectively. No variation of Al flux was used, and the QW
structures were grown using a sub-monolayer digital alloying
technique with Al and Ga cell temperature kept constant, with
the average composition being defined by an employed Al-
GaN/GaN sub-monolayer SL. The typical (y-x) difference was
kept constant at 0.15. The QW structures were capped by ei-
ther a 50-nm-thick AlyGa1−yN layer for PL and CL studies or
a 20-nm-thick electron blocking layer followed by a 200-nm-
thick p-GaN:Mg layer with hole concentration of∼1018 cm−3

for EL measurements.
PL spectra of AlGaN QWs have a complicated shape with

two separated bands and a tail extending deep inside the opti-
cal gap (Fig. 1). PL temperature dependence has demonstrated
that the higher-energy band is related to the near-band-edge
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Fig. 1. Temperature dependence of PL spectra for 3×Al0.42Ga0.58N/
Al0.56Ga0.44N QW structure.

transitions, as its position shifts to the red by ∼0.1 eV with
temperature variation from 15 to 300 K. The lower-energy band
position varies slightly with temperature that permits us to as-
cribe it to the transitions involving deep localization centers.

The wafer-test of the EL ability has been performed using
QW structures grown by PA MBE directly on sapphire (for
TEM cross-view see Fig. 2).

50 nm

3 QW
Al Ga N/Al Ga N
(3 nm/7 nm)

0.4 0.6 0.55 0.45

Al Ga N (20 nm)0.55 0.45

GaN:Mg (200 nm)

Al Ga N:Si (1.6   m)0.55 0.45 µ

Fig. 2. TEM cross-view image of prototype LED structure with
3×Al0.4Ga0.6N/Al0.55Ga0.45N QWs.

The EL spectrum, shown in Fig. 3, has been registered at
1.5 mA cw electrical pumping. It is dominated by a peak at
320 nm with a 25 nm line width, presumably related to the
AlGaN QWs.

280 300 320 340 360 380 400 420 440

RT EL
CW 1.5 mA

Wavelength (nm)

E
L

 in
te

ns
ity

 (
ar

b.
 u

ni
ts

)

Fig. 3. Electroluminescence spectrum of prototype LED structure
with 3×Al0.4Ga0.6N/Al0.55Ga0.45N QWs.

Conclusion

These results illustrate perspectives of the PA MBE growth
technique for AlGaN-based UV LEDs.

Acknowledgements

The work was supported partly by RFBR, Program of PSD of
RAS, FASI and the Foundation for Assistance to Small Inno-
vative Enterprises (FASIE).

References

[1] Y. Taniyasu, M. Kasu, T. Makimoto, Nature 441, 325 (2006).
[2] S. Nikishin, M. Holtz, H. Temkin, Jpn. J. Appl. Phys., Part 1

44, 7221 (2005).
[3] W. H. Sun, V. Adivarahan, M. Shatalov et al. Jpn. J. Appl. Phys.,

Part 2 43, L1419 (2004).
[4] A. V. Sampath, G. A. Garrett, C. J. Collins et al. J. Electron.

Material. 35, 641 (2005).
[5] B. Borisov, S. Nikishin, V. Kuryatkov, H. Temkin Appl. Phys.

Lett. 87, 191902 (2005).
[6] S. V. Ivanov, V. N. Jmerik, A. M. Mizerov et al., Abstr. ISGN-I

Linkopping, WeP-26, 2006.



15th Int. Symp. “Nanostructures: Physics and Technology ” NT.12p
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

Photoluminescence from MBE-grown HgCdTe films
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Abstract. Infrared (1.5–1.8µm wavelength) photoluminescence (PL) of HgCdTe films grown by molecular beam epitaxy is
studied. It is shown that annealing of the as-grown films at 270 ◦C for 20 hours leads to considerable changes both in the
structure of the PL spectra and in the PL intensity. The former effect can be explained by smoothing of non-uniformity of
chemical composition along the thickness the films, while the latter results from the improvement in their structure.

Introduction

HgCdTe alloys still hold their position as one of the basic
materials for infrared photodetectors [1]. Furthermore, re-
cently, there has been much interest in these alloys as promis-
ing materials for fabricating light emitters, mostly for 1.5–
1.8 µm wavelength, which are of much importance for en-
vironment control [2–5]. Mainly, this trend was stimulated
by substantial improvements in HgCdTe technology and, first
of all, by the progress of molecular beams epitaxy (MBE).
Also, it was shown [6], that the radiation quantum efficiency
in Hg1−xCdxTe with 0.4 < x < 0.74 has a maximum at
λ � 1.5 µm at T � 300 K. This maximum is caused by the
suppression of the Auger-recombination mechanisms due to a
specific relation between the bandgap and spin-orbit splitting
in the material. It should be noted that this spectral range is of
current importance for fiber-optics communications.

It is known that fabrication of HgCdTe-based devices re-
quires solving problems related to the post-growth annealing.
This necessity is caused by the dependence of the concentration
of intrinsic defects in HgCdTe on external conditions, which
is typical for AIIBVI compounds. Deviations from stoichiom-
etry, which appear during the growth, need compensating by
post-growth annealing. In this paper, we studied photolumi-
nescence (PL) of MBE-grown HgCdTe in order to assess the
prospects of light emitters based on this material. We con-
sidered the effect of the post-growth annealing on the PL of
HgCdTe in the 1.5–1.8µm wavelength range.

1. Experiment

The experimental samples were grown with the technology de-
scribed in [8], and represented multi-layer structures grown on
GaAs and Si substrates (50 mm in diameter) with ZnTe and
CdTe buffer layers. A typical composition profile as measured
during the growth using an automatic ellipsometer is presented
in Fig. 1. At the left part of the image one can see a vary-gap
layer, corresponding to the transition between the CdTe buffer
layer and the HgCdTe layer with homogeneous composition.
The latter demonstrates composition fluctuations of about 2%
from the mean x value. In the samples studied, HgCdTe films
had an average x value of 0.58 to 0.64 and after the growth
demonstrated n-type conductivity with the electron concentra-
tion ∼1014 cm−3.

After the growth, samples for optical measurements with
the area of ∼ 1 cm2 were cut from the wafers, and a part
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Fig. 1. HgCdTe composition along the thickness of the sample; the
distance is measured from the CdTe buffer layer.

of the samples was annealed for 20 h at 270 ◦C in the helium
atmosphere. Such annealing is normally used to convert MBE-
grown Hg1−xCdxTe with x < 0.4 intop–type conductivity [9].

PL was studied in the 4.2 to 300 K temperature range under
pulse excitation with InGaAs/GaAs semiconductor laser emit-
ting at 1.03 µm. The spectra were recorded with an optical
installation based on MDR-23 monochromator. PL signal was
measured with Ge photodiode.

2. Results and discussion

It was found that the annealing had a double effect on the PL
spectra. Firstly, it caused evolution in the spectrum structure,
which was especially clearly seen at temperatures under 100 K.
Secondly, the PL intensity of the samples subjected to the an-
nealing was strongly changed, and at the room temperature the
PL intensity of the annealed samples increased greatly.

The first effect is illustrated in Fig. 2, which shows PL
spectra of a HgCdTe sample before and after the annealing, as
recorded at 93 K. For clearness, the spectra were normalized
before plotting. As is seen, the PL band after the annealing was
narrowed and blue-shifted (see curves 1 and 3). This can be
explained by levelling of the composition along the thickness
of the film, caused by Cd and Hg diffusion in the layer adjacent
to the substrate and by out-diffusion of Hg. As to composition
fluctuations, in the as-grown samples they should be accompa-
nied by the fluctuations of energy bands. The laser radiation
is absorbed at a distance of about 1 µm from the surface, and
generated carriers diffuse into the bulk of the specimen. How-
ever, the energy barriers hinder the diffusion. As the barrier
height may be as high as 30 meV (Fig. 1), at low tempera-
tures they prevent the diffusion of photogenerated carriers; so
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Fig. 2. PL spectra at 93 K: 1, 2 — before annealing; 3, 4 — after
annealing. Spectra 1 and 3 were measured under excitation and
with recording PL signals from the epitaxial layer; 2 and 4, from the
substrate.

the concentration of the latter is much more at the side un-
der radiation. Also, the carriers accumulate in local potential
wells and recombine from there, giving luminescence peaks
at the wavelengths, which correspond to the areas with mini-
mum composition. As a result, at T = 4.2 K for the as-grown
sample we observed PL band with FWHM of 25 meV. With
increasing the temperature, when the thermal energy of the
carriers reaches the value big enough to overcome the barriers,
the spectrum broadens, yet its shape is still depending on the
side, from which the sample is irradiated. This can be seen
in Fig. 2, curves 1 and 2. It is seen that the spectra comprise
similar bands but their relative intensity changes, depending on
irradiated side, which is obviously caused by different filling of
potential wells. As the temperature increases further, the ther-
mal energy of the carriers becomes high enough to overcome
most of the barriers, and the PL band broadens even more.

After the annealing, the potential relief smoothes down; the
diffusion of the carriers takes place more “easily”, and now, the
shape of the spectrum does not depend on the excitation side.
This is clearly seen in Fig. 2, curves 3 and 4.

The second effect, i.e. the change in the PL intensity after
the annealing, is probably related to the improvement in the
material structure and reduction of the intrinsic defect concen-
tration. In Fig. 3, examples of the temperature dependence
of the position of major PL band in as-grown and annealed
samples are shown. It is seen that the dependence before and
after the annealing is different. In the as-grown sample, it is
monotonous with the slope close to that of Eg(T ). After the
annealing, the peak of the PL band under consideration expe-
riences a blue shift in the 4.2–70 K temperature range, but at
higher temperatures becomes red-shifted with the slope similar
to that of the as-grown sample. Also, the integral intensity of
the two peaks depends on the temperature T differently; such
dependence is presented in the inset in Fig. 3. It is seen there,
that in the as-grown sample the peak intensity in the 4.2–20 K
temperature range does not depend on T , while in the annealed
sample it is thermally activated with 1.6 meV activation energy.
The results presented allow us to suggest that after the annealing
the defect structure of the sample improves so greatly, that at
low temperatures formation of excitons becomes possible. Ex-
citons were observed in structurally perfect HgCdTe samples
with similar composition previously [10,11]. Most probably, it
is the drastic improvement of structural properties of the layers
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Fig. 3. Dependence of the position of dominant PL peaks on temper-
ature. 1 — before annealing, 2 — after annealing. Temperature de-
pendences of the amplitudes of the corresponding peaks were shown
in the insert.

and reduction of the density of non-radiation recombination
centers that is responsible for the increase in PL intensity of
the annealed samples at the room temperature.

3. Conclusion

Thus, low-temperature annealing strongly affects the photolu-
minescence of MBE-grown HgCdTe films by improving the
structure of the films and reducing the density of non-radiation
recombination centers.
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The heteroepitaxial growth of silicon carbide nanocrystals
of fixed sizes on the porous silicon
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It is well known that the melting temperature of nanocrystallites
decreases with their size. It’s experimental established that Tm
decreases to 900 ◦C for the silicon nanocrystals with 5 nm di-
ameter [1]. The melting point decreasing effect was observed
for porous silicon (por-Si), which keeps the crystals with a di-
ameter in range of 1–1000 nm. Authors of work [2] discovered
that silicon particles melt under 800 ◦C for por-Si with 50%
porosity. Thus we can suppose that nanocrystallites, which are
smaller than critical diameter, melt under the high temperature
epitaxy on the porous silicon. It is obvious that the critical di-
ameter is defined by equality of the ambience temperature and
his melting point. Evidently the speed of the diffusion in the
crystal volume and the coalescence in the liquid nanocrystals
are much more than in the solid crystals. Therefore the for-
mation of new substance phase will happen with participation
of nonacrystallites in the first place. In this work we discuss
the formation of cubic silicon carbide (3C-SiC) nanocrystals
of fixed sizes under high temperature carbonization of porous
silicon.

The samples, formed on the basis of n-type Si wafers with
the 4.5 T cm resistivity, (100) oriented, were used in the exper-
iments. Porous silicon was prepared by the electrochemical
anodization in the electrolyte containing HF and C2H5OH in
volumetric relation 1:1 under the 20 mA/cm2 electric current
density for 30 minutes. After the formation of the porous layer,
the samples were placed in the chamber with CCl4 gas atmo-
sphere and carrying agent (hydrogen) for carbonization at tem-
peratures in the range from 800 to 1350 ◦C, for 2 to 60 minutes.
In the process, the samples were doped by the atoms of Ga, P
and B up to 1018 cm−3 concentrations.

The formation of the cubic silicon carbide crystallites with
5–7 nm size during carbonization of porous silicon under 1200–
1300 ◦C is investigated by X-ray diffraction, Auger spectrosco-
py, Raman scattering and scanning tunneling microscopy. Sin-
gle particles with sizes of 20–110 nm and quantum wires con-
sisting of particles with sizes of 20–50 nm are presented on the
porous silicon. The specific feature of carbonized por-Si is the
appearance of SiC nanoparticles with sizes of 70–110 nm which
have grain form. After the scan magnification we saw that all
SiC particles consist of the fragments with sizes of 20–40 nm.
The distribution of SiC particles has Gauss form and it is in the
range of 10–100 nm contrary to Si particles distribution. The
average size of SiC quantum dots was calculated from Raman
scattering spectra by numerical simulation of the peak form. It
is interesting that the peak of SiC is greatly changed contrary
to silicon peak during the Raman spectra measurement. At
first, the maximum of SiC peak shifts from 960 to 967 cm−1,
the second, the peak linewidth decreases from 51 to 26 cm−1,
and the third, the peak intensity grows greatly. All the mod-
ifications occur during 2–3 hours and then they don’ t change
for a long time. The numerical simulation coincides with ex-

perimental data, thus the average size of SiC nanocrystallites
decreases from 5.2 to 7.3 nm under laser light with power of
1–5 W/cm2.

Proposed model of the crystallites formation includes the
following stages. The first one is the melting of the silicon
crystallites with 3–7 nm diameters due to the size effect of the
melting temperature decreasing. The second is the participa-
tion of the liquid crystallites in fast growth of silicon carbide
particles. And the third stage includes the growth stop when
the SiC crystallites reach critical diameter depending on the
carbonization temperature.
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Abstract. Examination of silicon nanowhiskers growth on Si(111) surface activated by gold was carried out using Monte
Carlo simulation. Dependences of nanowhisker length on gold drop size and deposition conditions were obtained. It was
shown that for given temperature and deposition rate there is optimal drop size corresponding to maximal whisker growth
rate. Existence of optimal deposition conditions providing maximal growth rate of nanowhiskers was demonstrated.

Introduction

Much attention has been given for understanding mechanisms
of silicon nanowhiskers (NWs) growth due to their promising
applications: in sensors and microelectronicmechanical sys-
tems, as effective emitters for vacuum electronic devises and
flat displays, etc. Semiconductor NWs are generally grown
by chemical vapor deposition (CVD) or molecular beam epi-
taxy (MBE) with predeposited Au drops [1–4]. Gold is used
as catalyst, growth rate under catalyst-drop is higher than on
the free substrate. This results in the formation of semicon-
ductor columns with Au drops on the top. According to vapor-
liquid-solid (VLS) mechanism [1] metal catalyst must become
supersaturated with semiconductor material. Excess material
then precipitates at the liquid-solid interface. Semiconduc-
tor atoms may get into the drop both directly from the vapor
phase and due to diffusion from the substrate along the sides
of NWs [1,3,4]. Different aspects of NWs growth were in-
vestigated theoretically: analytic kinetic models of CVD and
MBE growth of NWs were suggested [1,5], thermodynamic
size limit of NWs was estimated [6], ab-initio calculations of
their electronic and structural properties were fulfilled [7] and
energy favorable shape of whiskers with small diameter was
found [8]. However for controlled technology of NWs growth
atomic scale consideration of the process is desirable. In this
work atomic-scale investigation of nanowhiskers growth was
fulfilled using Monte Carlo simulation.

1. Monte Carlo model

Simulations were carried out using program package SilSim
3D-7comp, developed for atomic processes modeling during
growth and annealing on the surface of multicomponent crystal
substrates. Molecules containing silicon atoms (precursors P )
were deposited by CVD on Au activated Si(111) substrate with
diamond-like crystal lattice and with sizes up to 100 × 100
atomic sites (a.s.). Under the surface layer there was perfect
Si semi-infinite crystal in Z direction that was not changed
during simulation. Cyclic boundary conditions were applied
in lateral X−Y direction. The main atomic events considered
in the model are adsorption, diffusion and chemical reactions.
To realize growth of vertical Si crystals following aspects were
considered: golden drop poorly wets Si surface; crystal silicon
was not dissolved in the drop, diffusion coefficient of adsorbed
molecules through the substrate was higher than along drop
surface.

Two growth mechanisms differently considering the role of
gold were studied. For both mechanisms after decomposition
at the surface of precursor molecules P intermediate matterM

containing silicon was created and volatile by-products were
removed from the model system. Diffusion of M particles
through gold drop was realized due to exchange diffusion with
activation energy 0.8 eV and Si precipitation at the interface
Au/Si was realized using chemical reaction: M+Si → Si+Si
(Er = 1.2 eV). This reaction was possible at any atomic site
containing silicon atom. In the first mechanism 3 component
system was considered: 1 — Si, 2 — Au, 3 — intermediate
matter (M). Decomposition of gas transport molecules with
M particles formation was possible at any atomic site. The
gold particle only provides energy favorable place for silicon
atoms embedding. In the second mechanism model system was
4 compound system: 1 — Si, 2 — Au, 3 — Precursor (P ), 4 —
intermediate matter (M). Decomposition of P particles takes
place only on the drop in the presence of gold: P + Au →
M + Au (Er = 0.8 eV). The chemical nature of P and M
particles is not discussed in this work.

Diffusivity is determined by interaction energies Eij be-
tween different sorts of atoms. The simulations were carried
out for following energy values: ESiSi = 0.6 eV; ESiAu =
0.4 eV (1 mechanism), ESiSi = ESiAu = 0.6 eV (2 mech-
anism); EPSi = EMSi = 0.6 eV, EMAu = EPAu = 1 eV.
Lower interaction energies ofAu atom with other sorts of atoms
than between atoms of gold provide poor gold wettability and
guarantee formation of constriction around the Au/Si interface
and sites for silicon embedding under the drop. Tempera-
ture and precursor deposition rates were varied in the ranges:
650 K < T < 925 K, 5× 10−3 ML/s ≤ V ≤ 5×10−1 ML/s,
according to experimental works [2,3].

2. Results and discussion

Fig. 1(a) illustrates NWs morphology for two sizes of gold
drop, and Fig. 1(b) demonstrates NW length dependence on
initial drop diameter d0 for two growth mechanisms. There
is minimal diameter lower which no whiskers can be grown.
Existence of minimal drop diameter in the model system is due
to high mobility of small drop. Small gold drop permanently
migrates through the surface without crystal growth activation
at some definite surface place. With the increase of drop di-
ameter whiskers length increases and when diameter achieves
some definite value (in our case approximately equal 3 nm)
whisker length is maximal. At larger diameters L(d0) is de-
creasing function as in [3–5]. Descending L(d0) dependence
is due to diffusion induced nature of growth. The character of
L(d0) dependence is similar for both mechanisms of growth.

Fig. 2 demonstrates dependences of NWs lenght on depo-
sition rate for two growth mechanisms. This dependence is
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Fig. 2. Nanowhisker length L versus deposition rate V at T =
800 K: 1, 2 — growth mechanism number (d0 = 3.6 nm, deposited
dose [ = 1.5 ML).

determined by relation between deposition rate, drop mobil-
ity and silicon rate precipitation at interface Au/Si. The main
contribution to whiskers length growth give silicon atoms em-
bedded in the constriction around the Au/Si interface. Such
constriction was observed in experimental works [4]. At opti-
mal deposition rate all silicon atoms deposited on the surface
are embedded at the gold-silicon interface. For lower flux con-
centration of silicon atoms in the region of constriction around
the Au/Si interface is not enough for silicon nucleus formation
at the interface, so portion of silicon atoms diffuses along side
walls of whisker and embeds into silicon kinks far off the drop.
For high flux of precursors only part of silicon can be embed-
ded under the drop, since precursor atoms occupy all accessi-
ble atomic sites at constriction area around the Au/Si interface.
And portion of Si atoms are embedded at whisker side walls
or at the substrate and make no contribution in whisker length
growth. It should be noted that NW length L is the distance
between Au/Si interface and flat silicon surface, correspond-
ing to silicon layer grown between Au drops. Second growth
mechanism gives longer whiskers than the first one since in
first mechanism part of silicon atoms can be embedded in the
kinks of whisker column or at the substrate before they reach
Au/Si interface.

With temperature elevation growth rate raises due to the
increase of silicon segregation rate from transport molecules
and diffusion coefficient. However with rising temperature
mobility of gold drops increases and whisker growth is not ob-
served at temperatures higher than some definite temperature.
So there are optimal deposition conditions providing maximal
growth rate.

In the model system a number of effects defining by mobile
gold drop behavior were observed: branching of growing crys-
tal, diffusion overflow of small drops into large ones, capture of
gold atoms by growing silicon NW. The lower is growth tem-

t = 61 st = 60 s t = 89 s

Fig. 3. Initial stages of nanowhisker branching (T = 800 K, V =
0.05 ML/s, d0 = 3.6 nm).

perature the more gold portion stays inside the model whisker.
Example of growing crystal branching is shown in Fig. 3.
Faceting of whiskers column is clearly seen in this figure. Gold
drop can slip down from the flat facet formed on the top of the
whisker, accumulate on the sidewall of whisker and initiate
branch growth. In [2] sizes of experimental NWs were com-
parable with our model consideration and NWs branching was
observed, in [3] one can see faceting of whiskers column.

3. Summary

Kinetic Monte Carlo model of CVD growth of silicon na-
nowhiskers, on the assumption of high surface diffusion on
Si(111) surface activated by Au, was realized. The model takes
into account that diffusion coefficient of adsorbed molecules
through the substrate is higher than along drop surface and that
golden drop poorly wets silicon surface. Effects observed in
experiments were found in the model system, like faceting of
whiskers side walls, drop migration from the top to the sides of
whisker, NW branching, diffusion overflow of small gold drops
into large ones and entrapping of gold atoms inside growing
crystal. Existence of minimal size of Au drop lower which
NWs don’ t grow can be explained by high mobility of small
gold drop along silicon surface. Sliding of gold drop from the
top of the whiskers with following branch growth may be result
of flat facet formation on the top of NW.
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Array properties of the vertical ordering of Ge nanoclusters
on Si(100) surface
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Abstract. Variations of in plane lattice constants in the course of the growth of the Si/Ge/Si heterosystem were studied. The
thickness of the silicon film where elastic strains are relaxed is determined as dependent on the germanium layer thickness.
HRTEM studies indicate the vertical ordering of the germanium island layers when the thickness of the Si layer in between
Ge layers is not sufficient to provide the full strain relaxation. The vertical ordering of Ge islands in the multilayer structure
results in a decrease in the island density at reduced of their size.

1. Introduction

The silicon structures with germanium quantum dots is of inter-
est to practical optoelectronic applications due to their poten-
tial covering the regions from IR [1] through the wavelengths
used in fiber-optic communications [2]. The vertical ordering
of quantum-sized objects gives rise to changing the band dia-
gram as compared to that of single and disordered nano objects.
As a result, optical properties of these heterostructures change
considerably, for example, the photoluminescence intensity in-
creases remarkably [3]. Thus, new potentialities arise in the
areas of band engineering and development of new principles
for creation of up-to-date devices.

The traditionally used technique in MBE is reflection high-
energy electron diffraction (RHEED). The unique features of
the RHEED technique enabled oscillations of the in-plane lat-
tice constant to be detected for the Ge film growing according
to the 2D mechanism on the silicon surface [4]. The strains
can be estimated from variations of in plane lattice constant
in the growing Ge film. While silicon grows over the germa-
nium layer, the irregular strain distribution on its surface above
the nanoclusters produces nanocluster nucleation sites in the
next growing germanium layer. This phenomenon is of partic-
ular importance for synthesis of multilayer heterosystems with
alternating vertically ordered germanium nanocluster layers.
AFM and TEM were used earlier to study the dependence of the
preferable arrangement of germanium islands on the thickness
of the silicon layer grown above the preceding island layer [5–
7]. The strained state of the overgrown silicon layer causes not
only the vertical ordering but also a change in the thickness
of the wetting germanium layer. This effect was discussed in
detail with “dome”-clusters as an example [8]. The aim of the
present work is to study the influence of the vertical ordering
of “hut”-clusters on their properties.

2. Results and discussion

A MBE installation Katun-C equipped with two electron beam
evaporators for Si and Ge was used for synthesis. Analytical
equipment of the chamber included a quadrupole mass spec-
trometer, a quartz thickness monitor and a high energy electron
(20 kV) diffractometer. Diffraction patterns were monitored
during the growth using a CCD camera on line with a PC.
RHEED technique allows the deformation to be in situ regis-
tered as a variation in the size of the in-plane lattice constant
(a||). To do that, variations in the intensity of the diffraction
pattern was recorded along the line going across the streaks and
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Fig. 1. Dependence of the thickness of the silicon epitaxial layer
necessary for full relaxation of elastic strains in the system as a
function of the thickness of underlying germanium layer.

bulk spots. A variation of in plane constant lattice a|| of Ge film
relative to the Si lattices as a function of effective thickness of
the growing layer was shown earlier [9]. Relaxation of elastic
strains in the silicon film grown over the germanium layer was
identified similar way.

Variations in the in plane lattice constant were determined
from the RHEED pattern during the formation of both the ger-
manium layer and of the following silicon layer. During the
measurements, the Si(100) substrate was at the temperature of
500 ◦C. The Ge thickness was 5 monolayers in the multilayer
structures. As the silicon layer grows over the germanium
layer, parameter a||, which tends progressively to the value
characteristic of the bulky material, illustrates the process of
elastic strains relaxation. The full relaxation of strains in the
silicon film, which are caused by the presence of germanium,
depends on the thickness of the underlying germanium layer.
The thickness of the silicon epitaxial layer necessary for full
relaxation of elastic strains in the system is shown in Fig. 1
as a function of the thickness of underlying germanium layer.
Relevant experimental data (points in Fig. 1) are described well
enough by a linear dependence (a straight line in Fig. 1) going
through zero point. Thicker germanium films are of no interest
because of potential appearance of misfit dislocations. TEM
studies indicate the vertical ordering of the germanium island
layers when the thickness of the Si layer in between Ge layers
is not sufficient to provide the full strain relaxation. Therefore,
the elastic strains, which are distributed in irregular manner
through the growing Si film surface due to the presence of Ge
islands, propagate deeper than the silicon layer thickness that
makes the quantum dots growing one above another.

The presence of the “hut”-type islands on the surface only is
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Fig. 2. Density and size of “hut”-clusters versus the number of
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Fig. 3. Changes in the side ratio of “hut”-clusters depending on the
number of replications in the multilayer structure with the silicon
interlayer thickness of 3 nm.

established by ex situ STM studies of the fist and the following
germanium layers. Figure 2 illustrates variations in the density
and size of “hut”-clusters depending on the number of replica-
tions in the multilayer structure with the silicon interlayer of
3 nm in thickness. A considerable decrease in the nanocluster
density is accounted for by the site competition for preferable
island nucleation in the regions with different strain gradient
on the silicon surface, the gradient being higher above larger
islands arranged in the underlying germanium layer. As the
number of layers increases, the side ratio of the “hut”-clusters
bases also increases (Fig. 3) along with changes in the density
and size. As the number of germanium layers increases, the
base shape of most islands comes close to square. It looks
like irregular elastic strains on the silicon surface suppress the
anisotropy of germanium diffusion through the Si(100) surface.
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Instabilities of stepped silicon surface under sublimation,
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Abstract. Analysis of the structural elementary (atomic) processes on silicon surface during homoepitaxial growth,
sublimation, and annealing at thermodynamic equilibrium conditions at high temperatures has been done. The experiments
have been carried out by means of in situ ultrahigh vacuum reflection electron microscopy and ex situ atomic force
microscopy at ambient condition. The structural transformations of silicon surface under conditions in flat capillary,
consisting two close situated silicon wafers independently heated by electric current, has been analysed. Formation of
anti-bunches, containing steps of the opposite sign in comparison with ones in bunches, has been found under homoepitaxial
growth and quasi-equilibrium on silicon (111) surface. Anomalous large distance (more then 95 µm) between steps have
been registered.

Introduction

One of the problems of nanoparticles formation technology is
spontaneous roughening of substrate surface morphology un-
der thermal annealing, homo- and heteroepitaxial growth and
other treatments. Understanding of atomic processes been re-
sponsible for roughening initial clean silicon surface consist of
regularly distributed atomic steps could help us to govern the
surface morphology. Insight the processes governing the mo-
tion of vicinal surface steps has been a long standing problem
of fundamental interest in surface science. For semiconduc-
tors, understanding the behavior of the steps is technologically
critical for the growth of epitaxial overlayers and for devices
processing.

It has been well known about redistribution of atomic steps
(step bunching) on Si(111) surface under heating by passing di-
rect electric current (DC) [1]. Still controversial is the physical
origin of temperature and current direction dependences of the
phenomena. Especially there have been a lot of discrepancies
about impact of outer silicon atoms flux on surface morphology
transformation [2]. Long-time heating stepped silicon surface
by DC leads to forming bunches of the steps of opposite sing
(anti-bunches) relative to original step direction [3], but the
phenomena is still not understood. Influence of silicon depo-
sition on such surface structure could help us to understand
elementary processes governing steps redistribution, but it is
not investigated early. This work presents the investigation of
step behavior on silicon(111) surface consisting step bunches
and anti-bunches under sublimation, homoepitaxial growth and
quasi-equilibrium.

1. Experimental

Near-equilibrium and growth conditions at high temperatures
(up to 1350 ◦C) were realized by using system of flat capil-
lary consisting two silicon substrates placed parallel on small
distance (about 100 µm). The substrates were separated on
the edges by a dielectric material and heated independently
by passing electric current. Near-equilibrium conditions were
achieved on a sample surface when sublimation atom flux off
investigated sample is compensated by atom flux from neigh-
bor substrate, so net flux is equal by zero. As a result it was
observed by in situ reflection electron microscope (REM), that

regularly distributed steps didn‘t move and only fluctuated ther-
mal near its mean position under near-equilibrium conditions.

The samples, 10 × 1.2 × 0.3 mm3 in sizes, were cut from
Si(111) wafer (miscuts angle less then 0.5◦) with the long edge
near perpendicular to atomic steps line. After standard chem-
ical treatment samples were fixed in home-made flat capillary
holder and placed into an ultrahigh vacuum chamber of REM
(with base pressure less then 10−9 Torr) [4]. Its were annealed
at different temperatures and current directions and morphol-
ogy transformations were in situ investigated by REM. Then
samples were quenched to room temperature, evacuated to at-
mosphere conditions and investigated ex situ at ambient con-
dition by atomic force microscope (AFM, Solver P-47H) with
using semicontact and phase contrast regimes. Thin silicon
dioxide covered silicon surface uniformly and didn‘t influence
on AFM resolution [5].

2. Results and discussion

AFM-images (phase contrast) of stepped silicon surface after
annealing under sublimation (a), growth (b) and near-equilibri-
um (c) conditions are presented in Fig. 1. The annealing tem-
perature was about 1270 ◦C. Wide white regions on the im-
age represent step bunches, black regions, parallel to white
ones, — step anti-bunches. Thin grey lines are atomic steps.
The schematic profiles of topography along slash lines, perpen-
dicular to step bunch, are presented near each of AFM-image.
The step anti-bunches are formed in parallel with bunches from
the upper side of bunches under sublimation (Fig. 1(a)). For
the first time, the step anti-bunches have been observed to form
from the lower side of bunches under growth and near the cen-
tre between two neighbors bunches under quasi-equilibrium
on the surface (see Fig. 1(b), (c)). It have been observed that
under changing the conditions on the surface from sublimation
to growth at constant temperature, anti-bunch moved to upper
bunch and stopped on some distance from it. If condition were
changed to near-equilibrium the step anti-bunch were stopping
near the center between bunches and its width were increas-
ing. So we can control the anti-bunch position by changing
supersaturation on the surface.

It is also seen on Fig. 1(c) that width of anti-bunch form-
ing at equilibrium is much more then it into anti-bunch form-
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Fig. 1. AFM-images (phase contrast) Si(111) surface with step
bunches and anti-bunches and schematic profiles of topography
along slash lines. On profiles denoted: B — steps bunch, AB —
steps anti-bunches.

ing at growth because of number of steps is about equal in
Fig. 1(b) and (c), the average distance between steps into the
anti-bunches is much greater at equilibrium. We believe that
such differences of interstep distances are due to moving steps
at growth while under equilibrium steps almost stand at the
place. Monoatomic steps between bunches are called crossing
steps. Maximum distance between crossing steps are defined
by a diffusion length of adatoms on silicon surface. At sublima-
tion that distance have been experimentally observed less then
30 µm at temperatures above 1250 ◦C [6]. Anomalous large
distance (more then 95 µm) between crossing steps at the area
between bunch and anti-bunch at equilibrium conditions have
been observed (see Fig. 2). The diffusion length of adatom is
proportional to lifetime of adatom before desorption from sur-
face or incorporating it into step edge. We believe that under
equilibrium the adatom lifetime are effectively increased thus
adatom diffusion length and distance between steps are also
increased. So we can create large step free area on Si(111)
surface by controlling supersaturation on the surface.

3. Summary

The phenomenon of step anti-bunching have been investigated
under sublimation, homoepitaxial growth and quasi-equilibri-
um on stepped Si(111) surface by means of both in situ ul-
trahighvacuum REM and ex situ AFM. It has been found that
anti-bunch position between bunches depended from super-
saturation on the surface. Anomalous large distance between

L
95

 µ
m

≈

10 µm

Fig. 2. AFM-image (phase contrast) Si(111) surface with step anti-
bunch (light horizontal zone), formed at near-equilibrium condition,
and crossing steps (light thin lines).

crossing steps between bunch and anti-bunch have been ob-
served under near-equilibrium conditions. Formed large step
free areas can be used not only for fundamental research, but
for technical application for nanostructure formation on ideal
silicon substrate.
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Abstract. The results of theoretical study of the growth conditions influence on the structural properties of GaAs nanowires
in different growth technologies are presented.

Semiconductor nanowhiskers, or vertical nanowires (NWs) are
a new attractive object in modern nanotechnology due to their
potential applications in microelectronics and optoelectronics.

Investigation of the NW growth mechanism is very signif-
icant problem [3,4,6] and up to this day it is not completely
solved. In different growth conditions NW obtain different
shapes prism(see Fig. 1), “pencil-like”(see Fig. 2), cone (see
Fig. 3) [5,7,4].

In papers [4,6] is described a model, which explains the
growth of “pencil-like” nanowires. The model unifies the
conventional adsorption-induced model, the diffusion-induced
model and the model of nucleation-mediated growth on the
liquid-solid interface. The concentration of deposit atoms in
the liquid alloy, the nanowire diameter and all other characteris-
tics of the growth process are treated dynamically as functions
of the growth time. It is shown that the nanowires taper [6]
when their length becomes comparable with the adatom diffu-
sion length on the sidewalls.

In paper [7] we described the model, which explains the
growth of conical nanowires. This theoretical model, which
describes the growth of conical nanowires, also takes into ac-
count nucleation on the nanowires sidewalls [7]. A model so-
lution for the NW geometrical shape enables to describe the
dependence of process on the value of adatom diffusion flux
from the substrate surface to the NW base. The substrate tem-
perature dependence of the effect is studied theoretically. It
is demonstrated that nucleation becomes pronounced at lower
temperatures and changes the shape of growing wires to con-

Fig. 1. Prismatic nanowire (InAs, T = 350 ◦C).

Fig. 2. “Pencil-like” nanowire (InAs, T = 355 ◦C).

Fig. 3. Conical nanowire (InAs, T = 300 ◦C).

ical, while the overall length of the wire decreases. Obtained
theoretical results are qualitatively compared to the available
experimental data on the GaAs nanowires, grown by molecular
beam epitaxy on the GaAs(111)B surface and activated by Au
seed drops within the temperature range from 400 to 600 ◦C.

In the paper is shown the existence of the growth condition
under which periodical oscillation of the NW diameter can be
observed.
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Nanowhisker arrays are interested for different applica-
tions, for example as field emitters, chemical and biologi-
cal sensors, opto- and microelectronics, nanomechanical sys-
tems [1–4]. Typical methods of semiconductor nanowhiskers
growth are molecular beam epitaxy (MBE) [5,6] and chem-
ical vapor deposition [2,4,7–9] while they are expensive and
ecology problematic. This work is devoted to the investigation
of GaAs nanowhiskers growth on GaAs and Si substrates by
magnetron sputtering deposition (MSD).

The growth process of GaAs is realized in three stages:
preparations of substrate surface, formation of disperse array
nanoclusters by deposition of ultrathin Au film (∼ 1 nm) fol-
lowing by the growth of GaAs nanowhiskers by magnetron
sputter deposition. Argon is used as working gas in DC mag-
netron.

Morphology of nanowhiskers is studied using scanning elec-
tron microscope Camscan Series 4-90FE. The structure of na-
nowhiskers is examined by electron diffraction.

Fig. 1. Nanowhisker morphology grown by magnetron sputtering
deposition of 100 nm GaAs on GaAs(111)B and Si(111) substrates.

Fig. 2. Nanowhiskers with block crystaline grown by magnetron
sputtering deposition of 270 nm GaAs on GaAs(111) substrate.

Fig. 3. Dendrite and blister whisker morphology grown by mag-
netron sputtering deposition about 1000 nm GaAs on Si(111) sub-
strate.

Series of the samples on GaAs (111)B, (100) and Si (111),
(100) substrate with variation of GaAs deposited layer thick-
nesses and substrate temperature were grown. Fig. 1 demon-
strates an example of the surface morphology with nanowhis-
kers array grown on GaAs (111)B and Si (111). The preferred
orientation for the substrates is vertical (normal), along 〈111〉
axis. Additionally, we have found other oriented nanowhiskers
on Si substrates: along 〈211〉, 〈311〉 and 〈511〉 axes. A habi-
tus of the nanowhiskers is defined hexahedral prism with (110)
facet having an AuGa nanodroplet on the top. Sometimes, na-
nowhiskers exhibit different blocks (Fig. 2). At relatively high
argon pressure (p ∼ 10−1 Torr) the structure of whiskers can
be dendrite and/or blister (Fig. 3). The growth on GaAs (100)
substrates results to formation of two groups of nanowhiskers
oriented along 〈111〉B axes. In contrast, the growth on Si (100)
gives four groups of the nanowhiskers oriented along four 〈111〉
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Fig. 4. Texture layer morphology grown by magnetron sputtering
deposition about 2000 nm GaAs on Si(111) substrate.
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Fig. 5. Size relation for nanowhisker by magnetron sputtering de-
position about 200 nm GaAs on Si(111) substrate.

axes and additional close to 〈211〉, 〈311〉 and 〈511〉 axes. We
note that habitus of nanowhiskers oriented along 〈211〉, 〈311〉
axes has a step facet form.

The growth at higher deposition rate (4 ML/s) demonstrates
a formation of the texture layer with thickness similar to the ef-
fective thickness of the deposited layer (Fig. 3). The morphol-
ogy transformation from nanowhiskers array to texture layer on
Si substrates occurs at higher deposition rate in comparison to
the growth on GaAs substrates. The formation of texture layer
morphology is likely to be explained by the relatively low ratio
of the surface diffusion to the deposition rate.

Characteristic size of NW depends on the growth condi-
tions and can attain from 10 to 500 nm across and as high as
15000 nm in length. The characteristic length of nanowhisker
depends on the effective thickness of deposited layer and can
be about 10 times larger. The analysis of NW size (Fig. 5)
demonstrates following dependence of the length of NW (L)
on their diameter (D):

L ∼= A+ B
D
, (1)

where A and B are parameters. The dependence cannot be ex-
plained by classic vapor-liquid-solid theory [9]. However, the
experimental curves can be explained whitin the Dubrovskii’s–
Sibirev’s diffusion model [5,6]. The observed effect is even
more pronounced when Si substrate is used. This result can
be explained by the additional stress introduced by a lattice
mismatch between nanowhisker (GaAs) and substrate (Si) ma-
terials.
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Size control of Ge nanocrystals formed on SiO 2 during
pulse ion-beam assisted deposition for non-volatile memory
N. P. Stepina, A. V. Dvurechenskii, V. A. Armbrister, V. V. Kirienko, P. L. Novikov, Z. V. Smagina,
V. G. Kesler and A. K. Gutakovskii
Institute of Semiconductor Physics, Novosibirsk, Russia

Abstract. Using pulsed low-energy (100–200 eV) ion-beam-induced nucleation, Ge nanocrystals (NCs) homogeneous
arrays were grown on thin SiO2 films during deposition in UHV chamber. Analysis of growth parameters allowed to control
the nanocrystal size and NCs array density required for non-volatile memory device. The tuning of the Ge nanocrystal size
is demonstrated by transmission electron microscopy as well as by Electron Spectroscopy for Chemical Analysis (ESCA).
The memory effect of a metal-oxide-semiconductor (MOS) structure containing Ge NCs was investigated via
capacitance-voltage measurements after oxidation of Si/SiO2/Ge(NCs)/a-Si structure. Voltage flat-band shift of 2.8 V was
founded.

Introduction

Layered arranged Si or Ge nanocrystals in a dielectric ma-
trix are discussed as one of the candidates to replace conven-
tional flash memories. Ge-based single-electron memory de-
vice (SEMD) has the superior properties over Si-based SEMD
in terms of the writing/erasing time and the operating volt-
age [1]. When using NCs for charge storage devices, the
general requirements that can be placed upon the control are
the size of NCs and theirs density as well as the homogene-
ity in growth plane. In our previous works [2] we offered a
method of formation of the Ge nanoclusters homogenous array
on SiO2 using pulsed low energy ion-beam induced molecular-
beam deposition (MBD) in ultra-high vacuum (UHV). It was
shown [3] that variation of temperature and Ge flux change
only the NCs array density keeping NCs size practically in-
variable. In this work, in order to control the island size and
optimize the structural parameters of NCs for memory device,
we analyzed the process of NCs nucleation and their following
overgrowth. MOS structure containing Ge NCs of 5–6 nm di-
ameter and 1.5 × 1012 cm−2 density formed after oxidation
Si/SiO2/Ge(NCs)/a-Si structure exhibits capacitance-voltage
hysteresis of 2.8 V.

1. Experimental setup

A 4.5 nm thick SiO2 film was grown by thermal oxidation on
(111) p-type silicon substrates at 850 ◦C (tunnel insulator).
After dioxide formation the wafers were washed, dried-up and
inserted into the UHV chamber. A ∼ 1 nm-thick SiO2 layer
was removed from the top surface in situ using a Si flux of
∼ 0.04 ML/s at 820 ◦C before Ge deposition. Molecular beam
deposition (MBD) was carried out in an ultra-high vacuum
chamber of molecular beam epitaxy setup equipped with effu-
sion cell (boron nitride crucible) for Ge. A pulse accelerating
voltage supply unit generated ion-current pulses with duration
of 0.5–1 s and ion energy of 200 eV. Pulsed ion-beam actions
were applied in series at the effective Ge layer thickness of
3 ML, 4 ML and 5 ML. Details of deposition were described
in [3]. The substrate temperature of Ge deposition was varied
from 200 to 400 ◦C. Effective Ge layer thicknesses∼ 3−20 ML
were intended for deposition. To form the memory device,
Si(100)/SiO2(3.5 nm)/Ge(NCs)/a-Si(10 nm) structure was ox-
idized in dry oxygen at 850–950 ◦C. Oxidation time was found
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Fig. 1. ESCA spectra for Ge deposition on SiO2 at 200 ◦C. Left —
peak of 2p Si, right — peak of 3d Ge.

in the way allowing to oxidize a-Si layer and not disturb Ge
NCs.

2. Experimental results and discussion

Fig. 1 shows the detailed ESCA spectra of Ge 3d dou-blet for
samples grown with ion-beam assisted MBD at T = 200 ◦C
and different amount of deposited Ge. Effective Ge thicknesses
determined from the spectra in accordance to

dGe = 2.7 ln

(
1+ 1.52

IGe

ISi

)
[nm]

indicate on the absence of Ge adsorption at this temperature.
To control NCs size 5 samples with 3, 5, 8, 10 and 20 ML

of Ge were grown at 200 ◦C. Fig. 2 shows plan-view HREM
images of samples after deposition of 5, 8 and 20 Ge ML. The
density of NCs array estimated from HREM images for all
samples gives practically the same value ∼ 1.5 × 1012 cm−2

and addition of Ge from 3 to 20 ML leads only to overgrowth
of nuclei from 3 to 5.5 nm. To clarify the mechanism of Ge
NCs formation, we have carried out the kinetic Monte Carlo
(MC) simulation. “Lattice gas” model [4] was used, including
Ge atoms deposition on SiO2 surface, their surface diffusion,
desorption, precipitation, and ion-beam action. Ge atoms and
SiO2 cells were restricted to faced-centered cubic (FCC) lat-
tice, which is well suited to describe precipitation in isotropic
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5 ML 8 ML 20 ML

Fig. 2. Plan-view HREM images of samples with 5, 8, and 20 ML
of deposited Ge on SiO2.
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Fig. 3. CV characteristics of MOS sample formed by dry oxidation
of Si/SiO2/Ge(NCs)/a-Si structure.

amorphous matrices (e.g. SiO2). An irradiation effect was in-
cluded in terms of the concept of collisional mixing (CM), i.e.
the displacements of atoms. In the simulation, an ion-beam
action results in the smaller NCs size and the higher NCs den-
sity due to precipitation and nucleation of new NCs by atoms
knocked out from initial NCs to the SiO2 surface. At the low
temperature (200 ◦C) the desorption is sup-pressed and Ge
atoms attached to an island become immobile. Therefore the
dominating kinetic processes are surface diffusion and growth
of Ge islands. Thus, the effect of NCs size increase upon the
amount of Ge deposited, which was reproduced in simulation,
looks quite expectable.

To form the MOS structure containing Ge NCs, 10 nm a-Si
layer were grown on a top of germanium. Oxidation proce-
dure was carried out keeping in mind that Si is known to have a
stronger thermodynamic tendency to be oxidized in compari-
son to Ge. HREM results show that Ge nanocrystals are buried
in silicon dioxide after oxidation at 950 ◦C. Fig. 3 shows CV
characteristics of such structure after oxidation at 950 ◦C dur-
ing 20 minutes. The CV counterclockwise hysteresis is caused
by the trapping, storing and detrapping of carriers to and from
the germanium nanocrystals. One can see that hysteresis ap-
peared after applying a bias higher than 6 V and continue to
increase with increase a bias volt-age up to 11 V. Maximum of
flat band shift corresponds to 2.8 V. Total trapping charge esti-
mated from measured voltage shift and total oxide capacitance
is ∼ 1 × 10−9 C that corresponds to single charges captured
by 1.3 × 1012 cm−2 NCs. Last value is very close to that
determined from HREM data.

In conclusion we have shown the formation of dense ho-
mogeneous size-controlled Ge NCs arrays on thin SiO2 films
by low-temperature pulsed ion-beam-assisted deposition. Due
to negligible Ge desorption, size of NCs is easily controlled
by the amount of Ge deposited. CV characteristics of MOS
structure with embedded Ge NCs exhibit memory effect.
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Digital etching of GaAs(001) with a monolayer precision
facilitated by selective interaction of iodine and cesium
with Ga-rich and As-rich surface reconstructions
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Abstract. Reversible transitions between Ga-rich and As-rich GaAs(001) surface reconstructions facilitated by alternate
deposition of cesium and iodine followed by annealing at moderated temperatures T ≤ 470 ◦C are studied experimentally
by low-energy electron diffraction and x-ray photoelectron spectroscopy. The observed phenomenon stems from the
selective interaction of halogen and alkali metal adsorbates with group III and group V elements of compound III–V
semiconductors, respectively. Each transition leads to the removal of a monolayer of surface atoms. Thus, this procedure
may be considered as digital etching of GaAs(001) with a monolayer precision.

Introduction

The fabrication of nanostructures is essentially based on the
developments of semiconductor epitaxial techniques. The ad-
vanced modifications of these techniques allow one to grow
semiconductor structures in which the interface smoothness
and the thickness of layers are controlled with the ultimate
precision of one monolayer [1,2]. Along with the atomic-layer
growth, for modern nanotechnology it is important to develop
techniques of a layer-by-layer removal of a semiconductor with
monolayer resolution, keeping atomically smooth surface mor-
phology. These techniques are also referred to as atomic-layer
or “digital” etching. Atomic layer etching with monolayer
resolution can be realized, in principle, on the polar faces of
III–V semiconductors by using adsorbates which selectively
react with the elements of III and V groups and, thus, allow
selective removal of surface cations and anions. It was shown
in Ref. [3] that iodine adsorbed on the Ga-rich GaAs(001) sur-
face was bonded predominantly with gallium atoms. Low-
temperature annealing of the iodine-covered surface led to the
desorption of gallium iodides GaIx and conversion to the As-
rich surface with a (2 × 4)/c(2 × 8) reconstruction. Similar
results were obtained for iodine adsorption on various III–V
semiconductors [3, 4]. On the other hand, electropositive al-
kali metal adatoms may react selectively with group V atoms,
weaken their bonds with the substrate and, thus, facilitate a re-
verse conversion from the anion-rich to cation-rich surface by
the removal of a monolayer of group V atoms at reduced an-
nealing temperatures. This reverse transition was observed on
the Cs/GaAs(001) surface [5,6]. The goal of the present paper
is to show that it is possible to combine these two opportunities
in one experiment in order to realize atomic layer etching of
GaAs(001) by alternate adsorption and desorption of cesium
and iodine.

1. Experimental

The experiments were performed on epitaxial p-GaAs(001)
layers. The preparation of the clean surface included the re-
moval of oxides by a solution of HCl in isopropyl alcohol (HCl-
iPA) under dry nitrogen atmosphere, transfer to the ultra-high
vacuum (UHV) without air contact and subsequent anneal-

ing in vacuum [7]. Cesium deposition was performed using
dispensers thoroughly outgassed in a vacuum not exceeding
10−10 mbar. Iodine was generated from a UHV compati-
ble solid-state electrochemical cell with a silver iodide crys-
tal [3,4]. The surface composition and atomic structure were
determined in the electron spectrometer ADES-500 by x-ray
photoelectron spectroscopy (XPS) and by low-energy electron
diffraction (LEED), respectively.

2. Results and discussion

To realize reversible transitions between anion- and cation-
stabilized surface reconstructions, we performed Cs and I2
depositions on the As-rich and Ga-rich GaAs(001) surfaces,
respectively. Each deposition was followed by annealing in
UHV. The evolution of LEED patterns measured under this
procedure is shown in Fig. 1. Fig. 1(a) shows the initial As-
stabilized GaAs(100)-(2 × 4)/c(2 × 8) reconstruction, which
was obtained by removal of oxides in HCl-iPA and subsequent
annealing at T = 440 ◦C. The deposition of Cs on this surface
led to its fast disordering, which revealed itself in the degrada-
tion of the diffraction pattern (Fig. 1(b)). Specifically, at small
Cs coverage θCs ∼ 0.1 ML the diffuse background increased
by a factor of∼ 3 with respect to the diffraction spot intensities,
and at θCs ∼ 0.5 ML the fractional spots disappeared. Subse-
quent annealing of the cesiated surface at T = 450−470 ◦C
yielded a clear (4 × 2)/c(8 × 2) reconstruction characteristic
of the Ga-rich surface (Fig. 1(c)). It should be noted that this
annealing temperature is by 100 ◦C lower than that required to
obtain the same reconstruction by heating without preliminary
Cs deposition [7,6].

The adsorption of about 1 ML of iodine on the Ga-rich
surface led to a sharp (1×1) structure with weak 2× fractional
spots (Fig. 1(d)). Heating the sample at T = 440 ◦C removed
the adsorbed iodine and converted the surface structure back to
the initial (2×4)/c(2×8) reconstruction, which is characteristic
of the As-rich surface (Fig. 1(e)). XPS measurements proved
that after deposition of Cs and heating at T ∼ 450−470 ◦C
about∼ 0.1 ML of Cs was left on the surface, while subsequent
adsorption of iodine and heating at 440 ◦C yielded a clean
surface with no traces of cesium or iodine within the accuracy
of XPS (≤ 0.01 ML).
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Fig. 1. Transitions between the As-rich and Ga-rich reconstruc-
tions of the GaAs(001) surface facilitated by alternate depositions
of cesium and iodine followed by annealing. (a) initial surface with
(2×4)/c(2×8) reconstruction; (b) disordered (1×1) reconstruction
after deposition of 0.5 ML of Cs; (c) (4× 2)/c(8× 2) reconstruction
after heating at 470 ◦C; (d) (1 × 1) reconstruction after adsorption
of 1 ML of iodine; (e) (2× 4)/c(2× 8) reconstruction after heating
the iodated surface at 440 ◦C.

The observed cesium and iodine-induced transitions be-
tween the As-rich and Ga-rich GaAs(001) surface reconstruc-

tions can be explained in a general way, by adatom-induced
weakening of the bonds between the uppermost layer of sur-
face atoms and the substrate [5,6]. According to this explana-
tion, deposition of cesium leads to the decrease of the binding
energy of arsenic atoms with the substrate and, thus, facilitates
the conversion to the Ga-rich surface at reduced temperature.
On the contrary, on the Ga-rich surface iodine adatoms bind
preferably with Ga atoms and weaken their bonds with the sub-
strate. This leads to the removal of uppermost Ga atoms and
reverse conversion to the As-rich surface.

Thus, depositions of cesium and iodine followed by an-
nealing at moderate temperatures constitute a closed cycle of
conversions from the As-rich to Ga-rich and back to As-rich
GaAs(001) surface. At each half of the cycle one monolayer
of atoms is removed from the crystal surface, so this proce-
dure represent a method of digital etching of GaAs(001). By
successive deposition of cesium and iodine and subsequent an-
nealing we performed several cycles of layer-by-layer GaAs
etching without deterioration of the quality of LEED images.

3. Conclusions

Reversible transition between the As-rich and Ga-rich recon-
structions are experimentally observed under adsorption of ce-
sium and iodine on the GaAs(001) surface followed by heating
in vacuum at moderate temperatures T = 440−470 ◦C. These
transitions are explained by the element-specific selectivity in
the interaction of iodine and cesium with group III and group V
elements of GaAs(001). This effect opens up opportunities for
the atomic layer etching of polar faces of III–V compounds.
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molybdenum (VI) oxide nanorods
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Abstract. h-MoO3 nanorods with good crystallinity have been obtained by precipitation from water solution of ammonium
paramolybdate with and without ultrasonics agitation. Final product was characterized by X-ray diffraction (XRD),
scanning electron microscopy (SEM), transmission electron microscopy (TEM), IR- and Raman spectroscopy.

Introdution

Generation of nanocrystals on a basis of transition metals ox-
ides gives a way to futher diminishing of electronic devices, an
increase of catalysis efficiency and production of sophisticated
nanocompositions which will possess new functional proper-
ties. The nanostructures based on the molybdenum oxides are
among most interesting objects for this purpose [1,2]. This ox-
ide possesses pronounced electrochromic and photochromic
abilities, can be used in gas sensor devices and catalysis.

There are several polymorphous modifications of molybde-
num oxide, α-phase stable under ordinary condition, metasta-
ble β-phase, and hexagonal modification, h-MoO3, with prac-
tically unknown physical and chemical characteristics. Most
published ways for synthesis of nanocrystals MoO3 yield α-
phase [3], β-phase [4], or their mixture [5,6]. Only under
autoclave conditions during a several hours with subsequent
heating in the vacuum up to 350 ◦C well crystallized hexa-
hedral shaped rods of h-MoO3 were prepared [8,9]. In this
work the low-temperature way (T = 105 ◦C) is suggested for
preparation of hexagonal modification h-MoO3 and structural
and morphologic characterization of the crystals has been pro-
duced.

1. Experimental

Examples of h-MoO3 nanocrystalls were obtained by precipi-
tation of molybdenum oxide from ammonium paramolybdate
water solution by nitric acid. A deposit was washed by dis-
tilled water to pH = 6 of wash water and dried in air under
room temperature. As a result, white crystals having a shape
of straight hexahedral rods 10 µm in lenght and 500 nm in
diameter were fabricated (see Fig. 1). An agglomeration into
sea nanourchin structures is evident.

Fig. 1. SEM images of as-prepared h-MoO3 deposit.

Fig. 2. SEM images of nanorod cross section of as-prepared
h-MoO3.
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Fig. 3. XRD pattern of as-prepared h-MoO3.

It is especially ought to note about the flat fasets of h-MoO3
nanocrystals. An example is shown in Fig. 2. It is proba-
ble that under the crystallization conditions the formation of
equilibrium rod shape of h-MoO3 nanocrystals is achieved in
the mother liquor used for synthesis. The formation of pure
h-MoO3 has been confirmed by XRD analysis. In Fig. 3 the
X-ray diffraction pattern recorded for molybdenum oxide de-
posit is shown. All diffraction peaks were successfully indexed
in hexagonal system with d-spacings of hexagonal modifica-
tion of MoO3 [9]. Typical transmission electron diffraction
pattern is shown in Fig. 4. The results of TEM analysis con-
firm the presence of only h-MoO3phase.

An attempt to diminish nanorod size by the compulsory
stopping of deposition process was unsuccessful. In this case
the nanoparticles lose a regular shape without significant rod
size decreasing.

Ultrasonic agitation at 20 kHz during 30 minutes starting
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Fig. 4. TEM image for as-prepared h-MoO3.

from the moment of crystal seeds formation in mother liquor
induces a decrease of nanorod diameter up to 300 nm. Thus the
low-temperature way of precipitation of hexagonal modifica-
tion h-MoO3 is suggested and a totality of factors defining the
morphology of nanorods is established. It is found that ultra-
sonic treatment results in essential decreasing of nanocrystal
sizes supposedly owing to the crushing of forming crystal seeds
which are distributed in the mother liquor.
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AFM tip-induced surface nanostructuring initiated
by ethyl alcohol oxyanions
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Abstract. Atomic force microscope has been applied to investigate the possibilities of AFM tip-induced local anodic
oxidation of semiconductor surfaces at ethyl alcohol atmosphere. The number of parameters such as applied voltage,
applied voltage time in each point, tip-surface press force was under consideration. The peculiarities of ethyl alcohol using
for nanostructuring were investigated in frame of optimizing of AFM tip-induced local anodic oxidation. Some examples of
nanostructures fabrication are demonstrated.

Introduction

There are various approaches of SPM probe for nano-scaled
modifications of dielectric, semiconductor and metal surfaces:
extraction, deposition, and displacement of atoms by SPM [1],
anodic selective oxidation [2–7], local recharging [8], mechan-
ical scraping [9] so on. The most promised technique for a
lithography application in nanometer range is atomic force mi-
croscopy method that does not demand conductivity of the sam-
ple as scanning tunneling microscopy.

The potential possibilities of AFM for lithography and fab-
rication of low-dimensional structures for nanoelectronics and
nanomechanics are not realized completely in spite of large
number of publications in that field. This method of surface
nanosructurization is developed in frame of depth and resolu-
tion increasing for nanoobjects creation on the surface. For
example, the work [10] shows the extra increasing of AFM
tipinduced nanooxidation depth by using of extra pressforce
during of applying the anodic potential. Other work [11] shows
the giant growth rate of such nanooxidation process by using of
ethyl alcohol atmosphere. This paper is dedicated to study of
peculiarities of silicon films tip-induced local anodic oxidation
by using of ethyl alcohol vapour as source of anions.

1. Experimental

The AFM experiments are carried out with a Solver P-47H
(NT-MDT) microscopes with lithography software. The both
contact and semicontact modes were realised at ambient con-
ditions. Standard silicon cantilevers (ν = 150 ± 450 kHz)
and ones with conductive covering were used for imaging and
lithography byAFM.An applying electric potential (±40V) on
conductive AFM-tip with variation of potential pulse from 0,1
to 1000 ms was used for local anodic oxidation. The sample
holder has a contact pad to connect the sample to electric wires
of the microscope.

Only standard cleaning treatments to the sample were used.
Wet-chemical etching procedure did not applied to the sample
because it can effect on tip-sample interaction. All experiments
were carried out at the room temperatures. The sample, a plate
0.3 × 1 × 8 mm3 in size, was cut from a silicon wafer with a
misorientation angle of less than 1◦ from a (111) plane, and was
cleaned by heating in UHV chamber. After cleaning procedure
the silicon surface contains system of equidistantly distributed
monatomic steps 0,31 nm in height. Sample was evacuated
from ultrahigh vacuum chamber and was investigated by AFM

C H OH2 5

Nitrogen
Si

Meniscus

Natural
oxide

Anodic
oxide

AFM tip

Voltage
source

Fig. 1. The scheme of AFM tip-induced nanooxidation in alcohol
atmosphere.

technique at atmospheric conditions. For producing the ethyl
alcohol atmosphere at the tip-sample contact area the micro-
scope was situated in hermetic chamber connected with ethyl
alcohol vapour source and liquid nitrogen balloon. For drying
the chamber space from the water vapour the dry nitrogen gas
was flowed from the balloon and replaced the ambient atmo-
sphere in chamber to dry nitrogen. This process didn’ t change
the temperature in the chamber drastically. After the drying
second source of ethyl alcohol (98%) was opened and alcohol
vapour was leaked through the chamber (Fig. 1).

2. Results and discussion

The presence of the oxyanions source is the critical factors that
affect the oxide growth and current passing through the tip-
sample junction during local anodic oxidation. The alcohol
(for example, ethyl) dissociation energy and oxyanions for-
mation energy is lower than in the water and high density of
oxyanions allows hoping for high oxidegrowth rate during this
process. Other important factor of oxidation rate and resolu-
tion increasing based on the tip-sample liquid meniscus form
control.

The water and alcohol difference in surfacetension param-
eters, possibilities for surface moistening and capillarity con-
densation conditions makes important for experimental proce-
dure of measuring the meniscus formation with and without any
electrical potential and field during contact forming. Investiga-
tions were carried out on the clean silicon (111) surface. The
permanent tip-induced anodic oxidation of the silicon (111)
surface with natural oxide coating was observed in wide range
of applied tip-sample voltage and oxidation time. The height
of the obtained oxide patterns was studied as a function of the
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Fig. 2. AFM topography (a) and phase (b) images of silicon(111)
surface with anodic oxide lines: A — obtained in ethanol atmo-
sphere, B — at ambient condition. The ethanol partial pressure was
changed from 50% to the 75% from top to the bottom of A-line.

applied voltage and the velocity of the tip movement. Espe-
cial attention was directed to the oxidation differences between
water and alcohol based processes. Figure 2 shows the AFM
topography (a) and phase (b) images of silicon(111) surface
with anodic oxide lines: A — obtained in ethanol atmosphere,
B — at ambient condition. The ethanol partial pressure was
changed from 50% to the 75% from top to the bottom of A-
line. We found that the oxidation process based on alcohol is in
3 times more intensive than on water atmosphere. This result
agreements with known work [11].

The difference in AFM phase contrast images for A-line
and B-line (Fig. 2) speaks about some structural differences
between ethanol-induced and water-induced oxide lines. We
speculate that not only ethanol oxyanions migrate to the surface
in oxidation process but unstable C2H+5 cations is destroyed
on more simple parts and some derivative carbon substance
is drifting to the surface too. From analysis of the oxide line
height dependences on oxidation time and applied voltage mag-
nitude, parameters for the anodic oxidation nanolithography
were optimised. We investigate the force curve dependence
for AFM tip at the alcohol atmosphere.

3. Conclusion

Tip-induced local anodic oxidation of silicon films surfaces in
conditions of ethyl alcohol presence is studied. It was found
that the presence of oxyanions source in tip-surface contact
area is the critical parameter for anodic nanometre scale oxi-
dation process. Oxide patterns on silicon were obtained. The
ability of using tip-induced oxidation method for fabrication
nanoscale structure is demonstrated in alcohol atmosphere.
The height of the oxide patterns is studied as a function of the
applied tip-sample voltage and the velocity of the tip move-
ment. The force curve dependence for AFM tip at the alcohol
atmosphere is obtained and analyzed.
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Abstract. A review of current progress and trends in development of the atomic layer deposition technique.

Introduction

This review is focused on microelectronic applications of Ato-
mic Layer Deposition (ALD) technique. Advances in micro-
electronics have been a locomotive of equipment development.
All the successful tools and technology become essential in
the other modern technology fields, such as MEMS, nano-
technology, etc. Thus, taking progression in microelectronics
technology as an instrument for analysis, the main directions,
basic issues and their solutions in ALD development for any
applications can be recognized.

1. Forecasts of the International Technology Roadmap for
Semiconductors

ChemicalVapor Deposition (CVD) technique is the major tech-
nique for thin film deposition in modern Integrated Circuits (IC)
technology. Small gaps between device elements with a spac-
ing below 0.1 micron and aspect ratio (AR) higher than 5 have
already become typical features of IC. Limitations of thin film
CVD techniques with respect to very tight gaps in IC have al-
ready been analyzed [1]. It was shown that conformal thin film
growth in deep trenches with extremely high AR is not feasible
by the traditional CVD technology. Non-conformal film depo-
sition causes voiding in the gaps. ALD technique has recently
become very popular for semiconductor applications [2]. The
core ofALD is the fact that at certain conditions chemisorption-
based surface limiting reactions are strongly dominant. Hence,
ALD processes should not depend on mass-transport phenom-
ena and they should provide an inherent monolayer deposition,
i.e. 100% conformal thin film step coverage in high AR gaps.
In this respect, ALD technique is considered to be the most
competitive alternative for future IC thin film technology appli-
cations. However, taking into account severe strengthening of
technological requirements forecasts of the International Tech-
nology Roadmap for Semiconductors (ITRS) [3] (see examples
in Fig. 1), it looks reasonable to perform a careful tracing of
ALD issues in parallel with successes in ALD tool and tech-
nology development.

2. Limitations of the traditional CVD techniques

Systematic studies on thin film conformality and gap-fill capa-
bility [1] covered the most implemented CVD methods such as
TEOS-based and silane-based atmospheric pressure (APCVD),
sub-atmospheric pressure (SACVD), low pressure (LPCVD),
plasma enhanced (PECVD), and High-Density Plasma (HDP-
CVD), as well as thin films of silicon dioxide and glasses,
polysilicon, silicon nitride, etc. Based on the results of the
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analysis, a simple common parameter for IC gaps quantifica-
tion and void-free gap-fill characterization was proposed. It
was defined for the gaps with vertical shape as the ratio of
AR to the gap size and named a Structure Complexity, SC.
These SC values for some CVD processes are placed on the
graph in Fig. 2 at approximate time when these processes were
implemented in IC technology for the first time. The same
SC parameter allows us to interpret the data from ITRS. In
Fig. 2, opened squares represent the SC values of proposed
future DRAM IC elements, calculated from the data presented
in Fig. 1. It is clear that taking into account the decrease of
gap size along with the increase of AR, the changes of SC look
much stronger, being about 2 orders of magnitude higher com-
pared to just 6 times increase forecast for AR. Moreover, data
in Fig. 1 and Fig. 2 present just starting values of AR and SC,
which will be drastically increase along with shortening of the
gap size during thin film deposition on the gap side walls.
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Fig. 3. Positioning of ALD technique (dark circular dot on the
left) among other numerically characterized CVD techniques using
conformality vs. keff data.

3. Evaluation of ALD technique

There are not too many differences between CVD and ALD in
apparatus, precursors, general deposition methodology. The
main differences between them are: a) an ALD process is in-
tentionally performed by consecutive short pulsing mode pre-
cursor injection into reaction chamber, and b) a substrate is
heated to less temperature than in traditional CVD processes.
Considering ALD technique to be just a case of more com-
mon CVD technique, we can outline its position among the
other known CVD methods using previously introduced pa-
rameter keff (an effective constant of the deposition rate) [1,4].
Experimentally obtained keff values for some CVD methods
were found to correlate with thin film conformality values, as
shown in Fig. 3. Undoubtedly, keff can be applied for ALD
technique characterization as well as for the other types of thin
films. Based on general ALD process conditions, our evalu-
ation gives us an ALD keff range of about 0.01–0.05 cm per
second. This is much lower values compared to the values ob-
tained for the studied CVD processes. Using this keff range and
commonly adopted for ALD technique 100% film conformal-
ity, one can see that ALD position in graph in Fig. 3 falls into a
logical sequence with previously studied CVD processes. Be-
ing generally the slow chemical process, an ALD process can
be characterized to have the following main features: very low
efficiency of precursor usage; sensitivity to the surface status;
excellent thickness uniformity; no gas-phase particle issues;
intensive film growth on the wafer backside; excellent step
coverage; good gap-fill. ALD technique position among other
CVD techniques and its features is believed a core of some
engineering issues and trends in ALD development.

4. Review on ALD engineering trends

Basic trends in ALD tool development seems to be caused by
very low deposition rate. For instance, vacuum pump issues [4]
are the consequence of very low keff that corresponds to very
low reaction efficiency and wasting a lot of precursors. In
fact, in most of cases the real ALD technique deposition rate is
much lower compare to a monolayer forecast for 1 deposition
cycle. For very thin films, single-wafer chamber design is
preferable as long as it allows to integrate an ALD unit with a
few other films deposition or film treatment units (for instance,
Rapid Thermal Anneal) in the same cluster tools. However,
for relatively thick films single-wafer chamber approach looks
like rather disadvantage because of low tool productivity. From
this point of view, the interest to multi-batch hot-wall reactors

is quite reasonable. In fact, their design is close enough to well-
known and routinely used tubular LPCVD reactors, which are
relatively simple, reliable, and highly productive.

5. Likely future trends and topics in ALD development

It is believed that the most complicated issues of ALD devel-
opments in a future will be linked to the thin film conformal-
ity, quality and characterization of material properties in deep
trenches (gaps) of ICs. It is expected that more efforts will be
focused on the searching of a balance between the ALD tool
productivity and thin film quality.
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Abstract. The SiGe/Si undoped and modulation-doped tubes and spirals of micro-and submicron diameters were fabricated
using the method of stress-driven rolling. Methods, allowing preparation of such structures electrically isolated from the
substrate, and local well-controlled variation of curvature radii, are developed. The presented structures might be useful for
magnetotransport investigations of holes on cylindrical surface and applications in novel types of sensors.

Introduction

Modulation-doped tubes and spirals of submicron and nanome-
ter curvature radius are new physical objects that are of inter-
est both for practical applications and for the study of elec-
tron transport in a non-uniform magnetic field [1]. The system
Si/SiGe is attractive for the solution of these problems since the
present-day IC technology and microelectromechanical sys-
tems are based on this semiconductor. In the system SiGe/Si,
both electron and hole 2D gases of high mobility (>105 cm2/V s
for electrons [2] and >104 cm2/V s for holes [3]) can be ob-
tained. This work is aimed at the development of a technology
for fabricating SiGe/Si-based modulation-doped tubes and spi-
rals of submicron radius with 2D hole gas.

1. Experimental results and discussion

The submicron tubes and spirals in the present study were fab-
ricated using the method proposed in [4]. For such structures to
be formed, a sacrificial layer is necessary that can be removed
with high selectivity (>103) with respect to the active part of
the heterostructure. To satisfy this condition, two types of the
structures were chosen: with Ge-rich, and with Si dioxide sac-
rificial layers.

It is well-known that Ge forms soluble oxide, and thus, it is
very favorable as a sacrificial layer for Si/SiGe systems. Yet,
because of the considerable mismatch in the lattice constant
with Si it is hardly possible, if at all, to grow a sufficiently
thick structure on a Si substrate in pseudomorphic regime. To
solve the posed problem, “virtual substrates” prepared as meta-
morphic Si0.2Ge0.8 layers were chosen. The heterostructure,
consists of additional Ge strain-compensating layer, strained
Si0.5Ge0.5 and modulation-doped or undoped Si layers. The
growth was performed by MBE at T = 300 ◦C. The sub-
sequent evaporation of Ti, SiO2, or Si3N4 was performed on
some samples in order to raise the mechanical strength of the
tubes and helixes. These additional layers could be selectively
removed from the already rolled-up structure.

Using the expressions given in [5], the band offset values
for strained Si0.5Ge0.5/Si grown on Si0.2Ge0.8 substrates, were
evaluated to be 100 meV for valence band and about 400 meV
for the conductance band. After the detachment, i.e. in the
rolled structures, the strain redistribution leads to the consider-
able change in the band diagram: valence band offset increases
up to 240 meV, and conductance band offset decreases down
to 270 meV. These estimations show that in p-doped struc-

1 µm

300 nm

tube

(a) (b)

Fig. 1. a) Si/SiGe/Ti tube, R = 225 nm; b) SiGe/Si/SiO2 spiral,
R = 280 nm.

tures after the film detachment holes should be still localized
in Si0.5Ge0.5 quantum well. The same material system, but n-
doped, could be used to get two-dimensional electron gas, what
is attractive because of mobility enhancement in stretched Si.

Tube and helix, fabricated by anisotropic etching [6], are
shown on Fig. 1. To make magnetotransport measurements on
such structures possible, contacts and electrical isolation from
the substrate are implicitly needed. To fabricate structures with
contacts, we used directional rolling procedure to wrap tubes
and helices onto metallic contact pads. To exclude the substrate
conductance, we have developed an original technology the key
point of which was withdrawal of the contact pads from the
heterostructure onto additionally evaporated thick oxide layer.
Such structures make it possible to examine the conductance of
the fabricated tubes and helices in a broad temperature range.
Apart from improved mechanical strength, the top SiO2 provi-
des an additional advantage: during the exposure of Si0.5Ge0.5/
Si/SiO2 cylindrical sector to the electron beam, SiO2 contracts,
and thus the diameter of the whole structure decreases. Expos-
ing only small tube areas, the cylindrical sector diameter was
locally varied (Fig. 2), and since the beam placement and its in-
tensity in scanning electron microscope is very well controlled,
the method is promising for the fabrication of complex shape
structures.

Another way toward the fabrication of micrometer and sub-
micrometer Si/SiGe tubes electrically insulated from substrate
is using advanced silicon-on-insulator (SOI) substrates for het-
erofilm growth [7]. Here, the SiO2 layer is used the sacrificial
layer. The initial Si layer (70 nm) was given a thermal ox-
idation treatment so that to decrease its thickness to 30 nm
and, after the removal of the oxide, a heterofilm was grown
comprising p-doped Si layers, Si spacers, and a SixGe1−x with
x = 0.4. . .0.5 quantum well. The structure was accomplished
with additional Si layer of 60–70 nm thickness which was is
necessary for the films to be rolled “upward”, i.e., in the di-
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Fig. 2. Electron-beam assisted local modification of the stress in
a SiGe/Si/SiO2 tube: a) single exposure, the corresponding area is
marked with a white frame; b) several exposures, the cylindrical
sector diameter diminishes by a factor of two.

Tube, = 6 µmd

Fig. 3. Si/SiGe/Si p-type modulation-doped tube on SOI.

rection from the substrate. By etching SiO2, the so thick film
was rolled in scrolls with diameters >100 µm. Then Si was
etched from both sides, the scroll diameters decreased down to
several micrometers (Fig. 3).

The modulation-doped tubes and spirals of submicrometer
and nanometer curvature radius fabricated by the method of
strain-driven film rolling may prove useful in device applica-
tions as accelerometer components, components of magnetic
field and magnetic-field gradient sensors, and building blocks
for various MEMS. Undoped structures may be used for the in-
vestigations of passivation influence on the Fermi level pinning
and electron distribution in the free-standing thin films.

Acknowledgements

This work was supported by SCOPES and Russian Foundation
for Basic Research (Grant No. 06-02-16005).

References

[1] M. L. Leadbeater, C. L. Foden, J. H. Burroughes, M. Pepper,
T. M. Burke, L. L. Wang, M. P. Grimshaw, and D. A. Ritchie,
Phys. Rev. B 52, R8629 (1995).

[2] F. Schaffler, Semicond. Sci. Technol. 12, 1515 (1997), and ref-
erences therein.

[3] W. C. Tsai, C. Y. Chang, G. W. Huang, F. F. Fang, Y. H. Chang,
C. F. Huang, Jpn. J. Appl. Phys. 36, L323 (1997).

[4] V.Ya. Prinz,V.A. Seleznev,A. K. Gutakovsky,A.V. Chehovskiy,
V.V. Preobrazhenskii, M.A. Putyato, T.A. Gavrilova, Physica E
6, 828 (2000).

[5] V. L. Yang, J. R. Watling, R. C. W. Wilkins et al, Semicond. Sci.
Tech. 19, 1174 (2004).

[6] S. V. Golod, V. Ya. Prinz, V. I. Mashanov, Semicond. Sci. Tech.
19, 1174 (2004).

[7] A. Vorob’ev, P. O. Vaccaro, K. Kubota, T. Aida, T. Tokuda,
T. Hayashi, Y. Sakano, J. Ohta, and M. Nunoshita, J. Phys. D
36, L67 (2003).



15th Int. Symp. “Nanostructures: Physics and Technology ” QWQD.01o
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

Electronic Raman scattering by InAs/AlAs quantum dots
A. G. Milekhin1, A. I. Toropov1, A. K. Bakarov1, N. V. Surovtsev2, M. Lentze3, J. Geurts3 and D. R. T. Zahn4

1 Institute of Semiconductor Physics, 630090 Novosibirsk, Russia
2 Institute of Automation and Electrometry, 630090 Novosibirsk, Russia
3 Physikalisches Institut, Universität Würzburg, 97074 Würzburg, Germany
4 Institut für Physik, Technische Universität Chemnitz, 09126 Chemnitz, Germany

Abstract. Resonant Raman scattering by intersubband electronic excitations in InAs/AlAs quantum dots is observed in the
acoustic spectral region. With increasing temperature (from 1.7 to 90 K) the energy position of the intersubband electronic
excitations is blue shifted manifesting size selective resonant electronic Raman scattering.

Introduction

Structures with quantum dots (QDs) attract much attention due
to their unique physical properties [1] and potential application
in opto- and microelecronic devices such as lasers [2], infrared
photodetectors [3], memory elements [4] etc. The study of the
QD phonon spectrum has become a subject of special inter-
est because it determines the processes of carrier relaxation.
Raman spectroscopy is traditionally considered as the most in-
formative tool for the investigation of the vibrational spectrum
of semiconductors.

In InGaAs/AlGaAs QDs first-order Raman scattering by
optical [5,6,7], interface [8,9] and acoustic [10] phonons and
multiple-phonon Raman scattering [11] were investigated. Ele-
ctronic Raman scattering was first observed and investigated
for GaAs/AlGaAs QDs fabricated by etching of GaAs/AlGaAs
structures with a two-dimensional electron gas [12,13]. Re-
cently [14,15], the results of a study of electronic Raman scat-
tering by self-assembled InGaAs/GaAs QDs was reported.

The InAs/AlAs combination is an ideal system for studying
electronic excitations in InAs QDs. First, InAs/AlAs QDs fab-
ricated at growth temperatures of 400–520 ◦C have a small size
for which the quantization effect of the electronic spectrum is
significant. Second, a deep quantum well for electrons (about
1 eV) allows the electronic transitions between quantized levels
in the conduction band in a wide energy region to be studied.
Third, a low atomic intermixing in the InAs/AlAs heterosystem
in comparison with InAs/GaAs system simplifies the interpre-
tation of the results. Finally, the interband transition energyE0
in InAs/AlAs QDs lies in the visible (red) spectral region al-
lowing the resonant Raman scattering to be studied. The latter
argument has a principal importance because electronic Raman
scattering is observed only under resonant conditions.

In this paper, we present the results of investigation of elec-
tronic intersubband excitations in InAs/AlAs QDs.

1. Experimental

The nanostructures studied were grown by molecular beam epi-
taxy (MBE) on (001)-oriented GaAs substrates using a Riber
32P system. Samples consisting of 10 periods of InAs QDs
embedded in AlAs were grown at a substrate temperature of
510 ◦C. Each period contains an InAs QD layer (nominal thick-
ness 2.25 monolayers) and a 30 nm thickAlAs layer. EachAlAs
layer was delta-doped with Si atoms at a distance of 2 nm be-
low the QD layer. The whole structure was capped by 15 nm
of GaAs.

The Raman spectra were recorded at T = 1.7−150 K

using a Dilor XY800 triple spectrometer. Several lines of
Ar+ and Kr+ lasers in the spectral range of 476.2–752.5 nm
(1.65–2.6 eV) were used for excitation. A dye (DCM) laser
was used for excitation in the vicinity of the E0 transitions in
the energy range of 1.83–1.95 eV. Raman spectra were mea-
sured in backscattering using polarized (z(xx)z̄) or depolarized
(z(yx)z̄) configurations where x, y, z are parallel to the [100],
[010], [001] directions, respectively. Nonzero in-plane vector
transfer q = 4π sin α/λ was achieved by tilting the sample by
an angle α with respect to the linearly polarized incident laser
beam of wavelength λ. The spectral resolution was 2 cm−1

over the entire spectral range.

2. Results and discussion

Fig. 1 shows Raman spectra of the InAs/AlAs QDs measured
in the z(x, x)z̄ and z(y, x)z̄ scattering geometries. Beside the
features near 250, 296, 407 and 390 cm−1 corresponding to
LO phonons in InAs, GaAs and AlAs and interface phonons
in AlAs, respectively, discussed in [2, 6, 8] in detail, inten-
sive peaks are observed at 175 cm−1 (in polarized) and 157,
196 cm−1 (in depolarized geometry).

As it was shown earlier [12], single particle, charge- and
spin-density electronic excitations (SPEs, CDEs, SDEs, re-
spectively) in nanostructures can be identified by their Ra-
man selection rules. The SPEs are observed in both polar-
ized and depolarized geometries. Their energies correspond to
the energy difference between two confined electronic states.
CDEs are active in the polarized geometry. Their energies are
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Fig. 1. Raman spectra of InAs/AlAs QDs measured in the z(xx)z̄
and z(yx)z̄ scattering geometries at an excitation energy of 1.889 eV
and a temperature of 1.7 K. The stars show laser plasma lines.
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Fig. 2. Dependence of the SDE1 peak intensity on the laser excitation
energy. The inset to the figure shows the temperature dependence
of SDE1 peak energy.

determined by the Coulomb interaction and, therefore, blue
shifted with respect to the SPEs energies. The energies of
SDEs observed in the depolarized geometry are also renormal-
ized with respect to SPEs but reveal an opposite (red) shift due
to the exchange interaction. Using the selection rules consid-
ered above, the peaks observed in Fig. 1 can be interpreted in
terms of Raman scattering by intersubband CDEs and SDEs
(depicted in Fig. 1 as CDE1 and SDE1, SDE2). In order to
confirm the zero-dimensional character of the electronic exci-
tations angle-dependent measurements were performed. The
incidence angle of the laser beam was varied in the range of
α = 28◦−80◦ which corresponds to an in-plane vector transfer
q = (0.91−1.92)× 105 cm−1. However, no energy change of
electronic excitation peaks was observed thus confirming the
zero-dimensional character of the electronic excitations.

The SDE and CDE peaks are observed in Raman spectra
measured in both Stokes and anti-Stokes regions allowing the
Raman signal to separate from the features related with the
photoluminescence.

Electronic Raman scattering has a resonant behavior and
occurs in a narrow region of excitation energies. Fig. 2 shows
the dependence of the SDE1 peak intensity as a function of the
laser excitation energy. It is worth mentioning that the SDE1
peak intensity is normalized to the peak of LO phonon from
GaAs substrate recorded with the same excitation energy. As
one can see from Fig. 2, the intensity maximum is observed at
1.88 eV.At this value the incident photon energy approaches the
first excited electron-hole transitions in the QDs. The shoulder
at about 1.92 eV can be due to a contribution in the Raman
scattering by a resonance with higher-lying interband transi-
tions.

With increasing temperature a blue shift of the electronic
excitation energies is observed. As one can see from the inset
in Fig. 2, this shift is linear for SDE1 in a wide range of tem-
peratures (1.7–90 K). Such behavior can not be explained by
an increasing number of thermalized electrons in the conduc-
tion band because this causes an opposite shift of the electronic
excitations energies [14]. Moreover, the energy of the intersub-
band transitions obtained from IR absorption experiments [16]
decreases also with temperature. However, this bevavior be-
comes obvious if one takes into account the resonant character
of Raman scattering by an array of QDs inhomogeneous in size.

Indeed, with increasing temperature the band gap of InAs as
well as the interband transition energy in QDs decreases. As a
result, the QDs having a smaller size and thus larger interband
and intersubband transition energies get into a resonance with
the excitation energy. Consequently the increase of the inter-
subband electronic excitations via temperature is observed in
the Raman spectra (Fig. 2). Contrary to Raman measurements
IR spectroscopy probes nonresonantly the intersubband transi-
tion energies in the QDs having the dominant size in the array.
Therefore, the intersubband transition energies derived from
the IR experiments decrease with temperature in accordance
with decreasing interband transition energies of QDs.

In conclusion, resonant Raman scattering by intersubband
CDEs and SDEs in self-assembled InAs/AlAs QDs was ob-
served. The energy positions of the Raman peaks attributed
to these excitations are shifted towards higher energy with in-
creasing temperature due to size-selective Raman scattering.
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High-density InSb/InAs quantum dots grown by liquid-phase epitaxy
for the mid-ir spectral range 3–4 µm
K. D. Moiseev, Ya. A. Parkhomenko, M. P. Mikhailova, A. V. Ankudinov, S. S. Kizhaev, E. V. Gushchina,
A. S. Vlasov, E. V. Ivanov, D. A. Razumovsky, N. A. Bert, A. N. Titkov and Yu. P.Yakovlev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We report first results on structural and optical properties of the InSb quantum dots (QDs) grown on InAs(100)
substrate by liquid-phase epitaxy. Characterization of InSb/InAs QDs was performed using atomic force microscopy (AFM)
and transmission electron microscopy (TEM) methods. Two types of self-assembled, small and large, QDs were observed.
The uniform small QDs with high density (0.7−1.9× 1010 cm−2) with dimensions of 3–5 nm in height and 11–13 nm in
diameter were obtained in the temperature range T = 420−445 ◦C. The large QDs with dimensions of 12–14 nm in height
and 25–30 nm in diameter appear to be at a much lower density (5×108 cm−2). The density, the form and the size of the
strain-induced QDs were found to change with growth temperature, supercooling value and cooling rate. Capsulation of
self-assembled InSb QDs by InAs(Sb,P) capping layer was obtained using metal-organic vapour phase epitaxy. The results
of AFM study are well agreed with TEM images. Photoluminescence and electroluminescence from capsulated InSb QDs in
InAs based matrix were observed in the spectral range 3–4µm at T = 77 K.

Introduction

Self-assembled quantum dots (QD) have attended a great in-
terest for both fundamental sciences and potentional applica-
tions due to their unique properties as 0-dimensional nanoob-
jects in the 3D-matrix [1]. Most of investigations was focused
on structural and optical study of InAs/GaAs, InGaAs/GaAs,
InP/GaAs, InAs/InP and InSb/GaSb quantum dots grown main-
ly by molecular beam epitaxy (MBE) or metal-organic vapour
phase epitaxy (MOVPE) [2–5]. The main goal of these stud-
ies was to create QD lasers [1] and photodetectors [6] for the
telecommunication in the spectral range 1.1−1.3 µm. QD
lasers exhibited lower threshold current, operation wavelength
tuning, low-energy consumption and high temperature stabil-
ity. Last years a great attention of researchers was paid to use
quantum dots in biology and medicine [7].

To penetrate in the longwavelength region (λ > 2 µm) it
needs to produce quantum dots based on the narrow-gap semi-
conductors such as InSb and InAsSb that are promising for the
fabrication of emitters and detectors for mid-infrared spectral
range 3−4 µm. However, up to now there are a few works
devoted to the study of such quantum dots grown by MBE
and MOVPE [8–11]. The density of InSb/GaSb, InSb/InP and
InSb/InAs quantum dots did not exceeded 109 cm−2 [11–13].
The liquid phase epitaxy (LPE) method was used for the grow-
ing of InAsSb/InAs and InAs/GaAs quantum dots [14,15]. The
main difficult is to obtain the capsulated InSb QDs using LPE
method. Here we report on the high-density uniform InSb/InAs
QDs grown by the combine technology using LPE and MOVPE
methods to get the structures emitting in the spectral range 3–
4 µm.

Experimental results and discussion

To obtain InSb QDs our experiments were carried out in a hor-
izontal LPE system equipped with a standard slider graphite
boat under H2 flow atmosphere. The growing was made from
indium-enriched melt. Epitaxial growth runs were performed
in the wide temperature range T = 420−450 ◦C [16]. Self-
assembled InSb QDs were grown on InAs (100) substrates ac-
cording with Stranski–Krastanov’s growth model due to the
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Fig. 1. Topography of the surface for MP-3/1 sample with square
1×1 µm2 obtained by contactless AFM method.

lattice mismatch between InSb and InAs as large as 7.2%.

Structural characterization of uncapped InSb/InAs QDs was
made using scanning probe microscopy (SPM) and atomic-
force microscopy (AFM) methods reported elsewhere [17].
The distribution of the QDs samples on the size and the den-
sity was evaluated by AFM method and analyzed by the special
program SPM — Image Magic.

As one can see from Figure 1 there is enough uniform
distribution of nanoobjects on sizes. Small and large QDs
are observed, the resulting structures being generally similar
to those produced by MBE and MOVPE techniques. Small
uniform InSb QDs are characterized by average height H =
3.4± 1.2 nm and average diameter R = 13.2± 3.5 nm, num-
ber of objects in the field of view was N = 102 which cor-
responds to average density n = 1010 cm−2. The large QDs
with dimensions of 12–14 nm in height and 25–30 nm in di-
ameter appear to be at a much lower density (∼ 5×108 cm−2).
The density of the small QDs were found to increase from
0.7×1010 to 1.9×1010 cm−2 with growth temperature decreas-
ing from 445 down 420 ◦C. High-density small dots should be
self-assembled and dislocation-free, whereas the larger dots
may contain defects that help to consume the residual strain.
Therefore LPE method allows to get more density of QDs in
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Fig. 2. Dark-field electron micrograph of cross-section sample per-
formed in 〈220〉 direction. Substrate-layer interface can be ascribed
to the fine dark line. Dark contrast spots at the interface represent
InSb QDs.
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Fig. 3. PL spectra from the capsulated InSb QDs (solid line) and
InAs substrate (dot line) measured at T = 77 K.

comparison with MBE and MOVPE [9,12]. From these results
we can conclude that we have successfully grown InSb QDs
on the InAs substrate by LPE method.

Capping of the InSb QDs by InAs0.85Sb0.05P0.1 epilayer latti-
ce-matched with InAs substrate was performed using MOVPE
method. The cap layer with thickness of about 0.5 µm was
grown at T = 500 ◦C. Trimethylindium (TMIn), maintained at
10 ◦C, phosphine (PH3) and arsine (AsH3) were used as sources
of indium, phosphorus and arsenic, respectively. Growth was
performed at V/III ratio of 120.

Cross-section transmission electron microscopy (TEM) was
used to identify capsulated InSb QDs after capping by InAsSbP
layer. TEM study was carried out in JEM 2100 instrument at
accelerating voltage 200 kV using both diffraction and high-
resolution modes. Cross-sectional TEM (XTEM) samples we-
re prepared in conventional manner by preliminary mechanical
grinding-polishing followed by 4 keV Ar+ ion milling.

XTEM observations demonstrated small (nanometer-sized)
inclusions situated at InAs/InAsSbP substrate-layer interface
(Fig. 2). Two types of inclusions can be seen in the image:
(i) globular-like ones with a characteristic size of around 6–
7 nm; (ii) larger inclusions with a height of about 6 nm and
lateral size 10–15 nm. It is important to notice that in addition
to pyramidal shape QDs lens-like shaped ones were also ob-
served. High-resolution image of such a large inclusion pro-
vides some evidence of dome-like shape of large inclusions.
Sizes for small InSb QDs were evaluated as 5.37 nm and their
length as 6.45 nm. These data are in good agreement withAFM
results. Although some dislocations and stacking faults were
observed in the epitaxial layer no extended defects associated
with inclusions were found.

Photoluminescence from capsulated InSb QDs was mea-
sured at T = 77 K. Nd:YAG laser operating on second order
harmonic (λ = 535 nm) with output power 200–240 mW was
used for pumping. Incident light was focused in the spot with
lateral sizes 100×200 2. PL spectra were recorded by 1/4 m

monochromator using a PbSe detector and Lock-in amplifier.
PL spectrum of the capsulated InSb/InAs QDs exhibited three
pronounced emission bands in the mid-infrared spectral range
(Fig. 3). Maximum of the emission band at hν = 390 meV
(FWHM = 12 meV) for the QDs sample and substrate relates
to radiation transitions in the bulk InAs. We suppose that the
longwavelength band at hν = 366 meV (FWHM = 19 meV)
can be ascribed to the InSb quantum dots, whereas the short-
wavelength one at hν = 427 meV is from InAsSbP capping
layer. This result agrees with our electroluminescence data
where intensive emission was observed at T = 77 K in the
spectral range 3–4µm.

Conclusions

In conclusion we would like to notice that we obtained high-
density (∼ 1010 cm−2) InSb/InAs uniform QDs with parame-
ters better than it was obtained by MBE and MOVPE methods.
The advantage of the proposed LPE technology method is sim-
plicity and low cost of technological processes as well as low
defects concentration in contrary to other growth methods. It is
important for mass production of mid-ir semiconductor opto-
electronic devices on the base of quantum dot nanostructures.
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Finger-print of the Auger recombination process
in semiconductor InAs/GaAs quantum dots
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Abstract. We present the results of the detailed investigations of the directly estimated Auger recombination time
dependence on the size of semiconductor quantum dots. The internal quantum efficiency and the lifetime of nonequilibrium
charge carriers in semiconductor InAs/GaAs quantum dots at different levels of excitation have been investigated
experimentally and theoretically. It is shown, that depending on excitation level non-radiative Auger recombination can play
a significant role in recombination processes in quantum dots.

Introduction

By virtue of strong carrier localization in quantum dots (QDs),
arrays of QDs represent an ideal system for theAuger processes
(AP) realization. Theoretical investigations of AP in QD het-
erostructures have been provided earlier [1,2]. Recently also in
experimental papers devoted to the QD’s laser diodes investi-
gations appears calculations denotes on necessity of the Auger
recombination being taken into account [3,4]. For the detailed
investigation of AP influence on QD’s luminescence character-
istics we have performed the measurements of carriers lifetime
in QDs and photoluminescence quantum efficiency at different
level of excitation in wide temperature range.

1. Experimental

InAs QD single layer arrays were grown simultaneously in
the same process using the Stransky–Krastanow method using
molecular beam epitaxy (MBE) on an exactly oriented GaAs
(001) substrate (sample A) and on substrates intentionally mis-
oriented by 2, 4 and 6 degrees to the [010] direction (sam-
ples B, C and D, respectively). The average thickness of the
InAs layer was 2.9 monolayer (ML). The InAs QD growth
temperature was 470 ◦C and the III/V element flux ratio was 2.
The InAs QD array was confined by GaAs barriers (20 nm)
surrounded by 250 nm thick AlAs/GaAs graded band-gap su-
perlattices and by Al0.7Ga0.3As cladding layers (200 nm). The
structure was completed by GaAs cap layer (5 nm). Appli-
cation of the misoriented substrates allows us to grow in the
same epitaxy process a set of the samples with different aver-
age size of quantum dots. The size of the QDs was calculated
from atomic force microscopy (AFM)images and was found in
range of 15–30 nm in lateral size and 1.4–3 nm in height.

Steady state photoluminescent (PL) measurements were
performed with an Ar+ ion laser (λ = 514.5 nm) in wide
excitation energy range. Detailed description of the time-
resolved photoluminescence (TRPL) measurements is presen-
ted in [5,6]. TRPL measurements of the ground state (GS) QD
emission were performed in wide incident energy range (0.7–
47 000 pJ cm−2). Narrow band pass filters (few nanometres
width) were used to spectrally discriminate the luminescence
signal. Measurements were performed at the maximum of the
PL spectra, which corresponds to the carrier recombination via
the ground state.
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Fig. 1. Carriers life-time dependence of the incident power density.
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Fig. 2. Internal quantum efficiency dependence on the incident
power density. Triangles T = 77K, squares T = 5 K.

2. Results and discussion

Dependences of the lifetime of the non-equilibrium carriers
and internal quantum efficiency on the incident power density
for the sample C at the temperatures 5 and 77 K are shown in
Fig. 1 and Fig. 2, respectively.

The dependence of the internal quantum efficiency on the
incident power density at the T = 77 K turned out to be qualita-
tively close to the same dependence measured at the T = 5 K.
At the small concentrations of injected carriers (in contrast to
theT = 5 K, where the value of the internal quantum efficiency
is practically equal to 100% and the decreasing is due the band
filling effect [7]) internal quantum efficiency increases with
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the incident power density increasing. At the injected carriers
concentrations closed to the filling of the ground state the inter-
nal quantum efficiency achieves the value of 100% whereupon
it starts to decrease. This decreasing is more abrupt than at
T = 5 K and cannot be explained only by ground state filling
effect [7]. At the same time there is a great difference in carrier
life-time versus incident power density dependences measured
at T = 5 K and T = 77 K.

The value of the charge carriers life-time τ and the internal
quantum efficiency η are bounded with radiative/non-radiative
charge carriers life-times by the following equations:

τ−1 = τ−1
RR + τ−1

NR , η = τ−1
RR

τ−1
RR + τ−1

NR

, (1)

where τRR — radiative charge carriers life-time and τNR —
non-radiative charge carriers life-time. Using experimental in-
ternal quantum efficiency and life-time dependencies on the
injected carriers concentration (η(n) and τ(n)) we can obtain
the dependencies of the radiative/non-radiative life-times on
the incident power density τRR(n) and τNR(n), correspond-
ingly. Those dependencies are presented in the Fig. 3. As it
can be seen in the Fig. 3 the radiative life-time stays practically
constant while non-radiative lifetime one has pronounced max-
imum near the ground state filling of the quantum dots. The
first part of the dependence — increasing of the non-radiative
life-time is due to the saturation of the Shokley–Reed non-
radiative recombination channel and the following decreasing
is the evidence of the new non-radiative channel turning on. It
is necessary to point out the fact that those experiments allow
us to measure the time of the non-radiative recombination pro-
cess. As it can be seen the turning on of the new non-radiative
channel occurs while temperature changes from 5 up to 77 K.
Additionally performed experiments (for example, constancy
of the internal quantum efficiency and FWHM of the PL spec-
tra from the ground state up to 100 K and so on) allow us to
exclude the influence of the thermal escape of the charge car-
riers from the ground state. We supposed that predicted earlier
Auger non-radiative recombination [1, 2] is the reason of the
internal quantum efficiency decreasing at the ground state fill-
ing. Measurements of the samples with different average size
of quantum dots allowed us to find out the experimental de-
pendence of the time of this new non-radiative process on the
average size of quantum dots. This dependence is shown in the
Fig. 4. Theoretically calculated dependence of Auger recom-
bination time on the size of quantum dot is also presented in
the Fig. 4. As it can be seen those dependencies have qualita-
tive similarity and it is necessary to mention that in QD’s only
Auger recombination process has such dependence on quantum
dot size. In our previous theoretical work it has been shown
that such character of the behavior of the recombination rate
on the quantum dot size dependence explained by the increas-
ing of the electron-hole overlap integral on the first part and
by decreasing of the electron localization in QD on the second
part. This is the reason why we can declare that decreasing
of the internal quantum efficiency at the filling of the ground
state in quantum dots is caused by Auger recombination. It is
necessary to point out the high efficiency of this non-radiative
channel — the time of the non radiative Auger recombination
process is in the range of nanoseconds (2–6 ns) and is compa-
rable with time of radiative recombination.
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dependencies of the incident power density.
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dependencies on the quantum dot size.

3. Conclusions

Internal quantum efficiency and the carriers life-time in the
ground state of InAs/GaAs quantum dots arrays with different
average size in the wide excitation range have been investi-
gated. It was shown that at the high excitation levels Auger
process has a significant influence on the charge carriers life-
time. For the quantum dots with the average height of about
20–30 A the time of Auger recombination in quantum dots is
comparable with the time of radiative recombination.
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Abstract. Photoluminescence of single doubly charged CdSe/ZnSe/ZnMnSe quantum dots (QDs) with various magnitude
of sp-d exchange interaction of QD carriers and Mn ions has been investigated in magnetic fields up to 6 T. The fine energy
structure of doubly charged exciton in the QD has been determined and the effect of interaction with Mn ions on Zeeman
splitting and spin relaxation has been investigated in detail.

Introduction

Semiconductor quantum dots (QD) are artificial atoms whose
properties are determined by their solid-state environment [1].
To manipulate the charge and spin of an exciton confined to a
QD, it is necessary to clarify the effect of the Coulomb interac-
tions between electrons and holes. In particular, the exchange
interaction between electrons (e) and holes (h) determines the
polarization and entanglement of the emitted photons [2]. In
the case of exciton in a neutral QD, the e-h exchange interac-
tion splits the exciton state into states with total spin J = 1
and 2. Only the states with J = 1 can emit a photon as a con-
sequence of the selection rules. The e-h exchange interaction
of a QD exciton has typically been measured by breaking the
symmetry, either with a strong magnetic field or with a highly
anisotropic strain field, mixing the bright and dark states. In
the case of a doubly charged exciton, the e-h exchange inter-
action also splits the exciton into a few states, but unlike the
case of a neutral exciton, all states are now bright. That helps
one to extract the parameters of the exchange interactions be-
tween the hole in the ground shell and the electron in the second
shell from the photoluminescence (PL) spectra. An addition
of Mn ions into the barrier layer close to the QD allows one
to control the spin relaxation in the exciton complex and de-
termine the fine structure of the doubly charged QD exciton.
On the other hand, the strong sp-d exchange interaction of QD
carriers with Mn ion spins can result in a qualitative change
of the exciton level structure. To keep the sp-d exchange in-
teraction weak, an intermediate nonmagnetic ZnSe barrier has
been placed between the nonmagnetic CdSe QD and diluted
magnetic semiconductor (DMS) barrier ZnMnSe.

1. Experiment and results

A sample with CdSe QDs in Zn0.89Mn0.11Se barriers was
grown by molecular beam epitaxy. Additional non-magnetic
1.75 nm thick ZnSe layers were placed on both sides of the
QD. Chemical etching was used to achieve spatial resolution
sufficient to study single QDs.

Experiments were carried out in superfluid liquid helium
at T = 1.8 K. PL was excited by UV emission of a HeCd
laser with intensity J ≈ 35 W/cm2 and collected in the direc-
tion normal to the sample surface. The spectra were analyzed
using 0.6 m single monochromator with a CCD camera. Mag-
netic field up to 6 T was applied either perpendicular (Faraday
geometry) or parallel (Voigt geometry) to the sample surface.

PL spectra from one of the single QDs are shown in Fig. 1.
Without external magnetic field, the spectrum consists of two

σ+ σ−

2.292 2.294 2.296
Energy (eV)

PL
 in

te
ns

ity
 (

ar
b.

 u
ni

ts
)

6 T

3 T

2 T

1 T

0 T

0 T

1 T

2 T
3 T

4 T

6 T

6 T, B Oy||

Fa
ra

da
y 

ge
om

et
ry

V
oi

gt
 g

eo
m

et
ry

, B
O

x
||

πx

πy

Fig. 1. Magneto-PL spectra of a doubly-charged QD. The spectra are
recorded in two circular polarizations σ+, σ− in Faraday geometry
and in two linear polarizationsπx ,πy inVoigt geometry (Ox ‖ [110],
Oy ‖ [11̄0]). Magnetic field is directed along Ox axis in range 0–
6 T, additional spectra for B = 6 T along Oy are shown.

lines with splitting δ0=1.1 meV and spectral widths∼0.7 meV.
Measurements performed in linear polarization showed how-
ever, that δ0 varies slightly with an analyzer angle. Amplitude
of this variation was found to be δ1 ≈ 150 µeV, with extremal
directions corresponding to [110] and [11̄0] crystallographic
axes. This fact suggests that both lines have a doublet struc-
ture with splitting ≤ δ1. For different investigated QDs δ0 and
δ1 are in range 0.2−1.7 meV and 60−180 µeV, respectively.
A relative intensity of a high-energy doublet increases with
temperature, which indicates its origination from an excited
state.

Magnetic field in Faraday geometry increases the splitting
of both doublets. Fig. 1 shows that the intensity of two in-
ner components rapidly decreases until they totally vanish at
B ≈ 3 T. Behavior of spectra in a Voigt geometry is more
complicated. Fine structure of PL lines can’ t be resolved due
to large spectral widths of components caused by fluctuation
of Mn magnetization. In the highest magnetic fields only four
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linearly polarized components are observed.

2. Discussion

Fine structure of PL from QDs presented above is inconsistent
with that of neutral and single-charged QDs [2]. To explain
it we assume that emission comes from QDs with two excess
electrons X2−. They are permanently trapped in the QD due
to background n-type doping of the sample and form a singlet
state. When e-h pair is localized in the doubly charged QD the
third electron occupies an excited (second) shell due to Pauli
principle. E-h exchange interaction appears only between the
hole and electron with unpaired spins in the second shell. Thus
the initial state of X2− should resemble that of neutral exciton
with a main e-h exchange splitting between the states with
J = 1 and 2. When the hole recombines with one of electrons
in the first shell two electrons remain in excited state that is
split by an e-e exchange interaction into a singlet (S = 0) and
triplet (S = 1) ones. It was shown [3] that the singlet state is
well above the triplet one and has a short lifetime resulting in its
strong broadening. Hence, we can attribute two observed lines
with a relatively small splitting δ0 to transitions from doubly
charged exciton states with J = 1 and 2 into the triplet state
of two electrons. Its energy subsequence will be determined
below from magnetic field measurements.

Magnetic field normal to the QD plane splits both initial and
final states of the transition. When Zeeman splitting exceeds
the e-h exchange one, momentum projections become good
quantum numbers and the transitions obey the spin selection
rules. Energy level scheme and allowed optical transitions are
shown in Fig. 2. Zeeman transition energies can be written as:

EJ=1 = −δ0
2
± 1

2

√
δ2

1 + (µ (gh − ge) B)
2 ,

EJ=2 = δ0

2
± 1

2

√
δ2

2 +
(
µ
(
gh − g′e

)
B
)2
,

where gh, ge, g′e are effective g-factors accounting for the
contribution from sp-d exchange interaction of QD carriers
with Mn ion spins, respectively. It follows from the sequence
of σ+ and σ− that ge > 0, g′e > 0 whereas gh < 0 and
|gh| > ge. An opposite sign of gh compared to that in nonmag-
netic CdSe/ZnSe QDs is due to the effect of the p-d exchange
interaction of a QD hole with neighboring Mn2+ ions that gives
a large negative contribution to the hole g-factor [4]. Fitting
gives: |gh| + ge = 6.9, |gh| + g′e = 8.8, so that g′e− ge ≈ 1.9.
We attribute this difference in g-factors to larger contribution
of s-d exchange interaction for excited state, originating from
larger penetration of the electron wave function into semimag-
netic barriers.

As can be seen in Fig. 2, inner spectral components cor-
respond to transitions from X2− with excited electron spin
(dashed lines), while outer ones (solid lines) correspond to
those with the electron in the ground spin state. The vanish-
ing of inner components in a magnetic field suggests that the
electron spin relaxation time τs,e2 is much smaller than exciton
emission time τl . (Time resolved studies at zero magnetic field
give τl ≈ 300 ps.) In contrast, similar intensities of outer Zee-
man components in the whole range of magnetic fields indicate
that the hole spin relaxation rate remains very weak even in the
high magnetic fields.

Analysis of magnetic field dependencies of Zeeman polar-
ized components’ energies using scheme in Fig. 2 shows that
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Fig. 2. Zeeman splitting of energy levels in Faraday geometry. Spin
states are shown for hole (1h) jh = ±3/2, electron in first (1e) and
second (2e) shells se = ±1/2. Optically allowed transitions and
their polarizations are represented by arrows. Dashed arrows corre-
spond to transitions from the states with an electron in the excited
spin state (se = +1/2).

the lowest X2− state has J = 1. That is opposite to the case
of excitons in neutral QDs where the lowest state has J = 2.
The reason for the opposite sign of δ0 is not clear.

Figure 1 shows that the spectra in a Voigt geometry are
more complicated as momentum projections on the growth axis
are no longer good quantum numbers and all transitions are
allowed. In high magnetic fields there remain only four strong
components. These correspond to transitions from two states
of doubly charged QD exciton with an electron in the lowest
spin state and for each of them the hole can recombine with
each of two electrons in the first shell.

3. Conclusions

The fine energy structure of doubly charged exciton in the QD
and the effect of interaction with Mn ions on Zeeman splitting
and spin relaxation have been determined basing on magneto
PL measurements.
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Abstract. In the present work we have studied the optical properties of single GaN/AlN quantum dots (QDs) grown by a
particular MBE mode. Sharp emission lines have been found on the low energy side of a broad photoluminescence (PL)
band originating from the QDs. Most of the PL lines do not shift with the excitation power while a peculiar PL line is
considerably blue-shifted with increasing excitation power. The blue shift is interpreted as being due to local electric fields
induced by charged defects placed in the vicinity of the QD.

Introduction

GaN-based quantum dots (QDs) are promising for applications
in optoelectronic devices such as visible and ultraviolet (UV)
light emitters, and infrared intersubband detectors. Localiza-
tion of carriers into the QDs leads to a reduced internal quan-
tum yield degradation of the light emitters due to a decreasing
nonradiative recombination probability and to a reduced dark
noise of detectors due to a decreasing probability of thermal
ionization of confined charge carriers from the QDs.

Hexagonal GaN QDs are peculiar because of a giant in-
ternal electric field with a strength of several MV/cm, which
is caused by the difference of both the spontaneous and piezo-
electric polarizations between the barrier and the dot materials.
This internal electric field strongly influences the properties of
nitride based QDs, e.g. causing red-shifts of the transition en-
ergy, increasing the recombination carrier time. However, this
field is partly screened by spatially separated excited carriers.
It has been proposed that the screening of the internal elec-
tric field by non-equilibrium carriers causes a giant red-shift
(at about 1 eV) of the photoluminescence (PL) spectrum from
QDs formed in an AlN matrix at varying carrier densities in
QDs [1]. To the best of our knowledge, this energy shift is
the largest known for semiconductors structures. On the other
hand, such a shift may be caused by other reasons, for exam-
ple, a carrier lifetime dependent on the QDs size or by states
filling. The uncertainty in the value of internal polarization
field, its inhomogeneity, and nonuniformity of QDs make ex-
perimental investigations of screening effects in QDs difficult.
Microphotoluminescence (µ-PL) spectroscopy is accordingly
an important tool to reduce the number of QDs involved during
an experiment and hence the effect of the size distribution.

1. Experimental

In the present work, we have studied the optical properties of
GaN/AlN QDs grown by a particular MBE mode. Recently, we
reported that self-organized GaN/AlN QDs could form with-
out wetting layer at relatively low growth temperatures [2]. We
have grown samples on sapphire (0001) substrates with a sin-
gle layer of GaN QDs to decrease the volume probed in µ-PL
experiments. The typical dot density measured by high resolu-
tion transmission electron microscopy is a few 1011 cm−2. The
mean height of the QDs is 1.3–0.2 nm and the mean aspect ratio
(height/diameter) is about 1/3. The excitation of the µ-PL was
carried out using a Nd:YAG laser with a wavelength of 266 nm

(4.66 eV), i.e. a photon energy between the GaN (3.5 eV) and
AlN (6.2 eV) band gaps. The laser spot was about 1.5 mm in
diameter. The excitation power and sample temperature were
varied. The µ-PL signal was detected by a liquid-nitrogen
cooled UV-enhanced CCD camera.

2. Experimental results and discussion

PL spectra of our QDs samples contain a bright UV band,
which position varies in the range of 3.3–4.0 eV with variation
of the QDs size. A typical value of full width at half max-
imum (FWHM) of this PL band was about 400 meV. On the
low energy side of this PL band, sharp emission lines have been
observed. FWHM of these PL lines is less than 10 meV. With
increasing temperatures, the narrow PL lines quench faster than
the main PL band. We suppose that the narrow PL lines can
originate from single QDs with larger sizes, or some strong
localization centers, which have been observed earlier in In-
GaN/GaN QWs and QDs [3]. From the number of single
emission lines which are detected in the illuminated area of
the sample corresponding to the laser spot size the density of
QDs/centers can be deduced to 109 cm−2. Figure 1 shows µ-
PL spectra taken at a temperature of T = 4.5 K for different
excitation powers. It is seen from the figure that most of the
PL lines do not shift with a varying excitation power (up to
four orders of magnitude), while one PL line blue-shifts with
increasing excitation power and vanishes under a neighbor PL
line.

Nevertheless, one particular PL line is blue-shifted by about
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Fig. 1. PL spectra of GaN QDs for different excitation powers (with
background subtracted), mW (bottom-up): 1.5, 2.6, 3.4, 24, 215.
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25 meV with increasing excitation power (from 6× 102 up to
6 × 102 W/cm−2. It is seen from the Figure 2 that the power
dependence for this PL line is not linear. The blue shift can be
caused by local electric fields due to trapping of charge carrier
at neutral defects at a distance of a few nm from the QD/center
responsible for this line. Referring to recent works [5,6], we
estimate that an electric field of strength of 200 kV/cm applied
along the growth axis against the built-in field is needed to shift
the excitonic transition by 25 meV. Such a field can be induced
in the dot by a point charge placed at approximately 2.5 nm
from the QD. A continuous nonlinear power dependence is
consistent with the presence of a few defects located at different
distances from the QD/center.
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Potential of nano structured composites
for room temperature applications
E. Baskin, V. Garber, A. Fayer and N. Shuall
Sirica Corporation, 2 Hatamar St., Yoqneam 20692, Israel

The paper presents theoretical and experimental evidence of
using nanostructures for nanoelectronics applications at room
temperature (RT). These evidence are based on harnessing sta-
tionary non-equilibrium state of free carriers within nano in-
clusions embedded in host material. The concept is based on
three typical time scales for such carriers: (a) energy relaxation
time τε; (b) the time of free carriers transition between neigh-
boring inclusions τtr; and (c) the lifetime of non-equilibrium
carriers inside the inclusions τ . The relations between these
three time scales are governed by the size of the inclusions and
the state of their surface.

If τtr < τ , these inclusions can form percolation clusters
although there is no real geometrical percolation in the system.
For example, this effect may increase the efficiency of solar
cells based on amorphous hydrogenated silicon (a-Si:H) with
nano-scale inclusions of crystalline silicon (c-Si) [1].

If the lifetime of free carriers continuously pumped with
external energy, is shorter than their energy relaxation time
τ � τε (τ < min(τtr, τε)) they can recombine before thermal-
izing. This would result in a “nose-like” steady state energy
distribution of non-equilibrium carriers. The maximum of this
distribution is defined by the pumping energy h̄ωpm and by the
physical properties of the inclusions (i.e. bandgap energy Ein

G ,
free carriers effective mass m∗). The high-energy tail of this
distribution has typical scale Teff which is lower than the lat-
tice temperature TL. This type of distribution can be used for
detecting infra-red radiation at RT [2].
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The exiton potoluminescence spectrum of multilayer planarly
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Abstract. Photoluminescence spectra of InAs/GaAs quantum dot at T = 77−300 K were studied in the hydrostatic pressure
range 0–20 kbar. The samples under study were grown by the molecular beam epitaxy method and were formed by 10
layers of InAs quantum dots separated by 7.5 nm GaAs spacer layers. The baric coefficients were found.

Introduction

Systems of self-assembled InAs quantum dots (QD’s) have
been intensively studied in recent years. Of special interest are
the heterostructures involving the massive of planar and verti-
cal bounded QDs. Planar and vertical bounded QDs structures
are new quantum mechanical objects, that have considerable
pramice for optoelectronics. Planar and vertical bounded QDs
contains of 2 types species: i) the columns of QDs in contact
with wetting layer (CQD), whose sizes increase monotonously
in direction of growth axis with layer number and ii) QDs of
large sizes, which are not closed by spacer layer and envelop
next layers-associated (AQD). In [1,2] the dependence of baric
coefficient (BC) on energy for two-dimensional massive of
QDs was found out. The analogous anomalies of BC were
found out in photoluminescence (PL) spectra of multiplayer
structures with different distances between layers and in the
transitions to ground states of quantum molecules [3].

In present papers the results of investigation of planar and
vertical bounded QDs structures with maximum size for used
method of synthesis and respectively with minimum energies
of transitions to ground states are gives.

1. Experimental

The samples ware grown by MBE method and contained 10
layers of InAs QDs separated by 7.5 nm thin GaAs spaces
layers [4]. Measurement ware performed at T = 77 K in
the energy range 1.0–1.4 eV and hydrostatic pressure (P ) was
applied up to 16 kbar. The PL spectrum at P = 0 consists of
wide slightly structured band (90–1300 meV) with maximum
1009 meV. As P increases the short-waved shift of the band is
observed and its structure changes. Temperature increase gives
rises to the band displacement of PL band to low-energy side.
At T > 200 K the emission of short waved wing disappears
completely. In Figs. 1 and 2, two series of PL spectra at P = 0
and 15.5 kbar at 77–300 K are given.

On the basic of analysis of PL spectra at different tem-
peratures the separation of spectra into components (L1, L2,
L3, L4 lines) has been performed and dependences of spec-
tral position of their maximum on applied hydrostatic pres-
sure have been constructed. Their baric coefficients (BC),
BC(L1) = 5.24 meV/kbar, BC(L2) = 5.38 meV/kbar, BC(L3)

T = 77 K
PL

 in
te

ns
ity

 (
ar

b.
 u

ni
ts

)

900 1000 1100 1200 1300
E (meV)

L1
L2

L3
L4

P = 0 kbar

100 K
150 K
160 K

170 K
180
190
200
210
220
225
228
230

240
250
260

270
280

300

K
K
K
K
K
K
K
K

K
K
K

K
K

K

Fig. 1. The temperature dependences of PL spectra at P = 0 kbar
at 77–300 K.

= 4.68 meV/kbar, BC(L4) = 6.1 meV/kbar, have been defined.
A correlation has been obtained between the results and date
measured previously (Fig. 3). BC of L1 and L2 lines are well
within the linear dependency BC(E); BC of L3 and L4 lines de-
part very appreciably from this dependence. It was supposed
formerly that BC anomalies are due to internal strain in QD
and barrier, resulting in an additional contribution to the tran-
sition energy. The value of this contribution is proportional to
total energy in the range of wave function localization. The ex-
ternal hydrostatic pressure decreases the range of localization
owing to lattice constants decrease and as a result decreases the
additional contribution to the energy in strained QD and conse-
quently values of the transition energy and BC. Evidently the
value of the additional has to be more and the value of BC is
less for the QD of lager size. The calculations carried out by
G. G. Zegrya, R. M. Peleschak and O. O. Dankiv with regard
to deformation effects the model of InAs QD confirmed into
InAs/GaAs heterostructures was constructed in framework of
with the dependence of BC on sizes R0 was calculated.
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for QDs on vicinal QD1, QD2 and IQD [1], singular [2] surfaces and
planar and vertical bounded QDs L1,L2,L3,L4. The upper line is
the numerous calculations carried out for QD with energy transition
to ground state 1.2–1.3 eV.

The numerous calculations carried out for QD with energy
transition to ground state 1.2–1.3 eV were found to be in good
agreement with character of dependence of BC on sizes, the
experimental and calculated corves have similar slopes. The
same unusual energy dependence of BC on energy in multilayer
(2 and 10 layers) allow to suppose that the BC(E) is connected
with the distribution of tensions in plane layers on which two-
dimensional massives of QD are formed. Such supposition
explains the lack of deviation from dependences BC(E) ob-
tained previously for 2 layer massive, for the planar ordering
of QDs proposes the change of character of distribution of in-
ternal tensions in direction of growth axis compared to that in
isolated QDs. The good agreement between experimental and
calculated values of BC of L2 allows to interpret this eviation
of BK value in L4 from the BK(E) dependence is due to the dif-
ference of QD form from the typical for isolated QDs form —
proper pyramid in which a height is equal to half a base side.
The increase of geometric sizes of QD both in plane of layer
and in the direction perpendicular to it as a number of layers
increases is typical for manylayer structures. This results in the
relative decrease of pyramid height in comparison with its base
side. At same value of BK the energy of transition to ground
state increases.

2. Conclusions

The investigation of temperature and baric dependences of
PL spectra allowed to divide the complex band into compo-
nents — L1–L4 lines and to measure their BC. The following
conclusions was drawn: baric coefficient in QD do not co-
incide with those in bulk InAs (11.6 meV/kbar) and in bulk
GaAs (10.4 meV/kbar) — their values are found to be ap-
proximately half as much as those expectancy (5.23 meV/kbar,
5.28 meV/kbar, 4.68 meV/kbar and 6.1 meV/kbar for lines L1,
L2, L3 and L4. These results confirmed the anomalous depen-
dence of one of fundamental characteristics of matter on the
wavelength of observation.
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Abstract. Cyclotron resonance in InAs/AlSb quantum well heterostructures in quantizing magnetic fields up to 13 T under
visible light illumination was studied for the first time. In the sample grown on GaSb buffer the transition energies between
the lowest Landau levels are shown to depend on electron concentration. Additional cyclotron resonance line splitting
resulted from the polaron effect was found.

Introduction

InAs/AlSb quantum well (QW) heterostructures exhibit a num-
ber of remarkable properties such as high electron mobility (up
to 9 × 105 cm2/V s at T = 4.2 K [1]), low electron effective
mass (0.03m0) and large electron effective g∗-factor [2] that
makes them promising for various electronic, optoelectronic
and spintronic devices. Cyclotron resonance (CR) is an effec-
tive tool for studying both the conduction band nonparabolicity
and the spin-related phenomena [3–7]. In this paper we present
results of CR measurements in InAs/AlSb QWs in magnetic
fields up to 13 T, the illumination with visible light being used
to change the electron concentration in QW due to the negative
persistent photoconductivity (NPPC) effect [8].

1. Experimental

InAs/AlSb heterostructures under study were grown by MBE
technique on semi-insulating GaAs(100) substrates on thick
metamorphic AlSb (or GaSb in the case of B824 sample) layer
followed by a ten-period smoothing GaSb/AlSb super-latti-
ce [2]. The active part of the structure consists of a lower AlSb
barrier 12 nm wide, an InAs QW with a nominal thick-ness of
15 nm, an upper AlSb barrier 30 to 40 nm wide and a GaSb
cap layer 6 nm wide. CR spectra were measured with Bruker
113V FT spectrometer. We used square samples with an area
5.5 mm2 with two strip ohmic contacts for magnetoresistance
measurements. The samples were mounted in the light-pipe
insert in the liquid helium cryostat in the center of supercon-
ducting solenoid, the sample can be illuminated either by blue
LED or by green light via optical fiber. In our setup we have
to illuminate the sample with visible light permanently to de-
crease the electron concentration due to NPPC effect probably
because of parasitic IR background. All measurements were
carried out at T = 2 K. The radiation transmitted through the
structure was detected with a Si composite bolometer. Trans-
mission signals measured in magnetic fields were normalized
to that measured in the absence of the magnetic field. The
two-terminal magnetoresistance of the samples was recorded
to determine the two-dimensional (2D) electron concentration
before and after illumination.
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Fig. 1. CR spectra in the sample A692 (ns = 7.1 × 1011 cm−2)
measured at different magnetic fields (the field values in Tesla are
given below the curves). Arrows indicate integer values of the LL
filling factor ν.

2. Theory

To calculate Landau levels (LLs) in rectangular InAs/AlSb QW
we used 8-band Kane model [9] accounting the deformation
terms and electron magnetic moment interaction with the mag-
netic field [10]. The calculations were performed using the
transfer matrix technique neglecting in the Hamiltonian the
terms proportional to the square of the hole wavevector. The
InAs lattice constant in the plane of the structure was assumed
to be equal to that of AlSb or GaSb. Also we calculated LLs
for the self-consistent QW profile (cf. [11]). We found that the
band bending as well as deformation term practically does not
affect LLs spectra in the 1st subband, but significantly changes
the intersubband spacing that is to be taken into account for
doped samples (cf. [7]).

3. Results and discussion

The measured CR spectra in the sample A692 are given in
Fig. 1. It is clearly seen that a marked CR line splitting is
observed at the integer values of LL filling factor ν = 4, 5, 7
that is a typical (m∗ and (g∗ CR line splitting in quantizing
magnetic fields at odd and even ν respectively (cf. [3–5]). The
measured CR line energies as well as calculated transition en-
ergies between the lowest LLs versus the magnetic field are
presented in Fig. 2. It’s clearly seen that in magnetic fields
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Fig. 2. Spectral positions of the observed CR lines in differ-
ent InAs/AlSb samples with the dark electron concentration about
7.1 × 1011 cm−2 (symbols) versus the magnetic field (“il” means
measurements under illumination with visible light). Lines corre-
spond to calculated CR transitions between the lowest LLs pairs.
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Fig. 3. CR spectra in the samples A839 (a) and B824 (b) before
(upper curves) and under (lower curves) illumination by blue LED
(magnetic field values in Tesla are given below the curves).

up to 9 T the experimental data (before the illumination with
visible light) are in a good agreement with calculations results
for most of the samples. In the magnetic fields up to 6 T the CR
absorption results from 2 → 3 transitions, at higher fields up to
9 T 1 → 2 ones dominate and over 11 T we observe the 0 → 1
transitions from two lowest spin-split LLs. Some systematic
discrepancies between measured and calculated line positions
could result from a deviations of the actual InAs QW width
form its nominal value of 15 nm.

Fig. 3 illustrates the effect of illumination by blue LED on
CR spectra in the samples A839 & B824 in ultra quantum limit
(0 → 1 transitions). In the dark 2D electron concentrations
in these samples were 7.0 × 1011 cm−2 and 6.8× 1011 cm−2

respectively. Under the illumination it was 3.5×1011 cm−2 in
both samples. Before the illumination in the magnetic fields of
Fig. 3 12 to 13 T the LL filling factor ν is a little bit over 2 and
two CR lines corresponding 0 → 1 transitions from two lowest
spin-split LLs are observed (see insert in Fig. 2, cf. [5]). Under
the illumination the concentration decreases 2 times (ν ∼ 1)
and the upper (spin down) 0th LL is practically depopulated. So
only spin-up 0 → 1 transition is observed. In the sample A839
its spectral position is just the same as in the dark. However in
the sample B824 it shifts by 15 cm−1 to the higher energy (and
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Fig. 4. CR spectra in the sampleA693 under permanent illumination
by green light (ns = 5.6×1011 cm−2; magnetic field values in Tesla
are given below the curves). It’s clearly seen that 3 absorption lines
present in the 8 T spectrum.

its position now coinsides with that in the sample A839). The
only apparent reason of such a varied behavior is the different
buffer layers: AlSb in the sample A839 and GaSb B824 one.
Evidently, this problem requires further studies.

In the sample A693 under green light illumination in mag-
netic fields in between 7.5 and 8.5 T (ν ∼ 3) we observed an
additional splitting of the CR line — Fig. 4 (cf. [12]). In other
samples in this spectral range we observed a marked CR line
broadening. The initial CR line splitting (e.g. at 7.5 and 8.5 T
in Fig. 4) into two lines at ν ∼ 3 ((m∗ splitting) results from
the difference in the energies of 0 → 1 and 1 → 2 transitions
due to the conduction band nonparabolicity. The additional
splitting seems to result from the polaron effect (electron-LO
phonon interaction) that is observed near the photon energy
227 cm−1. This value is less than LO-phonon energy in InAs
243 cm−1 and is close to the TO-phonon energy 217 cm−1 that
is attributed to the strong screening effects of 2D electron gas
(cf. [4]).
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Photoelectric properties of heterostructures with multylayer
self-assembled InAs/AlAs QDs
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Abstract. Effect of an electric field applied along the growth direction of the structure on photoluminescence (PL) and
photoconductivity (PC) of multiplayer structure with InAs/AlAs QDs was studied. Bands relating to transitions at QDs,
spacer layers of AlAs and buffer layer of GaAs was observed in PC spectra at spectral region of 500–800 nm. An oscillation
of PL intensity along the spectrum connected with Franz–Keldysh effect in cap GaAs layer was observed under electric field
of 30 kV/cm.

Introduction

Systems of self-assembled InAs quantum dots (QD’s) have
been intensively studied in recent years due to its importance
for fabrication micro- and optoelectronic devices [1]. The most
investigated system with such QD’s is system of InAs QD’s
embedded in GaAs matrix. The system of InAs QD’s embed-
ded in AlAs matrix is very close to the system of InAs/GaAs
QD’s from point of view of the Stranski–Krastanov growth
mode, since AlAs has practically the same lattice constant as
GaAs. However the system of InAs/AlAs QD’s demonstrates
millisecond recombination dynamics and strong no-monotonic
shift of photoluminescence (PL) band with change in excitation
power density the quite different from that of the InAs/GaAs
QD’s system. Recently we explain these differences by feature
of energy levels structure in heterostructure with InAs/AlAs
QDs [2]. In present work, in order to obtain additional infor-
mation about structure of energy levels in heterostructure with
InAs/AlAs QD’s we study photoluminescence and photocon-
ductivity (PC) of this structure under electric field (E ) applied
along growth direction.

1. Experimental

Structure with self-assembled InAs/AlAs QDs was grown by
the molecular beam epitaxy on semi-insulating (001)-oriented
GaAs substrates using a Riber-32P system. The structure con-
sists of five layers of InAs QDs separated by 8 nm thick AlAs
spacer layers. The QD layers were deposited with a nominal
amount of InAs of 2.5 monolayers (ML). A 20 nm GaAs cap
layer was grown on top of the structure in order to prevent ox-
idation of AlAs. In order to apply electric field (0–30 kV/cm)
the samples are pressed to quartz plate covered with translu-
cent contact of SnO2. Backside of the sample was covered
by silver past to form the opposite contact. The radiation of a
He-Cd laser (441.6 nm) was used to excite PL.

2. Results and discussions

PC spectra of the structure with QDs measured at temperatures
of 77 K and 300 K and different strength of E are shown in
Fig. 1. The PC spectra contain several broad bands related
to transitions in: (i) spacer layers of AlAs (in spectral region
>2.2 eV), (ii) wetting layer (hν = 2.1 eV); and (iii) QDs (in
spectral region of 1.4–2 eV).
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Fig. 1. PC spectra of the structure measured at different T and E:
1 — 300 K E — 3 kV/cm; 2 — 300 K, E — 5 kV/cm; 3 — 77 K,
E — 6 kV/cm; 4 — 77 K E — 4 kV/cm; 5 — 77 K, E — 2 kV/cm;
6 — 77 K, E — 0.5 kV/cm.

Two bandsL1 (hν = 1.628 eV) andL2 (hν = 1.764 eV) in
PC spectra have, while the other two L3 (hν = 1.884 eV) and
L4 (hν=1.991 eV) have not the counterparts in the PL spec-
tra. Relative intensity of the bands L3 and L4 increase with
increasing in temperature or with increasing in apply electric
field above 3 kV/cm. Clearly registered signal of PC evidences
that QDs and WLs belonged to different layers are vertically
coupled and form superlattice with mini-bands produced by
states of electrons and holes in QDs. The relatively large in-
tensity of the L1 and L2 bands at low temperature or relatively
small electric field demonstrates that mini-bands formed by
the ground states of electrons and holes in QDs provide larger
conductivity of the carriers than that of excited states. We sup-
pose that this difference in conductivity is a result of change
in QDs size form layer to layer that takes place in multiplayer
structures [3]. The difference in QDs size results in energy
difference of electronic layers for QDs in different layers. This
energy difference increases for excited levels that hamper to
move the carriers across layers via states of the excited levels.
We suppose that the signal related to light absorption in excited
levels of QDs arises due to relaxation of the carries from ex-
cited to ground states of QDs with next transport across layers
via these ground states. The rate of the relaxation increase with
increase in temperature or electric field strength that results in
increase relative intensity bands L3 and L4 connected with ex-
cited states of QDs. Formation of coupled states across layers
of QDs means that shift of the PL line with changing in excita-
tion density observe in Ref. 2 can be explain by redistribution
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Fig. 3. Energy positions of FK oscillation extremums (En) for E
with strength of 30 kV/cm. The points are experimental data, and the
slope of the solid line corresponds toE = 30.2 kV/cm in accordance
with calculation with using a theory from Ref. 4.

of carriers between adjacent QDs not only in plane of the QDs
growth but also between layers.

Fig. 2 shows PL spectra of InAs/AlAs QD’s measured at
77 K with (curve 2) and without (curve 1) applying of E with
strength of 30 kV/cm. We subtract curve 1 form curve 2 and
built differented spectrum depicted in Fig. 2 as curve 3. One
can see that electric field results in decrease of the PL intensity.
Besides, application of the electric field leads to appearance of
an oscillation of PL intensity along the spectrum. We sup-
pose that the oscillation is a result of spectral modulation of
light absorption in cap GaAs layer due to Franz–Keldysh (FK)
effect [4]. In order to test this supposition we calculate absorp-
tion causes by FK effect in layer of GaAs with thickness 20 nm
equals to thickness of cap layer of our structure. Calculated
energy positions of FK oscillation extremumsEn−Eg , where
Eg is a bang gap of the layer and n is number of extremum,
for E with strength of 30 kV/cm are demonstrated Fig. 3. The
slope of the line fitted via experimental data corresponds to
electric field with strength of 30.2 kV/cm in accordance with
calculation with using a theory from Ref. 4. One can see that
the calculated value of E is in good agreement with experi-
mental data.

3. Conclusions

Photoluminescence and photoconductivity at the temperature
of 77 K and 300 K heterostructures with five layers of InAs/
AlAs QDs have been studied. The PC bands related to tran-
sitions in spacer layer of AlAs, wetting layer and QDs have
been observed. We showed that the QDs belonged to different
layers are vertically coupled and that PC bands connected with
QDs results from light absorption at ground and excited levels
of QDs. The oscillation of intensity arises along PL spectra at
application of the electric field explain by modulation of light
absorption in cap GaAs layer due to Franz–Keldysh effect.
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Ferromagnetism and anomalous magnetotransport in GaAs
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Abstract. We report on the transport, magnetotransport and magnetic properties of two type structures: i) with a layer of
InAs quantum dots (QD) embedded in GaAs matrix and ii) with In0.17Ga0.83As quantum well (QW) in GaAs. Both types of
structures were δ-doped by Mn and carbon to provide magnetic properties and enhanced p-type conductivity. The
ferromagnetic phase up to 400 K was detected by SQUID magnetometer. Anomalous Hall-effect and negative
magnetoresistance was observed at low temperatures.

Introduction

Mn-doped GaAs is an attractive diluted magnetic semiconduc-
tor (DMS) for a new spin-based electronics. It has been shown
that the Curie temperature (Tc) in Ga1−xMnxAs can be raised
by increasing the hole concentration as well as Mn concentra-
tion [1]. Although Mn acts as an acceptor in GaAs, the hole
activation ratio is much less than unity and the hole concentra-
tion tends to saturate due to the compensation of Mn acceptors
by the defects [2]. Therefore, some additional doping of ac-
ceptor impurity is needed to achieve a high hole concentration.
One of the method is the molecular beam epitaxy growth of
the GaAs based heterostructures. Such procedure leads to the
value of Tc = 250 K [3].

In the present study we investigated the influence of Mn
delta-doping on magnetic and galvanomagnetic properties of
GaAs structures with InAs quantum dot layer or GaAs/
InxGa1−xAs/GaAs quantum well.

1. Samples and experimental

All samples were prepared with the combined method of MOC-
hydride epitaxy and laser deposition. This method of fabrica-
tion of structures has been published previously [4]. Samples
were grown on GaAs (100) substrate and contain InAs quantum
dot layer, carbon δ-layer (to provide enhanced p-type conduc-
tivity in the quantum dot layer) and laser-deposited Mn layer
separated by GaAs spacers with width d=10 nm. A schematic
diagram of the structure is given in Fig. 1. In InxGa1−xAs quan-
tum well (x ≈ 0.17) with width 10 nm, laser-deposited Mn
layer was separated by d = 3 nm GaAs spacer. The Mn con-
centration controlled by duration time of Mn laser-deposition.
Thus Mn concentration was different in the samples. Temper-
ature dependence of resistance was measured in the tempera-
ture interval of 4.2–300 K, magnetoresistance and Hall effect
for 4.2 ≤ T ≤ 77 K in magnetic fields up to 6 T. Some pa-
rameters of the samples with quantum dot layer are listed in
Table 1 and with quantum well in Table 2. For measurements
of the magnetization in the temperature interval 4.2–400 K in
magnetic fields up to 7 T, a SQUID magnetometer was used.
The measurements were performed by applying the magnetic
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GaAs-cap

GaAs spacer
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10 nm

GaAs spacer 10 nm

GaAs buffer 500 nm

δ-Mn

δ-C

QD layer

Fig. 1. Schematic diagram of GaAs structure with InAs quantum
dot layer.

field parallel to the surface of samples. Temperature depen-
dences of resistance have been measured in the temperature
range 4.2 ≤ T ≤ 300 K. Magnetoresistance and Hall effect
have been measured by a conventional four probe technique in
the temperature range 4.2 ≤ T ≤ 300 K in magnetic field B
up to 6 T applied perpendicular to the sample surface.

2. Results and discussion

All samples had p-type conductivity. When temperature de-
creased sheet resistivity RS samples increased (Fig. 2). In the
temperature range between 50 and 110 K a kink is visible in
RS(T ), which is a characteristic of the ferromagnetic transi-
tion [5]. At T < Tc the spin flip scattering disappears [6],
mobility increases and resistance decreases. This effect results
in a kink for an activation type of the experimental dependence
of RS(T ) as we have observed.

All samples showed ferromagnetism, as indicated by hys-

Table 1. Duration of Mn deposition tMn, Hall density p, Hall mo-
bility µ at T = 300 K and 4.2 K for QD structures.

tMn p (300 K), µ (300 K) p (4.2 K) µ (4.2 K)
No (s) (1012 cm−2) (cm2/V s) (1012 cm−2) (cm2/V s)
612 0 0.3 200 — —
615 0.5 1.7 450 1.8 2580
616 1 3.7 285 1.5 3270
617 2 4.0 330 1.6 490
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Table 2. Duration of Mn deposition tMn, Hall density p, Hall mo-
bility µ at different temperatures for QW structures.

tMn p (300 K) µ (300 K) µ p

No (s) (1012 cm−2) (cm2/V s) (cm2/V s) (1012 cm−2)

415 0 1.8 300 — —
419 2 3.4 450 4670 (4.2 K) 0.35 (4.2 K)
420 4 5.7 190 1930 (77 K) 1.2 (77 K)
417 6 6.8 160 1920 (77 K) 1.4 (77 K)
421 8 7.9 150 95 (16 K) 0.58 (16 K)

teresis loop in the magnetization (all samples studied showed
qualitatively similar magnetic behavior). The hysteresis loops
show clear temperature dependence over the entire range of
temperatures studied for QW samples, as can be seen in Fig. 3
for sample 419. In insert to Fig. 3 we plot magnetization of sat-
uration on temperature. There are different magnetic phases in
the samples, one with Tc about 70 K, others with Tc above room
temperature. The first value of Tc is very typical for hole me-
diated ferromagnetism in Ga1−xMnxAs solid solutions. Next
phase is due to formation of MnAs clusters. The Curie temper-
ature for bulk MnAs is about 315 K. Above this temperature
ferromagnetism survived die to Ga1−xMnx clusters. Tc for
such clusters depends on Mn content and may be as high as
600 K for x = 0.6 [7].

One of the manifestation of the existence of the spin-pola-
rized carriers is the anomalous Hall effect [8]. In investigated
structures anomalous Hall effect appears at the temperature in-
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Fig. 2. Temperature dependence of sheet resistivityRS for QD sam-
ples (arrow marks a kink, see text).
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419 (diamagnetic background was subtracted). Insert shows the
magnetization of saturation as a function of temperature.
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terval 25–80 K. Above 80 K we observed in structures only
ordinary Hall effect in spite of the ferromagnetism in clusters
of MnAs and Ga1−xMnx . Hole mobility in QD samples less
as compared with QW samples due to additional disorder in-
troduced by QD in the conducting layer. But anomalous Hall
effect was observed in the same temperature range, magnetic
properties,RS(T )dependences and magnetoresistance are very
similar.

Magnetoresistance in all samples changes a sign from neg-
ative to positive when temperature increases. In the temper-
ature interval 4.2–30 negative magnetoresistance is observed,
transferring to the positive magnetoresistance. At temperatures
above 30 K it is observed positive magnetoresistance. As an
example in Fig. 4 we plot magnetoresistance of sample 616
at different temperatures. Complicated dependence of resis-
tance on magnetic field may be explained by the contribution
to magnetoresistance spin-dependent scattering of carriers for
two phase sample [9]. In our opinion, the observable experi-
mental facts testify that the presence of the fluctuation poten-
tial in the 2D channel of the structures, formed by QD layer or
quantum well, caused by non- uniform distribution of Mn ions
plays a significant role in the magnetotransport phenomena.
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Anomalous absorption in CdSe/ZnS quantum dots:
the effect of intensity dependent exciton lifetime
V. S. Dneprovskii, D. A. Kabanin, V. L. Lyskovskii, T. Wumaier and E. A. Zhukov
Physics Faculty, Moscow State University, Moscow, Russia

Abstract. We have explained the peculiarities of the observed dependence of colloidal CdSe/ZnS quantum dots’ (QDs’)
absorbtion upon the intensity of input laser pulses in the case of one-photon resonant excitation of 1S3/2(h)→ 1S(e)
exciton optical transition — the linear absorbtion at low intensity is replaced by nonlinear decreasing and then increasing of
absorbtion (!) — by saturation effect (state filling) of two-level system with variable lifetime of the excited state (variable
saturation intensity). The saturation intensity is inverse proportional to the lifetime of the excited state. The lifetime
decreases at high excitation due to Auger nonradiative recombination.

Introduction

Nonlinear effects in quantum dots (QDs) are of great interest
both from their fundamental properties and from their impor-
tant possible applications (optical switches, optical limiters,
saturable absorbers for Q-switched and mode-locked lasers
etc.).

Nonlinear decreasing of absorption in the case of one-pho-
ton resonant excitation of ground exciton transition has been
observed and explained [1] by saturation effect (state filling)
of two-level system with invariable lifetime of the excited state
(invariable saturation intensity). Saturation intensity is inverse
proportional to the lifetime of the excited state [2]. How-
ever, the lifetime of the excited state in semiconductor QDs
depends (!) on the excitation intencity and decreases at high
excitation [3]. Auge nonradiative recombination dominates.
The goal of the work is the investigation of the peculiarities
of nonlinear absorption in colloidal CdSe/ZnS QDs in the case
of resonant excitation of excitons by powerful ultra-short laser
pulses.

Experimental setup

A method of QDs’ nonlinear transmission measurement us-
ing the train of variable intensity picoseconds pulses of mode-
locked Nd3+:YAG-laser has been utilized. QDs were synthe-
sized by organometallic method. The spectra of transmission
and excitation of luminescence (PLE) of CdSe/ZnS QDs col-
loidal solution are presented in Fig. 1. The considerable width
of these spectra is determined by inhomogeneous broaden-
ing as a result of QDs’ size dispersion. The radius of QDs
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Fig. 1. The transmission (a) and photoluminescence excitation (b)
spectra of CdSe/ZnS QDs’ colloidal solution. The energy of the sec-
ond harmonic of Nd3+:YAG-laser photon is pointed by bold arrow.
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Fig. 2. Experimental setup: 1 — mode-locked Nd3+:YAG-laser;
2 — KDP-crystal; 3 — colour filter; 4 — beam splitter; 5 — lens;
6 — optical delay line; 7 — the cell with CdSe/ZnS QDs colloidal
solution; 8 — mirror; 9 — avalanche photodiode; 10 — high speed
oscillograph.

(2.6 ± 0.4 nm) was determined using theoretical results [4].
The density of QDs in colloidal solution was about 1015 cm−3.
The experimental setup is shown in Fig. 2. The second har-
monic of mode-locked Nd3+:YAG-laser (h̄ω = 2.33 eV) was
used for resonant excitation of 1S3/2(h) → 1S1/2(e) exciton
transition of CdSe/ZnS QDs. The measured pulse duration of
single pulses (30 ps) didn’ t vary at least for the first half of the
train. The axial period of pulses in the train was 7 ns. The
energies of transmitted through the sell with colloidal solution
of CdSe/ZnS QDs in toluene pulses and the energies of corre-
sponding exciting pulses were measured simultaneously using
optical delay line (3 ns) and photodiode operated in the linear
regime. The delay time is longer than the measured lifetime of
excited excitons. Photodiode was coupled with fast-acting os-
cillograph. The time-resolution of the system was about 1 ns.
Oscillogram of the trains of transmitted and the part of the
delayed input pulses is shown in Fig. 3.

7 nsI

t

Fig. 3. Oscillogram of the trains of transmitted (pointed by arrows)
and the part of the delayed of input pulses.
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Results

The dependence of CdSe/ZnS QDs’ colloidal solution trans-
mission T ≡ IT /I0 upon the intensity of exciting pulses I0
(Fig. 4) is characterized by the replacing of its increasing by
decreasing followed by a new increasing (parts I, II and III in
Fig. 4). The data (parts I and II) were fit to the simple saturable
absorption (state filling) model [1] with a saturable α and non-
saturable background α0 absorption. But we have taken into
account the dependence of saturation parameter on the chang-
ing relaxation time of the excited state τ . The saturation pa-
rameter Is ∼ 1/τ and at high excitation τ ∼ N−2 ∼ I−2

(N is the number of electron-hole pairs excited in QD) due to
Auger-recombination [3]. Thus

dI

dz
= −α0I − αI

1+ I
Is+γ I 2

. (1)

After integration of (1) one can receive the final equation
for numerical solution:

αd + α

α0 + α ln

(
IT

I0

)
+ α2

γ (α0 + α)2 ·
1√
[(γ )

×
[

arctg

(
IT + α0

2γ (α0+α)√
[(γ )

)
−arctg

(
I0+ α0

2γ (α0+α)√
[(γ )

)]
= 0, (2)

where [(γ ) = Is
γ
− α2

0
4γ 2(α0+α)2 .

Using (2) we have calculated the dependence of CdSe/ZnS
QDs’ colloidal solution transmission T ≡ IT /I0 upon the in-
tensity of exciting pulses I0 and got agreement between the
theory and experimental data, that show the transition from in-
creasing to decreasing of transmission. The arising increasing
of T (I0) in part III may be attributed to the Stark shift of the
exciton absorption band in the charged QDs [5]. In this case
the red shift of the spectra in Fig. 1 leads to the increasing of
transmission.
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Fig. 4. The measured and calculated (using Eq. (2)) dependence
of CdSe/ZnS QDs’ transmission vs the intensity of exciting laser
pulses: γ = 0 (dashed line) and γ = 16 × 10−4 cm2/MW (solid
line); Is = 15 MW/cm2.
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Abstract. Using high spatial resolution and temperature-dependent photoluminescence spectroscopy we studied carrier
localization in GaAs(In,Sb)N quantum wells (QWs) having different structural uniformity (phase separation). We reveal
important role of quantum-dot like composition fluctuation in suppressing of the lateral carrier transport to non-radiative
recombination centers and achieving high emission intensity at room temperature in these QWs.

Introduction

Heterostructures based on GaAs(In,Sb)N alloys having nitro-
gen composition of a few percent are very attractive for long
wavelength emitters. It has been shown using high spatial
resolution near-field photoluminescence that in these dilute ni-
tride materials strongly localized quantum-dot-like composi-
tion fluctuations can exist, arising from nitrogen clustering [1].
In GaAsN and GaInAsN epi-layers with In composition up
to 10%, which have emission energies 1–1.2 µm, such com-
position fluctuations have size ∼ 15 nm, activation energy
∼ 30 meV and density∼ 100µm−3, which implies their spon-
taneouse formation (phase separation) [2]– [4]. For achiev-
ing longer emission wavelengths ∼ 6 nm thick quantum wells
(QWs) with In composition up to 40%, and incorporation of
the antimony, are used. In such QWs a phase separation can
be controlled and very uniform material can be obtained [5].

In the present paper we used high spatial resolution and
temperature dependent photoluminescence (PL) spectroscopy
to study compositional fluctuations and their effect on emission
properties in GaAs(In,Sb)N quantum wells emitting at 1.2–
1.3 nm.

Samples and experimental details

We studied here three GaAs(In,Sb)N QW samples (thickness
d ∼ 6 nm) having nitrogen composition ∼ 1.5% and differ-
ent combinations of In (∼ 30−40%) and Sb (2 and 50%).
The emission wavelengths of these QWs at 300 K (λ300 K)
are ∼ 1.2−1.3 µm. We also used GaAsN (N ∼ 1.5%) QW
(d = 10 nm) and “bulk” layer (d = 100 nm) having λ300 K ∼
1.0 µm. The InAs quantum dots (QDs) structure (λ300 K ∼
1.2 µm) having density 5 × 1010 cm−2 was also used. The

Table 1. GaAs(In,Sb)N samples (N ∼ 1.5%).

Samples In(Sb) % d , nm γ ∗PLLT, meV
GaAsN (MBE) 0(0) 10 16
GaInAsN (MBE) 40(0) 6 25(15)*
GaAsSbN (MOCVD) 0(50) 6 21**
GaInAsSbN (MBE) 40(2) 7 6
GaAsN (MBE) 0(0) 100 15**

* before (after) annealing;
** for high enegry component.
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Fig. 1. Low temperature, high spatial resolution (∼ 400 nm) spectra
of GaAs(In,Sb)N QW and reference GaAsN and InAs QD samples.

GaAsSbN sample was grown by MOCVD, while the rest of
the samples were grown by MBE. The GaInAsN sample was
annealed and measured before (as grown) and after anneal-
ing. The In and Sb compositions, the thickness (d) and a
reduced half-width of photoluminescence (PL) peak at 10 K
(γ ∗PLLT = γPLLT/

√
2) are presented in Table 1. The trans-

mission microscopy measurements reveal very high structural
uniformity of GaInAsSbN QW.

High spatial resolution (HSR) spectra were taken using
NSOM photoluminescence (PL) technique [1] orµ-PL through
metallic apertures having diameters 200–700 nm deposited di-
rectly on the samples using e-beam lithography.

High spatial resolution PL spectra

The HSR PL spectra of all samples including GaInAsN sam-
ple before and after annealing are shown in Fig. 1. Single
QD sharp lines, similar to those observed in reference InAs
QD sample, are clearly seen in bulk and QW GaAsN. Much
weaker QD lines are also observed in GaAsSbN QW. These
lines are related to QDs formed by nitrogen clustering [2–4].
The density of such QDs in estimated from the number of sharp
lines (∼ 1010 cm−2) is comparable to the dot density in InAs
QD sample. These sharp lines are strongly suppressed in In
containing GaInAsN and GaInAsSbN QWs. Instead in these
samples a series of wider (15–25 meV) peaks separated by
∼ 20 and ∼ 40 meV are observed. Only single peak observed
in GaInAsSbN QW, which characterizes its high structurally
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gap (thin curves) for GaAsN structures (a) and GaAs(In,Sb)N
QWs (b and c). For bulk GaAsN and GaAsSbN QW the data for
higher energy peak are presented.

uniformity. In GaInAsN QWs the multiple peaks separated by
∼ 20 meV can be related to the fluctuations of the well thick-
ness. The 40 meV peak separation can be assigned to different
nearest-neighbor In and Ga atoms arrangements [6]. Reducing
the number of peaks indicates higher structural uniformity of
annealed GaInAsN QW.

Carrier localization in temperature dependent PL spectra

Using measurements of PL peak position versus temperature,
presented in Fig. 2 we study effects of QD formation on carrier
localization. For all of the samples so-called S-behavior was
observed. It represents a red temperature shift near some “crit-
ical” temperature T0, ranging from 20 K (for GaInAsSbN) to
120 K (for GaAsSbN and as grown GaInAsN ). The red shift
corresponds to a thermal population of the composition fluctua-
tions forming a band tail. For a Gaussian distribution of a band
tail with dispersion σ 2, the shift of PL peak can be described
by the expressionEPL = E(T )−σ 2/kT , whereE(T ) is a reg-
ular temperature dependence of the band gap (Varshni model)
and σ 2/kT is a Stokes shift [7]. This expression is valid for
nongenerate carrier occupation, which is not fulfilled at low
temperatures. In the case of multiple PL peak (bulk GaAsN
and GaAsSbN QW, see Table 1) the using of the Gaussian dis-
tribution is not straightforward. The fitting of this expression to
experiment (see Fig. 2) in the valid temperature range (T > T0)
allows determine energy dispersion of composition fluctuations
and their Stokes shift(E. As expected we obtained small val-
ues (6 and 15 meV) of σ and (ES for structurally uniform
GaInAsSbN layer and large values (23 and 60 meV) for highly
non-uniform GaAsSbN and as grown GaInAsN QWs. The val-
ues presented in Fig. 2 agree well with related quantity γ ∗PLLT
(see Table 1). For GaInAsSbN and GaInAsN QW the values of
and γ ∗PLLT coincide, which to our opinion confirm the absence
of QD formation in these samples.

Non-radiative recombination in temperature dependent
PL intensity

Figure 3 shows a dependence of the PL peak intensity for
GaInAsN (as grown and annealed), GaAsSbN and GaInAsSbN
QWs and InAs QDs in logarithmic scale versus reciprocal tem-
perature (Ahhrenius scale). The results of the thermal activa-
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Fig. 3. Measured intensity of PL peak position versus tempera-
ture (triangles and squares) and Arrhenius plot fitting (curves) for
GaInAsN, GaAsSbN and GaInAsSbN QWs. Circles experimental
data for reference InAs QD (circles).

tion model fitting [8] and fitting parameters En and Cn (activa-
tion energies and relative scattering rate for n-th non-radiative
recombination channel) are also shown. At room temperature
the strongest intensity have InAs QDs and GaAsSbN QW, hav-
ing nitrogen related QDs. At 10 K the strongest emission have
GaInAsSbN and annealed GaInAsN QWs, which are struc-
turally uniform. These two samples show very strong temper-
ature dependence of the emission intensity, which corresponds
to high density of non-radiative recombination centers of MBE
grown material. More efficient room temperature emission of
samples with QDs indicates the effect of suppressing of the
lateral carrier transport to non-radiative recombination centers
due to strong carrier localization. The efficient low temper-
ature emission of GaInAsSbN and annealed GaInAsN QWs
corresponds to freezing of non-radiative centers, when most of
the material becomes emissive.

Conclusions

Using high spatial resolution photoluminescence (PL) spec-
troscopy and temperature-dependent PL we studied effects of
carrier localization in GaAs(In,Sb)N quantum wells (QWs)
having different structural uniformity (phase separation). We
reveal important role of quantum-dot like composition fluc-
tuation in suppressing of the lateral carrier transport to non-
radiative recombination centers and achieving high emission
intensity at room temperature in these QWs.
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Abstract. We have studied the ensemble averaged and spatially resolved photoluminescence (PL) and PL-excitation (PLE)
spectra of narrow CdTe/ZnTe quantum wells (QW’s). We have shown that the obtained results can be used for
characterization of exciton states and character of energy relaxation in the system. Micro-PL spectra indicate the presence
of Cd-rich dot-like islands. The analysis of the PL and PLE spectra allow us to restore the profiles of CdTe content in the
lateral and growth directions and CdTe concentration within- and between the islands.

We have studied the PL and PLE spectra of MBE-grown CdTe/
ZnTe structure containing seven QW’s (from A to G) with
progressively increasing CdTe content wCdTe (from 1.8 to 12
monolayers (ML)), separated by thick (60 nm) ZnTe barriers.
Transmission electron microscopy has shown that only three
narrowest QW’s (A, B, and C) with wCdTe equal to 1.8, 2.5,
and 4.3 ML were coherently strained [1].

In Fig. 1(a) the PL spectrum of the sample is shown in log-
arithmic scale. Besides the emission from QW’s A, B, and C,
one can see another two PL bands resulting from the recombi-
nation in QW’s D and E. These PL bands are weaker than the
preceding ones by the factor of ∼ 50, and no photolumines-
cence are registered from the more thicker QW’s F and G. This
had been attributed to the increase of non-radiative recombina-
tion due to the defect formation in the process of the structural
relaxation of these QWs [1].

The micro-PL spectra were registered for QW’sA, B, and C.
These spectra shown in Fig. 1(b) give the evidence of highly
inhomogeneous distribution of CdTe over the QW plane result-
ing in the quantum dot formation. Sharp, resolution limited
(< 0.2 meV) lines in recombination spectra of the QW’s indi-
cate the existence of excitons localized in individual quantum
dots.
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Fig. 1. (a) Semi-logarithmic plot of emission spectra of QW’s fromA
to E at T = 2 K and at above ZnTe-barrier excitation. (b) Micro-
PL spectra of QW’s A, B, and C from the 0.5-µ-diameter spot at
T = 7 K and at excitation above ZnTe-barrier.

In order to characterize the averaged parameters of the en-
semble of the islands in CdTe QW’s we have studied its PLE
spectra.The PLE spectra of QW’s A, B, and C for different
detector positions within corresponding PL bands are demon-
strated in Fig. 2 (a–c). The PLE spectra for each of QW’s are
normalized so that to obtain the equal intensity at the excita-
tion energy which is slightly below the exciton transition in the
ZnTe barrier. After such normalization the different PLE spec-
tra for each QW coincide at excitation energies above some
energy EME and show a strong divergence at E < EME. As it
was discussed in Ref. [2,3,4], the point of divergence of PLE
spectra EME can be identified with the exciton mobility edge,
which separates the extended exciton states in the “wetting”
layer from the states localized within quantum dots.

The PLE spectra of states forming the low energy part of
the PL band do not depend on the detector position. This result
shows that the energy dependence of these PLE spectra can be
attributed only to the variation in the absorption of the QW.
Therefore, these PLE spectra can be regarded as the absorption
spectrum of the ensemble of island states.

In Table 1 the main characteristics of optical spectra of the
QW’s under the study are presented.

We have assumed that the distribution of CdTe content
along the growth direction can be described by the function
c(z) ∼ 4/ cosh2(2z/L) like in the CdSe/ZnSe system. This
leads to the potential distribution V (z) = −(EGc(z), where
(EG is the band gap offset. With this potential we have calcu-
lated the dependence of the confinement energy of the heavy

Table 1. Characteristics of quantum wells discussed in the paper:
EPL andEabs are the maximum positions of PL and absorption spec-
tra, EME is position of the mobility edge, cQD and cWL are the esti-
mated CdTe concentration within- and between dots (see text).

wCdTe EPL Eabs EME
QW (ML) (eV) (eV) (eV) cQD cWL

A 1.8 2.250 2.262 2.310 0.23 0.15
B 2.5 2.165 2.188 2.310 0.34 0.15
C 4.3 1.973 2.006 2.152 0.62 0.40
D 6.5 1.864 1.905 — 0.76 —

(estim.)
E 8.6 1.749 1.793 — 0.88 —

(estim.)
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Fig. 2. PL spectra of QW’s A, B, and C. The PLE spectra of these
QW’s are presented in panelsa, b, and c, respectively. PLE spectra of
each QW are given for three different detector positions (at maximum
and the points below and above the maximum where the intensity is
0.5 of that at maximum).

hole exciton on the CdTe concentration in CdTe/ZnTe QWs at
(EG = 0.78 eV for different values of L.

In Fig. 3(a) the observed energies of the absorption peak
Eabs in the PLE spectra in various QW’s are plotted as func-
tions of the amount of deposited CdTewCdTe. These values are
compared with the theoretical curve giving the energy position
of the ground state of the heavy-hole exciton in a single QW.
The latter was calculated at the assumtion that the well widthL
do not depend on the amount of CdTe deposited. This assump-
tion is based on the results obtained by high resolution trans-
mission electron microscopy of narrow CdSe/ZnSe QW’s [5].
The experimental results for three narrow QW’s are in good
agreement with calculation. However, for wCdTe > 5 ML sys-
tematic deviations of experimental positions to higher energies
with respect to the calculated exciton energies is seen. These
deviations can be attributed to the onset of the structural relax-
ation of QW’s resulting in the increase of the island height in
the growth direction with the increase of wCdTe.

In Fin. 3b the calculated concentration dependence of the
heavy-hole exciton energy is shown by the inclined solid line.
We have assumed that the QW width do not depend on CdTe
content for QW’s with wCdTe < 5 ML and linearly increases
for QW’s with wCdTe > 5 ML. In the same figure the energies
of Eabs and EME for QW’s A, B and C and estimated positions
of Eabs for QW’s D and E are shown by horizontal lines. The
intersections of these lines with calculated heavy-hole exciton
energy dependence give the estimate for the CdTe concentra-
tions within islands cQD. Similarly, intersections of dashed
horizontal lines EME with this curve estimate concentration
between islands cWL. The obtained concentrations are listed
in Table 1.

In conclusion, we have shown that the optical study of nar-
row CdTe/ZnTe quantum wells can be used for characterization
of exciton states in these systems. The study of PLE spectra for
different emission energies within PL band allows to determine
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Fig. 3. (a) PL peak positions in QW’s from A to E versus wCdTe

(closed circles). Solid line presents the exciton confinement en-
ergy. Inset: the normalized shape of the QW potential in the growth
direction used in calculations. (b) The inclined solid line is the
composition dependence of the h-h exciton transition energies for
potential well profile shown in inset of Fig. 3(a). Parameters of po-
tential wells are: L = 7 ML for QW’s A, B, and C and L = 8.5 ML
and 9.3 ML for QW’s D and E, respectively. Horizontal solid lines
give positions of Eabs and horizontal dashed lines give positions of
EME. Estimated concentrations of CdTe within- and between the
islands for different QW’s are presented in Table 1 (see text).

the energy position of the exciton mobility edge for lateral mo-
tion separating the mobile and localized exciton states. Using
the model for exciton states in QW’s we have estimated the
mean concentrations of CdTe within and between the quantum
dots forming in the QW’s.
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Strain distribution in quantum dot of arbitrary shape:
analytical solution
A. V. Nenashev and A. V. Dvurechenskii
Institute of Semiconductor Physics, Novosibirsk State University, Novosibirsk, Russia

Abstract. An analytical expression of the strain distribution due to lattice mismatch is obtained in infinite isotropic elastic
medium (matrix) with a three-dimensional polyhedron-shaped inclusion (a quantum dot) for the first time. This expression
was obtained utilizing the analogy between electrostatic and elastic theory problems. The main idea is based on similarity
between the electric field of a point charge and the strain field induced by a point inclusion in the matrix. It opens a way to
simplify the structure of the expression for strain tensor. In the solution the strain distribution consists of contributions
related to faces and edges of the inclusion. A contribution of each face is proportional to the solid angle at which the face is
seen from the point where the strain is calculated. A contribution of an edge is proportional to the electrostatic potential
which would be induced by this edge if it was charged with a constant linear charge density. The solution is valid for the
case of inclusion having the same elastic constants as the matrix. Three particular cases of the general solution are
considered — for inclusions of pyramidal, truncated pyramidal, and “hut-cluster” shapes. For a pyramid and a truncated
pyramid considerable simplification was achieved in comparison with previously published solutions. The solution for a
hut-cluster-shaped inclusion is obtained here for the first time.

Introduction

From a point of view of elasticity theory self-assembled quan-
tum dots are three-dimensional lattice-mismatched inclusions
of one material in other one (matrix). The lattice mismatch
is an origin of a built-in strain field. Knowledge of the strain
distribution is of crucial importance for analysis of electronic
structure of quantum dots (especially of type-II dots).

There are a lot of theoretical works considering the strain
distribution in quantum dot structures (see review [1,2]). But
an analytical closed form solutions were found so far only in
few instances of inclusion shapes: an ellipsoid, a cuboid, a
pyramid, a truncated pyramid, and a variety of quantum-wire-
like structures. Moreover, the known solutions for pyramidal
inclusions are extremely complicated.

The aim of our paper is to develop a novel approach to
constructing the solutions, to obtain a solution for the general
case of polyhedral inclusion, and to propose a new insight into
the structure of a solution.

The problem considered in our paper is the following. There
is an infinite elastically isotropic medium (a matrix) with a fi-
nite polyhedron-shaped inclusion. The crystal lattice of the
inclusion matches the lattice of the matrix without any defects.
Elastic moduli of the inclusion are assumed to be equal to that
of the matrix, but the inclusion has a different lattice constant.
This produces an elastic strain in both the inclusion and the ma-
trix, and the task is to determine the strain tensor as a function
of coordinates, εαβ(r).

1. The method

The starting point of our investigation is a well-known anal-
ogy between the elastic inclusion problem and the electrostatic
problem (Poisson equation). Namely, the displacement vector
u(r) induced by the inclusion is proportional to the electric field
F(r) induced by charge uniformly distributed over the volume
of the inclusion:

u(r) = ε0(1+ ν)
4π(1− ν)F(r) ≡

ε0(1+ ν)
4π(1− ν)

∫
V

r − r′

|r − r′|3 dr′,

where ε0 is the lattice mismatch, ν is the Poisson ratio, V de-
notes volume of the inclusion. Then, we introduce an auxiliary
“electrostatic potential”

ϕ(r) =
∫
V

dr′

|r − r′| ≡
∫

dr′

|r − r′| χ(r),

where χ(r) is equal to 1 inside the inclusion and to 0 outside
it. The displacement vector u(r) is proportional to gradient
of ϕ, therefore the strain tensor εαβ(r) is expressed via second
derivatives of ϕ:

εαβ(r) = −_∂2ϕ(r)/∂xα∂xβ − ε0δαβχ(r), (1)

where_ = ε0(1+ ν)/4π(1− ν). Second derivatives of ϕ can
be regarded as integrals

∂2ϕ(r)
∂xα ∂xβ

=
∫
∂2χ(r′)
∂x′α ∂x′β

dr′

|r − r′| . (2)

Second derivatives of χ(r) vanish inside and outside the in-
clusion and tend to infinity on the inclusion surface. So, the
integration in (2) is actually an integration over the surface.

Then, the integral (2) breaks down into separate integrals
over all faces and edges of the inclusion surface. Therefore the
strain field can be presented as a sum of contributions of the
faces and edges. This is the main point of our method; it gives
a possibility to construct expressions for strain distributions in
inclusions of complicated shapes.

The detailed consideration of the face and edge contribu-
tions is beyond the present paper, here we present the results
only. The contribution of a face can be considered as a poten-
tial of dipolar layer spread uniformly over the face. It is known
that the electrostatic potential induced by such a dipole layer
at point r is equal to d 
(r), where d is a dipole moment per
unit area of the face, and 
(r) is a solid angle at which the
face is seen from the point r. We imply that
(r) is positive if
the outer side of the face is seen from the point r, and negative
otherwise. In an analogous way, the contribution of an edge is
equal to a potential induced by the edge as if it was uniformly
charged.
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2. General solution

By evaluating the integration in Eq. (2), as described in the
previous Section, and substituting the results into Eq. (1), we
obtain the following expression for the strain tensor εαβ :

εαβ(r) = −_
∑
i

niαn
i
β
i −_

∑
k

γ kαβ,k − ε0δαβχ(r), (3)

where i runs over faces of the inclusion surface, and k runs
over its edges;
i(r) is a solid angle subtended by the i-th face
from the point r (positive if the outer side of the face is seen
from the point r, and negative otherwise);

,k(r) = log
rk1 + rk2 + Lk
rk1 + rk2 − Lk

is the electrostatic potential of uniformly charged edge k (with
unit linear charge density) at the point r; rk1 and rk2 are dis-
tances from the point r to the end points of the k-th edge; Lk is
a length of the k-th edge; ni is a normal unit vector to the i-th
face directed outside the inclusion; γ kαβ = nk1α b

k1
β + nk2α bk2β ;

nk1 and nk2 are normal unit vectors (directed outside the inclu-
sion) to the two faces intersecting at the k-th edge; bk1 is a unit
vector perpendicular to the k-th edge and to nk1 directed out of
the k1-th face; analogously, bk2 is a unit vector perpendicular
to the k-th edge and to nk2 directed out of the k2-th face:

bk1 = nk2 − nk1(nk1nk2)
|nk2 − nk1(nk1nk2)| , bk2 = nk1 − nk2(nk2nk1)

|nk1 − nk2(nk2nk1)| ,

_ = ε0(1+ν)/4π(1−ν); ν is the Poisson ratio; ε0 is the lattice
mismatch between inclusion and matrix; δαβ is the Kroneker
delta; χ(r) is equal to 1 inside the inclusion and to 0 outside it.

Equation (3) is the main result of the present paper. It gives a
closed-form analytical expression for strain distribution inside
and around a polyhedral inclusion in infinite isotropic elastic
medium.

3. Application to pyramidal and hut-cluster
inclusions

Among all the polyhedrons the three ones most often are used
as geometrical models of quantum dots: square-based pyramid
(Fig. 1a), truncated square-based pyramid (Fig. 1b), and so-
called “hut-cluster” (Fig. 1c).

First, let us consider a pyramidal inclusion. The tensors
niαn

i
β and γ kαβ are easily expressed via the dihedral angle θ

between the pyramid base and any of its side faces (Fig. 1a).
Introducing abbreviations s = sin θ and c = cos θ , we get
the following expressions for the strain distribution inside the
pyramidal inclusion and its surrounding:

εxx =−s2_(
1+
3)−sc_(,1+,3)+ sc2_√
1+c2,5−8−ε0χ,

εyy =−s2_(
2+
4)−sc_(,2+,4)+ sc2_√
1+c2,5−8−ε0χ,

εzz=−_
0−c2_
1−4+sc_,1−4− 2sc2_√
1+c2,5−8−ε0χ,

εxy =− s_√
1+c2 (,5 −,6 +,7 −,8), (4)

εxz= sc_(
1−
3)+s2_(,1−,3)− s2c_√
1+c2 (,5−,6−,7+,8),

εyz= sc_(
2−
4)+s2_(,2−,4)− s2c_√
1+c2 (,5+,6−,7−,8).
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Fig. 1. Inclusions of most common shapes: (a) a pyramid with
square base; (b) a truncated pyramid with square base; (c) a “hut-
cluster”. Numbers in circles refer to faces (with number 0 corre-
sponding to the base), italic numbers refer to edges.

Here we use a shorthand notation: 
1−4 = 
1+
2+
3+
4,
and so on. To get the solution for the truncated pyramid,
ε
(trunc)
αβ , the easiest way is to start from the solution for a pyra-

mid, ε(pyr)
αβ , and apply the superposition principle. Let the point

of origin be the point O in Fig 1b. Then

ε
(trunc)
αβ (r) = ε(pyr)

αβ (r)− ε(pyr)
αβ (r/λ),

where the truncation parameter λ is explained in Fig 1b.
Finally, we consider the hut-cluster. The hut-cluster is a

figure that consists of the base (a parallelogram) and four side
faces. Slope angles of all the side faces are the same. Therefore
orientations of faces and edges of the hut-cluster are the same
as of pyramid except the top (9th) edge. So, the solution for
a hut-cluster is very similar to the one for a pyramid. The
only difference is the addition of the contribution of 9th edge.
Namely, to get the solution for the hut-cluster from Eq. (4),
it is sufficient to add the term 2sc_,9 to εyy , and to add the
term −2sc_,9 to εzz. It demonstrates the flexibility of the
general solution (3). This is a property that does not inherent
in previous particular solutions [3]. In the present paper the
solution for a hut-cluster was obtained for the first time.

4. Summary

We propose a new, more general, simple, and flexible expres-
sion for strain field inside and around an inclusion in an infinite
isotropic medium.
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Abstract. The cross section of light absorption by semiconductor quantum dots is calculated in the resonance with T6 × T7

excitons in cubic crystals Td . The interference of stimulating and induced electric and magnetic fields is taken into account.
The cross section is proportional to the exciton nonradiative damping γ .

Introduction

At light irradiation of size-quantized low-dimensional semi-
conductor objects (quantum wells, quantum wires, quantum
dots), elastic light scattering and absorption amplify resonantly
if the light frequencyωl equals to the exciton frequencyω0. The
resonant peak width is determined by the exciton damping T,
which consists of nonradiative and radiative broadenings, i.e.,
T = γ + γr. An important role of the radiative damping γr
was proved for the first time in [1,2]. Light reflection by some
structures, consisting of quantum wells, quantum wires, quan-
tum dots, was considered in [3]. In [4], theoretically the elastic
light scattering by quantum dots of any forms and sizes is in-
vestigated in a resonance with excitons with the help of the
quantum perturbation theory. However, the quantum method
does not allow to leave the limits of the lowest approximation
on the light electron interaction, which is admissible only under
condition γr � γ .

The semiclassical method allows to calculate the classic
electric and magnetic fields, while the description of the elec-
tron system is quantum one. It allows also to introduce the
nonradiative damping γ into the theory and to calculate the
light absorption. The version of the semiclassical method (the
method of retarded potentials) is used, which allows to avoid
the problem of boundary conditions.

1. The method of retarded potentials

We calculate the current j(r, t) and charge ρ(r, t) densities
induced by the electric field inside of a semiconductor ob-
ject and averaged on the ground state of a crystal [5,6]. If
in expressions for these densities to substitute the stimulat-
ing electric field E0(r, t), we shall be limited by the lowest
order on light-electron interaction. We obtain exact results ,
having substituted in these expressions true fields E(r, t) =
E0(r, t) + (E(r, t) inside objects. We write down the in-
duced electric and magnetic fields through the vector A(r, t)
and scalar ϕ(r, t) potentials and use the standard formulas for
retarded potentials with the light refraction, which is identical
inside and outside of a quantum dot.

The resonance situation is considered, when the light fre-
quency ωl is close to the exciton frequency ω0. We obtain the
integral equation for the electric field (E(r, t) inside of the
quantum dot. Having calculated the field inside of the quan-
tum dot, we determine electric and magnetic fields on large
distances from the quantum dot.

2. Electric and magnetic fields for excitons Γ6 ×Γ7
in cubic crystals of Td class

Let us consider excitons, formed by electrons from the twice
degenerated conductivity band T6 and holes from the twice
degenerated valence band T7, chipped off by the spin-orbital
interaction. The exciton T6 × T7, described in [4], is the most
simple object in its structure: All the measurable values do not
depend on a direction of crystallographic axes, i.e., the crystal
plays a role of the isotropic medium.

For the sake of simplicity, we use one more restriction. In
the theory the values P(k) = ∫

d3re−ikrF(r), are essential,
where F(r) is the real exciton wave function re = rh = r,
re(rh) is the electron (hole) radius vector. So named “enve-
lope” wave function F(r) is calculated in the effective mass
approximation. Let us assume that P(k) depends only on k,
i.e., P(k) = P(k).

This condition is carried out, if the function F(r) is spheri-
cally symmetric or if the quantum dot sizes are much less than
the stimulating light wave length, and P(k) � P(0). For the
monochromatic irradiation we obtain

(Er→∞(r, t) = −3

4
E0
γr

klr

[
(ele−s )e

+
s + (ele+s )e

−
s )

]
× ei(klr−ωlt)

ωl − ω̃0 + iT/2 + c.c., (1)

(Hr→∞(r, t) = 3iν

4
E0
γr

klr

[
(ele−s )e

+
s − (ele+s )e

−
s )

]
× ei(klr−ωlt)

ωl − ω̃0 + iT/2 + c.c., (2)

where E0 is the amplitude of stimulating light, kl = ωlν/c,
el(es) is the vector of circular polarization of stimulating light,
ω̃0 is the exciton frequency, renormalized by the light-electron
interactions, T = γ + γr,

γr = 8ν

9

e2

h̄c

(
pcv

m0c

)2 ω2
l

ωg
|P(kl)|2, (3)

pcv = i〈S|p̂z|X〉 is the interband matrix element of the quasi-
momentum operator in designations of [7, page 73], h̄ωg is the
energy gap.

3. The Pointing vector and the light scattering section

On the large distances from a quantum dot, the Pointing vector
equals Sr→∞ = S0 + Sinterf + Sscat, where

S0= c

4π
[E0×H0]= cν

2π
E2

0ez, Sscat= c

4π
[(E×(H] , (4)
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Sinterf = c

4π
(E0 ×(H+(E×H0), (5)

With the help (4) and (5) we obtain

Sscat = 9π

4
S0

γ 2
r

(klr)2

r
r

|ele−s |2 + |ele+s |2
(ωl − ω̃0)2 + T2/4

. (6)

The magnitude of the total flux of scattered light in time unit is

`scat = 3π

2
S0
γ 2

r

k2
l

1

(ωl − ω̃0)2 + T2/4
. (7)

Having divided`scat on S0 and using the ratio kl = 2π/λl, we
obtain the total scattering section

σscat = 3

2π
λ2

l
γ 2

r /4

(ωl − ω̃0)2 + T2/4
. (8)

The differential sections of light scattering are determined
in [4].

4. The interference contribution into the Pointing vector

The semiclassical approach allows to determine the light ab-
sorption section by quantum dots. At monochromatic irradia-
tion, the absorption equals 0 at γ = 0. The same result is true
for a quantum well [2]. The reason is that the energy dissipation
spent by light on the exciton creation is absent at γ = 0, and
the energy comes back at the exciton annihilation. The process
of reabsorption and reradiation proceeds infinitely. In the case
of the pulse irradiation at γ = 0, the integrated absorption is
equal 0 [8].

At calculation of the light absorption coefficient of a quan-
tum well, it was found out that it is necessary to take into
account the interference of stimulating and induced electro-
magnetic fields. Let us show that the last statement is true for
the quantum dot also. Using (1) and (2), we have

Sinterf = Sz + S⊥, Sz = −3

4

γr

klr
S0ez|e+l e−s |2

×
(

ei(klr−klr)

ωl − ω̃0 − iT/2 + c.c.
)
, (9)

S±⊥ = −
3

4

γr

klr
S0

×
(

e±l (e
∓
l e±s )(e

∓
s ez)

ei(klr−klr)

ωl−ω̃0−iT/2 + c.c.
)
, (10)

where the indexes +(−) correspond to the right (left) circular
polarization Stimulating light. Since the formulas (9) and (10)
correspond to the case r → ∞, it is obvious that only the
angles [ → 0 can contribute into the constant energy flux
because of the factor ei(klr−klr). However, in the RHS of (10)
there is the factor e∓l ez, which equals 0 at [ = 0. Therefore,
the constant energy flux on large distances from a quantum dot
corresponds only to the vector Sz, which direction is opposite
to direction of an axis z, conterminous with kl. It proves to be
true by direct calculation.

Let us calculate the energy flux `z =
∫
dsSz, passing

through a surface, perpendicular to the direction z of stimu-
lating light in time unit on a very large distance z behind the

quantum dot. The surface element is equal ds = ρdρdϕ, and
ρ = z tan[, r = z/ cos[, where [ is the angle between kl
and r. Having executed integration on the angle ϕ, which gives
a factor 2π , using (20) and passing from the variable ρ to the
variable [, we obtain

`z = −3π

8

γrz

kl
ez

S0

ωl − ω̃0 − iT/2

π/2∫
0

d[

× sin[(1+ cos[)2

cos2[
eiklz[1−(1/ cos[)] + c.c. (11)

Further, let us pass to the variable t = cos−1[ − 1 from the
variable [. At z → ∞, having executed integration on t , we
obtain

`z = −3π

2

1

k2
l

S0ez
γrT

(ωl − ω̃0)2 + (T/2)2 , (12)

independent on z. In (12), the contributions approaching to 0
at z→∞ are omitted, as well as the contributions oscillating
very rapidly on z.

Thus, we obtain that the interference contribution to the
Pointing vector at z→∞ results into the constant energy flux
directed oppositely to the axis z. It means that the energy flux
of stimulating light decreases on the value `z. From the for-
mulas (11), it is obvious that at z→∞ the basic contribution
into the integral on [ is brought in by the very small angles,
when ei(klr−klr) approaches to the unit.

5. The light absorption cross section

Since T = γr + γ , the energy flux consists of two parts: `z =
−ez`scat − ez`abs, where `abs is defined in (7).

It is obvious that the energy flux −ez`scat compensates the
total flux of the scattered energy, and −ez`abs is the energy
flux absorbed by a quantum dot during the time unit. Having
divided `abs on the density S0 of the stimulating energy flux,
we obtain that the total light absorption cross section results in

σabs = 3

2π
λ2

l
γrγ /4

(ωl − ω̃0)2 + (T/2)2 . (13)

At γ = γr in the resonance, σ res
scat = σ res

abs = 3
8π λ

2
l .

6. Conclusion

The cross sections of light scattering and absorption by quan-
tum dots are obtained. The results are applicable for spherically
symmetric envelope exciton wave functions and for quantum
dots of any sizes, if the light wave length exceeds these sizes.
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Abstract. Spin relaxation of excitons and/or trions in semiconductor CdSe/ZnSe quantum dots has been studied both
theoretically and experimentally. We have demonstrated that the spin relaxation processes are strongly influenced by the
homogeneous broadening of localized electronic levels caused by the multi-phonon processes. Such broadening relaxes the
limitations on the energy of phonons participating in one-phonon transitions between the spin sublevels. With the account
for the multi-phonon broadening of spin sublevels we were able to give a model description of the temperature dependence
of polarization degree in the PL spectra of CdSe/ZnSe quantum dots and to restore from experimental data the characteristic
function describing the interaction of localized electronic states with phonons.

Presently the study of spin relaxation of localized carriers in
quantum dots attracts a considerable interest due to the per-
spectives of development of spin-memory devices. In present
work we have studied, both experimentally and theoretically,
the processes of spin relaxation of excitons and trions confined
in the self-organized CdSe/ZnSe quantum dots (QD’s). The
spin relaxation rates, as well as its temperature dependence
were monitored through the study of the degree of linear or
circular polarization (PD) of the photoluminescence (PL) ap-
pearing at resonant excitation of the samples by linearly or
circularly polarized laser light in resonance with the main PL
band. The inhomogeneously broadened PL band arises due to
the radiative recombination of carriers localized in quantum
dots, formed by ZnCdSe solution. The distribution of QD’s on
sizes and composition essentially depends on the technology of
the dot growth. The high-energy part of the PL band is formed
by the emission of neutral excitations (excitons) whereas the
low-energy tail of the band corresponds mostly to the emission
of charged excitations (trions) [1]. The linear polarization of
PL arises due to the optical alignment (OA) of exciton states.
The contribution of excitons to the circular polarization is usu-
ally rather small due to the anisotropy of localizing potential
leading to the splitting of m = ±1 spin sublevels. So, the
circular polarization is mainly due to the optical orientation
(OO) of trion states for which the OA is not possible due to
the odd number of spins. Due to the inhomogeneous nature of
the PL band the observed value of polarization degree (PD),
as well as the relative value of linear and circular polarization
strongly depend on the position of exciting laser line within
the PL band. The spectrum of PL and the spectral distribution
of PD are shown in Fig. 1 for resonant excitation around the
maximum of the PL band when both linear and circular PD of
emission are observable.

At the increase of temperature the decrease of both linear
and circular PD is observed indicating the increase of the spin
relaxation ratew1,2 between the spin sublevels of the localized
states. The spin relaxation rate w1,2 is strictly related to the
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Fig. 1. Emission spectrum of CdSe/ZnSE QD’s at resonant ex-
citation (1) and spectral distribution of circular (2) and linear (3)
PD. Insert shows the position of exciting line in the PL spectrum.
T = 7 K.

observable value of PD ρ(T ) as:

ρ(T ) = ρ0 + τ [w21(T )− w12(T )]

1+ τ [w12(T )+ w21(T )]
, (1)

where τ is the total life-time of excitations and the values w1,2
and w2,1 are transition rates between the sublevels 1 and 2 and
w2,1 = w1,2 exp(−E1,2/kT ).

Fig. 2 shows the temperature dependence of linear and cir-
cular PD along with the temperature dependence of parameter
(τw1,2), which characterizes the rate of spin relaxation. The
spin sublevels responsible for the optical transitions with oppo-
site polarization sense are either degenerate or have the splitting
much less than 1 meV. The energy conservation law imposes
severe restrictions on the energy of phonons which can par-
ticipate in one-phonon spin-flip transitions limiting it by the
level splitting. For such phonons a linear dependence of the
relaxation rate on the temperature is expected.

However, as it can be seen from the Fig. 2, the spin re-
laxation rate demonstrates a strongly nonlinear increase with
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filled symbols.
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Fig. 3. Phonon density of states in ZnSe crystals (histogram D(
))
and the characteristic functions F(
) andM1,2(
).

temperature (nearly as T 3) and the observable PD persists up
to the temperatures of about 100 K. These experimental results
indicate that the phonons with the energies of at least several
meV take part in the spin-flip transitions between the spin sub-
levels of the localized states.

To explain our experimental results we have developed a
new approach, which explicitly takes into account the homo-
geneous broadening of spin sublevels due to the multiphonon
exciton-phonon interaction. The account for the level broaden-
ing essentially widens the set of phonon states which can par-
ticipate in spin-flip transitions. The probability of one-phonon
spin-flip transitions between sublevels 1 and 2 can be written
as:

w12(T ) =
∞∫

0


2d
M12(
)((
− E12/h̄)[N(
)+ 1]. (2)

Here 
 is the phonon frequency, N(
) is the Bose factor,
M12(
) is the function giving the probability of spin-flip tran-
sitions between sublevels 1 and 2 with the emission or absorp-
tion of one phonon with the energy h̄
. The factor ((
 −
E12/h̄) under the integral replaces the δ-function and repre-
sents the continuous density of spin-flip transitions between
the sublevels 1 and 2.
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Fig. 4. Semi-logarithmic plot of the line-shape of the spin sublevel
calculated with the help of the functionF(
) and the spectral density
of one-phonon transitions between the levels 1 and 2 ((1,2).

The homogeneous broadening of spin sublevels by multi-
phonon processes can be calculated with the help of the func-
tion F(
) describing the probability of interaction of localized
states with phonons of the energy h̄
. This function allows to
describe the effect of the multiphonon processes on the homo-
geneous broadening of the localized states.

The calculation of the functions F(
) and M12(
) from
the first principles is very difficult. To find these functions we
have used a numerical trial procedure based on the available
experimental data. The function F(
) has been chosen in the
form providing the best description of the temperature depen-
dence of the line-shapes of narrow lines inµ-PL spectra and the
phonon wings in PL spectra at resonant excitation. The trial
function M12(
) has been reconstructed using the informa-
tion on the energy distribution of the density of phonon states
D(
) in ZnSe matrix. The characteristic functions F(
) and
M12(
) providing the best description of the experimental
results on the temperature dependence of the line-shapes are
shown in Fig. 3. Using these function we were also able to
perform a model description of our experimental data on the
temperature dependence of PD (dashed curves on the Fig. 2).

The main conclusion of our work is that the account for the
homogeneous broadening of the spin sublevels due to the mul-
tiphonon processes gives the possibility to describe the nonlin-
ear temperature dependence of the spin-relaxation rates and the
persistence of the observable polarization of PL in CdSe/ZnSe
quantum dots up to relatively high temperatures.
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Effect of annealing on the localization volume of electrons
in InAs/GaAs quantum dots
M.Yu. Petrov and I. V. Ignatiev
Institute of Physics, St Petersburg State University, 198504 St Petersburg, Russia

Abstract. Inter-diffusion of In and Ga atoms due to annealing of self-assembled quantum dots (QDs) InAs/GaAs is modeled
by the numerical solution of a diffusion equation. Electron and hole wave functions and the energy of optical transition are
calculated by the numerical solution of a Schrödinger equation. The QD shape and size as well as the diffusion parameters
are determined by comparison of the numerical results with the available experimental data about the optical transition
energies. The localization volume of electron in the annealed QDs is calculated and the modification of the hyperfine
interaction of the electron and nuclear spins due to the annealing is analyzed.

Introduction

Annealing of nanostructures with InAs/GaAs quantum dots
(QDs) at the temperatures above∼ 800 ◦C is observed to cause
the blue shift of optical transitions in the QDs [1]. This effect is
related to the efficient inter-diffusion of In and Ga atoms due to
which the potential wells for electrons and holes become more
shallow. Simultaneously the localization volume for electrons
should be changed in the annealed QDs which may result in
modification of various properties of the QDs. We discuss here
only effect of the annealing on the hyperfine interaction of the
electrons and nuclei in the QDs.

The hyperfine interaction is proposed to be the most impor-
tant physical reason of the efficient spin relaxation of electrons
localized in QDs [2]. Because of limited number of the nuclear
spins in QDs, random orientation of the nuclear spins creates
small nuclear polarization fluctuating from dot to dot. Electron
spin precession in the effective field, Bf , of the fluctuations re-
sults in the fast dephasing of the electron spins in ensemble of
QDs [3].

In this paper, we report on the numerical modeling of the
annealing process and on the calculations of the electron and
hole wave functions in QDs. We modeled the InAs/GaAs self-
assembled QDs by appropriate choice of the QD shape and
size. The calculations allowed us to obtain the annealing tem-
perature dependence of the optical transition energies and of
the localization volume for electrons in the QDs.

1. Modeling the QD annealing

The first step of our calculation as the appropriate choice of
the QD shape and size. We considered the bell-like QD with
cylinder symmetry. The QD is arranged on the one-monolayer
wetting layer (see Fig. 1). The height, hQD = 4.5 nm, and base
diameter (at 0.1hQD), dQD = 10.5 nm, of the QD are optimized
to obtain the best correspondence between the calculated and
measured energies of the two lowest optical transitions for the
unannealed QDs.

The second step is modeling the Ga-In inter-diffusion due
to annealing. We describe the diffusion by the time-dependent
equation:

∂x(r, t)
∂t

− ∇D(r)∇x(r, t) = 0, (1)

where x(r, t) is the fraction of In in the InxGa1−xAs solid
solution obtained after annealing during the time t in the point r.
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Fig. 1. Left column: calculated distribution of the In content x over
the heterostructure an different annealing temperatures given at each
panel. The unannealed case corresponds to the growth temperature
T = 500 ◦C. Right column: calculated distribution of electron den-
sity for the QDs annealed at different temperatures. As seen the
distribution acquires the spherical-like shape.

It is assumed that x = 1 inside the QD and x = 0 outside before
annealing (t = 0).

The annealing is performed at different temperatures, T ,
and the fixed annealing time interval, t0 = 30 s [1]. To connect
our calculation procedure to the annealing one, we introduced
an effective annealing time, τ = Dt0. We assume that the
diffusion coefficient D does not depend on r and depends on
temperature by usual law: D = D0 exp(−(E/kT ) where
(E is the activation energy of the inter-diffusion process. The
numerical solution of Eq. (1) is performed using the finite el-
ement approximation for different effective annealing time τ .
We used (E and prefactor D0 as the fitting parameters. Left
column in Fig. 1 shows examples of the In distribution over
the heterostructure calculated for the unannealed QD (upper
panel) and for the QDs annealed at different temperatures.

The third step of the calculations is the modeling of po-
tential profiles for carriers. Using the results of calculations
of the In content distribution [x(r)] for the annealed QDs, we
modeled the three-dimensional potential profile for the con-
duction and valence bands. For this purpose, we used a linear

232



QWQD.18p 233

1.5

1.4

1.3

1.2

1.1

E
ne

rg
y 

(e
V

)

500 600 700 800 900 1000
Temperature (°C)

Fig. 2. Calculated temperature dependence of the energy of the
lowest optical transition (solid line). Fitting parameters are: D0 =
2.7 × 10−10 cm2/s, (E = 1.7 eV. Circles are the experimental
data obtained from the photoluminescence spectra of the annealed
samples. Inset shows the potential profile cross-sections at r = 0
(see Fig. 1) and the energy levels for unannealed QD (gray lines)
and for the QD annealed at T = 850 ◦C (black lines).

approximation for bandgap of InxGa1−xAs and for effective
masses of carriers in the conduction and valence bands with
the use of know values for InAs and GaAs crystals. Ratio of
the band offsets for conduction and valence bands was set 3.5:1
in accordance to Ref. [5]. No strain effects was considered for
simplicity though they cause considerable modification of en-
ergy structure of unannealed QDs [5]. First, this allowed us to
simplify the calculations and to minimize the number of fitting
parameters. Second, we assume that the annealing strongly
reduces the strain in the QD structures.

2. Electron localization volume

We calculated the electron and hole wave functions for the low-
est energy states in the annealed QDs by solving the Schrödin-
ger equation with the three-dimensional potential calculated as
described above. The right column in Fig. 1 shows the electron
density distributions for the QDs annealed at different temper-
atures. The dependence of the optical transition energies on the
annealing temperature is shown in Fig. 2. As seen the calcula-
tions well reproduce the dependence obtained experimentally.

The hyperfine interaction of electron in a QD is determined
the electron localization volume defined as [3]:

VL =
(∫

|ψ(r)|4 dV
)−1

, (2)

whereψ(r) is the electron wave function. We calculated VL as
a function of the annealing temperature (Fig. 3). As seen, this
volume rapidly increases with at annealing. Correspondingly,
the effect of the nuclear spins on the electron spin is rapidly
decreases. To illustrate this effect more quantitatively, we cal-
culated the effective magnetic field of the nuclear spin fluctu-
ations, Bf = BN/

√
NL where BN is the effective magnetic

field of the totally polarized nuclear spins and NL = VL/v0;
v0 is the unit cell volume. The effective field Bf gives rise
to the three-fold decrease of the electron spin orientation in
the QD ensemble. The external field, B, directed along the
initial electron spin orientation suppresses the effect of nu-
clear spins and restores the electron spin orientation. This
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Fig. 3. Calculated electron localization volume as a function of
the optical transition energy (black curve) and as a function of the
annealing temperature (gray curve). Inset shows the magnetic field
dependence of the electron spin polarization for the QDs annealed
at different temperatures.

effect is really observed for InGaAs QDs [7]. The field depen-
dence of the spin orientation can be approximated by a phe-
nomenological function: 〈S〉 = S0

(
1− 0.67/[1+ (B/Bf )2]

)
where S0 is the initial value of the electron spin. We modeled
this dependence for QDs annealed at different temperatures
(see inset in Fig. 3). For this purpose we calculated BN tak-
ing into account the partial contributions of different nuclei,
BN = x bIn

N + (1− x) bGa
N + bAs

N , where x is the average frac-
tion of the In content in the annealed QDs and bN for In, Ga,
and As nuclei are taken from Ref. [6]. The calculated depen-
dences show dips around zero magnetic field with full width
at half maximum of the order of several tens of mT, in good
correspondence with experimental observations [7]. The dip
becomes more narrow with increasing temperature of the an-
nealing.
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Theory of spin interaction in coupled quantum dots
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Abstract. We discuss the interaction between electron and hole spins in a vertically coupled InAs/GaAs asymmetric
quantum dots. This interaction manifests itself in distinctive fine structure patterns in photoluminescence spectra. We
construct effective Hamiltonians in terms of a minimal number of physical parameters that provide the basis for a
description of the energies and intensities of the observed optical transitions in charged excitons.

Introduction

A confined electron spin in a quantum dot (QD) is one of the
leading candidates for the realization of a quantum bit (qubit).
Spin, unlike charge, interacts weakly with its environment and
better maintains quantum coherence. When more than one
particle is present in a system, a purely quantum-mechanical
interaction, called exchange interaction, becomes important. It
entangles different spins and manifests itself in spectroscopic
fine structure [1].

While much of the progress to date toward the realization of
quantum gates has been made in electrostatically gated quan-
tum dots through transport measurements and fast electrical
switching [2], the use of optical techniques in self-assembled
QDs has several advantages. The most important of them are
speed, coherent control, and possibility to transmit quantum
information through free space or optical fibers. On the other
hand, optical excitation implies that two different kinds of par-
ticles are involved (electrons and holes). Therefore, the number
of physically important parameters becomes larger compared
to transport experiments in electrostatically defined QDs. The
physical picture becomes even more intricate in coupled quan-
tum dots (CQDs) where tunneling and inter-dot Coulomb inter-
actions result in the formation of molecular quantum dot states.
In this paper we derive an effective Hamiltonian that describes
the low energy excitations of this system in terms of a small
number of physical parameters.

The model

In optically addressed CQDs tuned by applied electric field, an
electron-hole (e–h) pair is created in the presence of the pre-
viously existing spins. Due to variations in growth conditions
the sizes and the shapes of QDs vary from dot to dot. This
inherent asymmetry in CQD system causes electron and hole
resonances to occur at different fields. When the electric field
brings the bottom (B) and the top (T) hole levels into resonance,
the electron level of the top dot is shifted to much higher ener-
gies relative to that of the bottom dot, and the electron remains
localized in one dot. This results in additional large single-
particle electron and hole detuning parameters, which were not
considered in previous theoretical models for identical QDs [3,
4].

In the envelope-function approximation we choose a trun-
cated single-particle basis consisting of only the ‘atomic’ s-
shell orthonormalized orbitals for the electron localized pri-
marily in the bottom dot, ϕe

B(re), and for the holes in both dots:
ϕh

B(rh), ϕh
T(rh). Bra-ket notations for these single-particle

states are |Be〉, |Bh〉, |T h〉. For the electron spin functions
we use the following notations: |αe〉 ≡ |Se

z = −1/2〉, |βe〉 ≡
|1/2〉. The heavy hole spin function (J = 3/2, Jz = ±3/2) is
treated as a fermion with pseudo-spin 1/2. To avoid phase mul-
tipliers in the pseudospin representation the correspondence
of the projections are: |αh〉 ≡ | − 1/2〉 = |J h

z = +3/2〉,
|βh〉 ≡ |1/2〉 = |J h

z = −3/2〉. For two-particle spin states
we will use an orthogonal set of singlet and triplet spin wave
functions ∣∣sij 〉 = 2−1/2 (|βi〉|αj 〉 − |αi〉|βj 〉) ,∣∣τ (0)ij 〉 = 2−1/2 (|βi〉|αj 〉 + |αi〉|βj 〉) ,∣∣τ (+1)

ij

〉 = |βi〉|βj 〉, ∣∣τ (−1)
ij

〉 = |αi〉|αj 〉.
We take the applied electric field, F , to change only the dif-
ference between two hole energies by f = |e|F d̃ (e is the
charge of the electron, d̃ = d + (hB + hT)/2 is the distance
between the centers of the two dots). The zero of electric field
occurs when the two hole energies would cross in the absence
of coupling between the dots.

The many-body basis configurations for each molecule are
constructed from antisymmetrized products of single-particle
states. To describe these many-body basis state in CQDs we
use the following nomenclature. (n1,n2)

(m1,m2)
Xq denotes the CQD

system with n1(m1) electrons (holes) in the bottom QD and
n2(m2) electrons (holes) in the top QD with total charge q =
(m1 +m2)− (n1 + n2). In order to label excitonic transitions
between charge states and to indicate which charges are in-
volved, the corresponding electron(hole) index is underlined.
For example, the abbreviation (1,0)(2,1)X

2+ means e-h recombina-

tion (1,0)(2,1)X
2+ →(0,0)

(2,0) X
2+ in doubly positively charged exci-

ton.
Because we consider the electrons to be distinguishable

from the holes we add the electron-hole exchange interaction
in the form of the short-range effective Hamiltonian:

Ĥ eh
exch = A

∑
i,j

δ(rei − rhj )σ̂
(i)
ez σ̂

(j)
hz , (1)

where A is a coupling constant, σ̂e(h)z are Pauli matrices, and
z is the growth direction, the strongest confinement direction
for electrons and holes. In the envelope wave function ap-
proximation and in effective atomic units, the many-particle
Hamiltonian of the CQD system consists of three parts:

Ĥ =
∑
α,l

hαl +
∑
α,β,l,m

eαeβ

|rαl − rβm| + Ĥ
eh
exch, (2)
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where α, β = e or h; l, m = 1, 2. . . The first sum repre-
sents single-particle Hamiltonians for the electrons and holes,
the second part gives the Coulomb interactions between par-
ticles (eα,β are electron or hole charges), and the third part
is electron-hole exchange Hamiltonian, Eq. (1). The single-
particle Hamiltonians have the following matrix elements:
〈Bα|hα|Bα〉=εα , 〈T h|hh|T h〉=εh−f , 〈Bh|hh|T h〉=th, where
εα are the electron or hole confinement energies in the bottom
QD, and th is the hole tunneling rate. The Coulomb part of the
many-particle Hamiltonian generates Coulomb integrals:
V
α,β
ijkl = ±

∫
drdr′|r − r′|−1ϕα∗i (r)ϕ

β∗
k (r

′)ϕαj (r)ϕ
β
l (r

′) . The
electron-hole exchange interaction is given by
J eh
ij = A

∫
dr|ϕe

B|2ϕh∗
i ϕ

h
j

We find from model calculations that there is a hierarchy in
the magnitudes of the parameters th, V α,βijkl , J

eh
ij , which is deter-

mined by their different dependences on distance between QDs.
When the distance between QDs is 6 nm the smallest (∼ 1µeV)
matrix elements are J eh

T T and V hh
BTBT ≡ J hh, which are respon-

sible for exchange between particles in the two different QDs.
The off-diagonal Coulomb matrix elements V αβBBBT, J eh

BT are
larger (∼ 10 µeV). They are responsible for small Coulomb
corrections to tunneling. The intra dot electron-hole exchange
constant J eh

BB and the hole tunneling rate are about∼ 0.4 meV.

The absolute values of the diagonal Coulomb integrals V α,βBBBB,

V
α,β
BBTT ∼ 10−20 meV are comparable with single-particle en-

ergy splitting and are almost independent of inter dot distances.
However, these integrals always appear in the diagonal matrix
elements of the many-particle Hamiltonian as combinations of
differences (see next Section). Thus, the magnitudes of the
physical parameters, which come from the diagonal Coulomb
integrals, are effectively smaller (∼ 1−5 meV).

Doubly positively charged exciton X2+

As an illustration here we consider the case of a doubly posi-
tively charged excitonX2+ in CQDs [5]. In order to obtain PL
energy transitions we calculate the initial states (with 3 holes +
1 electron) and the final states (with 2 holes). The basis many-
particle states of the initial Hamiltonian are

|1〉= |B
e, βe〉√

3
[|B1B2T3s12β3〉+|B1T2B3s31β2〉+|T1B2B3s23β1〉] ,

|2〉= |B
e, βe〉√

3
[|T1T2B3s12β3〉+|T1B2T3s31β2〉+|B1T2T3s23β1〉] ,

|3〉= |B
e, βe〉√

3
[|B1B2T3s12α3〉+|B1T2B3s31α2〉+|T1B2B3s23α1〉] ,

|4〉= |B
e, βe〉√

3
[|T1T2B3s12α3〉+|T1B2T3s31α2〉+|B1T2T3s23α1〉] .

Here we omitted the superscript “h” from hole wave functions.
We count energies from the absolute value of the first basis state
(without the small e−h inter-dot exchange):
H11 = 3εh+εe−f+V hh

BBBB+2V hh
BBTT−2V eh

BBBB−V eh
BBTT−J hh.

Then, the Hamiltonian has a block-diagonal form with

Ĥ± =
( ±J eh

TT t̃±
t̃± EBTT ± J eh

BB

)
, (3)

where EBTT = −f + V eh
BBBB − V eh

BBTT + 
hh, t̃± = −th +
V eh

BBBT − V hh
BBBT − V hh

TTBT ± J eh
BT, and we have introduced a

parameter 
hh = V hh
BBBB − V hh

TTTT that is responsible for the

asymmetry induced difference of hole-hole Coulomb interac-
tion (
hh = 0 for identical QDs).

The basis of the final states for the two holes consists of
three singlet and three triplet states:

|1〉 = |T1T2, s12〉, |2〉 = |B1B2, s12〉,
|3〉 = |2−1/2(B1T2 + T1B2), s12〉,
|4〉 = |2−1/2(B1T2 − T1B2), τ

(0)
12 〉,

|5〉 = |2−1/2(B1T2 − T1B2), τ
(+1)
12 〉,

|6〉 = |2−1/2(B1T2 − T1B2), τ
(−1)
12 〉.

In this basis the triplet states are eigenstates of the Hamiltonian
Ĥ = hh

1 + hh
1 + |r1 − r2|−1. They are degenerate and are

decoupled from singlets:

E4,5,6 = 2εh − f + V hh
BBTT − J hh. (4)

The matrix for singlets is


hh − 2f J hh tT2h

J hh 0 tB2h

tT2h tB2h −δhh − f + J hh


 , (5)

where energies are counted from

H22 = 2εh + V hh
BBBB, δhh = V hh

BBBB − V hh
BBTT,

tT2h =
√

2
(
th + V hh

TTBT

)
, tB2h =

√
2
(
th + V hh

BBBT

)
.

The energy differences between initial and final states deter-
mine the energy positions of PL spectrum. These transitions
reveal the characteristic “X” pattern observed in the experi-
ment [5]. The PL intensities are calculated using the Fermi
Golden rule:

∑
in,fin

∣∣∣〈ψfin |MBBĉe
B↑ĉh

B↑ +MBTĉe
B↑ĉh

T↑|*in〉
∣∣∣2

×Ninδ(Ein − Efin − E),

where ĉe(h)
B(T)↑ are the electron (hole) annihilation operators in

the bottom (top) QD, and MBB(T) =
∫
drϕe

Bϕ
h∗
B(T) are e–h

overlap integrals. We use a Boltzmann thermalization Nin(T )

for the initial states and the same Lorentzian broadening for
all energies with average experimental linewidth T = 50 µeV.
We have found that the PL intensities are in a good agreement
with experimental data.
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Abstract. We find a striking similarity between the electronic energy spectrum of a helical nanostructure in a transverse
electric field and the spectrum of a quantum ring pierced by a magnetic flux in the presence of an in-plane electric field.
Optimal parameters of a quantum ring are found, so that a weak in-plane electric field can be used for observation of the
pronounced Aharonov–Bohm oscillations of electric dipole moment in the ring.

The widespread fascination with helical nanostructures pro-
bably stems from the miracle of the DNA, the majestic double-
helix underlying the life on Earth. It has recently become
possible to fabricate artificial nanohelices in different material
systems, including InGaAs/GaAs [1], Si/SiGe [2], ZnO [3] and
pure carbon [4]. Soon after the discovery of carbon nanotubes
(CNTs), it was realized that a chiral CNT can be viewed as a
helical motif [5], which becomes a single helix containing all
elementary cells of the rolled graphene sheet in a special case
of a (n, 1) CNT [6].

We show that a quasi-one-dimensional helical nanostruc-
ture in the presence of an electric field normal to the helix
axis behaves as a superlattice with parameters controlled by
the applied field. This behavior includes Bragg scattering of
electrons on a periodic potential created in a helix by the field,
which results in the energy gap opening at the edge of the su-
perlattice Brillouin zone. The gap is proportional to the helix
radius and the strength of the applied electric field, (ε = eER.
In Fig. 1, the three lowest energy subbands for an electron con-
fined to an ideal helix of radius R and pitch d in a transverse
electric field E are plotted as a function of dimensionless pa-
rameter k/g, where k is the electron wave number along the
helical line, g = 2π/l0 and l0 =

√
4π2R2 + d2 is the length

of one coil of the helix. Only the first Brillouin zone of the
superlattice is shown.

The energy spectrum of an electron, which is confined
in an infinitely-narrow ring pierced by a magnetic field flux
(Aharonov–Bohm quantum ring) and subjected to an in-plane
electric field, is exactly the same as the energy spectrum of
an electron in a helix in a transverse electric field. Here the
magnetic flux , = πR2B through the ring of radius R plays
the same role as the electron momentum along the helical line.
The spectrum shown in Fig. 1 is applicable to the ring if the
dimensionless parameter f = ,/,0, where ,0 = h/e, is
used instead of k/g. The spectrum is periodic in f and only
one period is shown in the figure. The linear in electric field
splitting in the energy spectrum of the ring occurs when , is
equal to an odd number of ,0/2. This splitting takes place
when the electric field mixes two states with the values of the
angular momentum m differing by one, which are degenerate
when f = (2m+1)/2 in the absence of electric field. The two
resulting states, which are separated by the gap (ε = eER,
have the same absolute value but the opposite sign of the elec-
tric dipole moment. At zero temperature, the discussed effect

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

1.5

1.0

0.5

0

−0.4 −0.2 0 0.2 0.4
k g/ (f)

ε/
ε 0

Fig. 1. The energy spectrum of an electron confined to an ideal
helix in a transverse electric field and the spectrum of an electron
in the infinitely narrow Aharonov–Bohm ring in an electric in the
plane of the ring. For the helix ε0 = h̄2g2/2M and for the ring
ε0 = h̄2/2MR2, where M is the electron effective mass. In both
cases eER = 0.2ε0. Red dots show the results obtained from a
simple analytic formula.

results in the periodic in magnetic flux increase of the dipole
moment P up to its maximum value of eR in the arbitrary
weak electric field. With increasing temperature these oscil-
lations become suppressed, since the population of the two
states with opposite dipole moments becomes effectively the
same, unless eER > kBT . However, to observe pronounced
oscillations the field should not be too large, so that it does
not mix the states with different angular momenta for , = 0,
which requires eER � h̄2/2MR2. At higher electric fields all
traces of the Aharonov–Bohm effect are completely eliminated
from the ground state spectrum [7]. The latter condition shows
that the effect of magnetic flux oscillations of the dipole mo-
ment becomes stronger with decreasing the ring radius R. The
smallest nanoring radius achievable by existing growth tech-
niques [8,9] is about 10 nm. In fact, the further reduction of the
ring size will make it difficult to achieve a flux through the ring
of the order of the flux quantum at experimentally attainable
magnetic fields of several Tesla. Our analysis shows that pro-
nounced oscillations of the dipole moment can be observed in
the nanorings with radius between 10 and 20 nm in relatively
weak electric fields in the range of 100–200 V/cm and tempera-
tures below 4 K. Figure 2 shows the magnetic flux dependence
of the dipole moment of the 20 nm ring for two values of the
in-plane field E and several temperatures. As discussed above
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Fig. 2. Magnetic flux oscillations of the electric dipole moment P
of a quantum ring of radius R = 20 nm, pierced by a magnetic
flux , and subjected to an in-plane electric field E = 130 V/cm or
E = 230 V/cm at T from 0.4 to 4 K.
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Fig. 3. A finite-width ring in a magnetic field for different values of
in-plane electric field strength: E = 1, 2, 5 and 10 V/cm. The ring
radius is r0 = 100 nm and its width is 20 nm.

the oscillations are more pronounced in weaker electric fields
and their amplitude is strongly temperature-dependent.

It is important to emphasize that the discussed effect is not
an attribute of the infinitely-narrow ring model, but it persists
in finite-width rings in a uniform magnetic field. Indeed, the
essential feature required for this effect is the degeneracy of
the states with the angular momenta differing by one at certain
magnetic field values. This degeneracy is well-known to take
place for finite-width rings. In Fig. 3 we show the energy
spectrum of a finite-width ring in a uniform magnetic field
normal to the plane of the ring for several values of in-plane
electric fields. In our calculations we adopted the ‘soft-edge’
ring model of Ref. [10], which allows for analytical solutions
in the absence of electric field. Not-too-large electric fields
open the gaps linear in field, whereas large fields destroy the
oscillations completely.

The discussed mixing of two states, which are degenerate
in the absence of electric field, is completely controlled by
the direction of the in-plane field with respect to a fixed axis.
This brings the potential possibility for creating nanoring-based
qubits, which do not require weak spin-orbit coupling between
the electric field and electron spin. Arrays of the Aharonov–
Bohm rings can also be used for polarization sensitive single-
photon detection.
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Abstract. IR reflection spectra of lattice vibrations were investigated in multilayered epitaxial heterostructures obtained by
MOVPE epitaxy.

Introduction

The self-organized fabrication of the low dimensional semicon-
ductor structures with nanoscale islands has been a subject of
intensive investigations during the last years. These structures
have a unique electrophysical and optical properties because of
low dimensional confinement of carriers in the island volume.
The most extensively studied heterostructures with nanoscale
islands (NI’s) are (Ga)InAs/GaAs [1], (Ga,In,Al)Sb/GaAs [2],
InP/GaInP [3]. One of the widely applied methods for the study
of the fine lattice properties and estimation of structural qual-
ity of epitaxial films is infrared optical vibration spectroscopy
allowing to consider not only molecular composition of a sub-
stance but also internal stresses in its lattice since this method
is very sensitive to them. Due to a high penetration ability of
IR-radiation IR-reflection spectra of lattice vibrations allow to
obtain information on the real state of the crystal microstructure
at the appreciable depth. The aim of our work was the study
of the influence of InAs and GaAs nanolayers on IR-lattice
reflection spectra in multi-layer heterostructures.

1. Objects and methods of investigations

Investigated heterostructures were grown at Ioffe Institute.
Epitaxial single-crystalline films of AlInAs/InAs/AlInAs
InGaAs/GaAs/InGaAs and AlInAs/InGaAs/GaAs/InGaAs/
AlInAs with InAs and GaAs nanolayers were grown by
MOVPE on InP (100) substrates doped with sulphur providing
concentration about 5× 1017 cm−3. Growth rate was of about
2.5 mcm/sec, the ratio of V/III was 50, while for growing of the
“dots” the rate of growth was 2.5 Å/min and the ratio of V/III
was of 200. The temperature of growth was the same of about
725 ◦C. Atomic composition of epitaxial films was determined
by X-ray microanalysis. IR reflection vibration lattice spectra
of the investigated epitaxial heterostructures were obtained at
FIR-spectrometer Vertex 70 (Bruker) at room temperature in
the range of 200 to 600 cm−1 with a resolution of 1 cm−1.

2. IR-reflection spectra of the multi-layer epitaxial
structures

Analysis of the obtained data, results of dispersion analysis
IR-spectra in the model of “a semi-infinite substrate with the
permittivity function s, and a surface thin film with the thick-
ness d and the permittivity function f ” and results of inter-
nal stress crystalline lattice calculation allows to make a next
conclusions. IR reflection spectra of lattice vibrations from
the multi-layer epitaxial structures ofAlInAs/InAs/AlInAs/InP

Table 1. Composition and thickness of the layers in multi-layer
heterostructures.Composition and thickness TO/LO vibration
of heterostructure layers modes (cm−1)

In-As Ga-As In-P Al-As
AlInAs/InAs/AlInAs 228/ 307/ 360/
0.2 µ/6 ML/0.4 µ 251 325 397
AlInAs/InAs/AlInAs 229/ 308/ 359/
0.2 µ/8 ML/0.4 µ 253 329 416
InGaAs/GaAs/InGaAs 225/ 253/ 311/
0.2 µ/8 ML/0.6 µ — 267 369
InGaAs/GaAs/InGaAs 226/ 253/ 312/
0.2 µ/12 ML/0.6 µ — 266 373
AlInAs/InGaAs/GaAs/ 227/ – / – 308/ 358/
InGaAs/AlInAs 256 329 399
0.2 µ/300 Å/8 ML/300 Å/0.4 µ
AlInAs/InGaAs/GaAs/ 226/ – / – 308/ 356/
InGaAs/AlInAs 246 327 387
0.2 µ/100 Å/8 ML/100 Å/0.4 µ

(100) with InAs quantum dots are presented in Fig. 1(a). As
it is seen from the Fig. 1(a), three different basic modes of
vibrations can be observed in the spectra: In-As, Al-As and
In–P. Dispersion analysis demonstrated that with an increase
of the number of InAs monolayers (from 6 to 8) LO-mode of
Al-As vibrations considerably changes its position (from 397
to 416 cm−1) (Table 1). All other LO and TO modes of the
main vibrations change quite insignificantly.

Fig. 1(b) represents IR reflection spectra for heterostruc-
tures of InGaAs/GaAs/InGaAs/InP (100) with GaAs quantum
dots. These spectra also include three basic vibration modes:
In-As, Ga-As and In–P. Analysis of the spectra demonstrated
insignificant changes for TO and LO vibration modes. How-
ever, one should note that the mode of vibrations for InAs is
splitted and there appears a fine structure for this mode.

IR reflection spectra of multi-layer heterostructures of AlI-
nAs/InGaAs/GaAs/InGaAs/AlInAs/InP (100) with w-grooves
are represented in Figure 1c. Analysis of the spectra demon-
strated that they include three basic modes of vibrations: In-As,
Al-As and In–P. Fourth Ga-As mode of vibrations is not prac-
tically observed and it is active only in the spectrum with less
thickness of adjacent InGaAs layers (100 Å).

As for the frequencies of TO and LO the basic modes for
all of vibrations they do not practically change except for the
frequency of Al-As LO mode which considerably changes its
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Fig. 1. IR reflection spectra of multilayered epitaxial heterostruc-
tures with embedded nanolayers InAs and GaAs.

position with a decrease of the thickness of InGaAs layer (from
399 to 387 cm−1) (Table 1). Moreover, the splitting of In-
As mode takes place just as in the spectra of heterostructures
with GaAs layers. Analysis of the obtained data allows to
make a conclusion the change (increase) of LO modes ofAl-As
vibrations in heterostructures AlInAs/InGaAs/GaAs/InGaAs/
AlInAs/InP (100) with an increase of the number of embedded
InAs layers the stresses in the adjacent layers of InGaAs è
AlInAs also increase due to the difference in lattice parameters
(aAlInAs < aInAs). Decrease of LO modes of Al-As vibrations
in the spectra of the structures with embedded GaAs layers
is due to the fact that at the decrease of thickness of InGaAs
layer and, hence, mismatch of lattice parameters in the layers
(aAlInAs < aInGaAs < aGaAs)AlInAs layer is subjected to rather
high compression tensions. Appearance of the fine structure
for In-As mode in the structures with GaAs embedded layers
occurs since GaAs monolayers result in stretching tensions in
the layers of InGaAs thus leading to separation of AlGaAs
alloys and localizing of the optic phonons in these alloys as
it takes place in the case of superlattices [4]. A dispersion
analysis of all samples has allowed to determine frequencies of
plasma oscillations and the characteristic lifetimes of plasmons

Table 2. Result of internal stress crystalline lattice calculation.

Composition and thickness Internal stress crystalline
of heterostructure layers lattice for atomic bond

In-As Ga-As Al-As
AlInAs/InAs/AlInAs
0.2 µ/6 ML/0.4 µ
AlInAs/InAs/AlInAs 0.053 0.035
0.2 µ/8 ML/0.4 µ
InGaAs/GaAs/InGaAs
0.2 µ/8 ML/0.6 µ
InGaAs/GaAs/InGaAs −0.028 0.021
0.2 µ/12 ML/0.6 µ
AlInAs/InGaAs/GaAs/
InGaAs/AlInAs
0.2 µ/300 Å/8 ML/300 Å/0.4 µ
AlInAs/InGaAs/GaAs/ −0.041
InGaAs/AlInAs
0.2 µ/100 Å/8 ML/100 Å/0.4 µ

arising in monocrystalline InP (100) substrates. A result of
internal stress crystalline lattice calculation is given in Table 2.
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Abstract. Micro-photoluminescence (µ-PL) of a simple InAs/AlAs quantum dot (QD) has been studied. It has been found
that the µ-PL emission related to the recombination in a single QD is strongly broadened due to spectral diffusion. Emissions
related to the recombination of biexcitons and excitons occupying excited levels of the QD are observed in µ-PL spectra at
high excitation power densities. A red shift of the µ-PL emissions related to recombination of excitons in the ground and
excited levels of the QD with increasing excitation power gives clear evidence for type I alignment of the InAs/AlAs QD.

Introduction

The system of InAs quantum dots (QD’s) embedded in anAlAs
matrix is very close to the system of InAs/GaAs QD’s what con-
cerns the Stranski–Krastanov growth mode, since AlAs has
practically the same lattice constant as GaAs. Nevertheless,
the increase in the QD barrier height leads to a stronger elec-
tronic confinement in the InAs/AlAs dots, and to significant
changes in their electronic and optical properties as compared
with the InAs/GaAs QD system [1–3]. Recently microsec-
ond [2] and even millisecond-scale [3] non-exponential photo-
luminescence (PL) decays have been observed in InAs/AlAs
QD’s at low temperatures. To explain the long nonexponential
PL decays in InAs/AlAs QD’s three models have been pro-
posed in the literature [2–4]. Dawson et al [2] attributed the
long decay times to the recombination involving electrons and
holes localized in spatially separated QD’s. Later, the long
QD PL decay was explained in terms of type II indirect tran-
sitions of electrons localized in the AlAs matrix with holes in
the QD’s [4]. A third explanation is based on the exchange
splitting of excitonic levels in a QD, as proposed in our previ-
ous study [3]. In the latter case a long PL decay results from
a long lifetime of an exciton in the optically inactive state in
a QD. Since QD structures with type II alignment exhibit an
energy blue-shift with filling QD by non-equilibrium carriers,
which should be proportional to the cube root of the excitation
power density (P) [5], one can test the type of alignment for
InAs/AlAs QD’s. However, due to significant dispersion of
the QD’s sizes, the PL emission of the InAs/AlAs QD’s array
demonstrates a considerable width (> 200 meV) that ham-
pered the observation of a relatively small energy shift of the
emission with increasing excitation power. In this work, the
type of alignment of InAs/AlAs QD’s is studied by means of
µ-PL of the QD’s as a function of excitation power density.

1. Experimental

A sample with self-assembled InAs QD’s in AlAs matrix was
grown by molecular beam epitaxy on semi-insulating (001)-
oriented GaAs substrates using a Riber-32P system. The sam-
ple consisted of one layer of InAs QD’s sandwiched between
two 25 nm thick layers of AlAs grown on top of a 200 nm
buffer layer of GaAs. The first AlAs layer in all the sam-
ples was grown at TS = 600 ◦C. The QD’s were formed at
TS = 530 ◦C. To prevent InAs evaporation, the growth tem-
perature was not increased during the deposition of a few initial

Fig. 1. TEM plan view image of the structure with InAs/AlAs QD’s.

monolayers of the second AlAs layer covering the QD’s. The
rest of the cover layer was grown at TS = 600 ◦C. A 20 nm
GaAs cap layer was grown on top of the sandwich in order to
prevent oxidation of AlAs. The average QD density of about
108 cm−2 was found from transmission electron microscopy
(TEM) plane view image demonstrated in Fig. 1.

The excitation of µ-PL was carried out by a Verdi/MBD
laser system with wavelength of 266 nm (hν = 4.66 eV). The
laser spot was about 1.5 mm in diameter that will illuminate one
or two QD’s. The excitation power was varied from 5×10−4 to
6 mW. The emission was collected by a microscope, dispersed
by monochromator and detected by a CCD. A temperature of
60 K was established using a closed-cycle helium cryostat.

2. Results

µ-PL spectra of a single InAs/AlAs QD as a function of ex-
citation power density are depicted in Fig. 2. A single PL
band (labeled as QD0) related to the recombination of elec-
trons and holes occupying the ground levels of QD is observed
in the µ-PL spectrum at P = 1 kW/cm−2. The line width
(15 meV) exceeds resolution of our monocromator as a result
of spectral diffusion [6]. An increase ofP results in the appear-
ance of additional lines in the µ-PL spectra (labeled as WL,
QD1, QD2 and XX in Fig. 2). The intensities of these lines
increase with increasing P stronger than the intensity of the
QD0 line. The XX line becomes dominating in the PL spectra
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Fig. 2. µ-PL spectra of InAs/AlAs QD’s as a function of excita-
tion power P , top-down kW/cm−2: 300, 170, 80, 19, 9, 1. Inset
demonstrates QD0 and XX lines at P = 9 kW/cm−2.

at P > 40 kW/cm−2. The energy position of the WL line and
the shift of the XX line with respect to the QD0 line evidence
that these lines are due to the recombinations of charge car-
riers in the wetting layer and of biexcitons [7], respectively.
The QD1 and QD2 lines were identified as the recombination
of carriers originating from the excited levels of QD. With in-
creasing P , the WL line demonstrates a small blue shift due
to filling of the wetting layer bands by non-equilibrium carri-
ers [8]. On the other hand, the QD (XX, QD0 and QD1) bands
demonstrate a significant red shift and broadening with filling
of the QD by charge carriers. The observation of the excited
levels of the QD and the emission red shift give unambiguously
evidence for type I alignment of the structure.
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Raman study of strain relaxation in Ge quantum dot array
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Abstract. We have studied Raman spectra of Si/Ge/Si structures with Ge quantum dots (QDs) obtained using a molecular
beam epitaxy. In the spectra of structures grown at different growth conditions, features related to an inelastic strain
relaxation in a QD array were observed. Two mechanisms of this relaxation were distinguished. It was shown that the strain
relaxation is strongly non-uniform and results in a broad residual strain distribution in a QD array. As a result, an overall
spectrum of electron states of a QD array differs considerably from the discrete levels of a separate QD.

Introduction

For device application of Ge quantum dot (QD) array being
synthesized by the self-ordering growth in a molecular beam
epitaxy (MBE) process, it is necessary to ensure uniformity of
QD sizes and other parameters [1,2]. The mechanical strain of
Ge QDs is a key parameter determining not only the QDs self-
ordering mechanism but also an electronic state energy spec-
trum of individual QD. Thus, the valence band offset between
pseudomorphic Ge and Si is E = 0.75 eV, and it is reduced
by 0.2 eV for the case of full relaxation of the Ge strain [2].
A strain value is usually measured from the optical phonon line
position observed in Raman spectrum. Raman spectra of Ge
QDs obtained at sufficiently high growth temperatures (400–
600 ◦C) have been studied in numerous experiments [1]. For
this temperature range, interdiffusion of the components and
also Ge-Si intermixing are appreciable. As a result, a solid so-
lution Ge:Si, whose broad phonon lines complicate observation
of strain relaxation in Ge QD array, is formed.

1. Experimental

In this work, we have studied Raman spectra of Si/Ge/Si struc-
tures with Ge QDs obtained by using MBE. The Ge QD ar-
rays were grown at sufficiently low temperature of a substrate
(Ts = 300−250 ◦C) at a deposition rate of 5 Å/min. An effec-
tive thickness of Ge layer was varied in the range of 4–15 ml.
The grown QDs array was covered with Si layer 20 Å thick
at the same temperature. A protective Si layer 200 Å thick
was deposited last at Ts = 450 ◦C. Variation of the mentioned
growth parameters (Ts, d) allows us to obtain the pseudomor-
phic Ge QD array with perfectly abrupt Ge/Si interfaces, and
also to observe strain relaxation, which turns out to be strongly
nonuniform and causes residual strain distribution in QD array.

2. Results

Fig. 1 shows the Raman spectra of the Si/Ge/Si structures
obtained at different growth conditions. For the sample (a),
Ts = 250 ◦C and d = 8 ml, for the sample (b), Ts = 250 ◦C
and d = 12 ml, and for the sample (c), Ts = 300 ◦C and
d = 8 ml. The optical phonon lines of Ge (304–318 cm−1),
the phonon lines of Ge/Si interface vibrations (a) (420 cm−1),
the Ge–Si mode of Ge:Si solid solution (c) (420 cm−1), and
the phonon line of Si substrate (525 cm−1) are observed. The
frequency shift of the Ge phonon line (Fig. 1(a)) from the bulk
position indicated in Fig. 1 by the vertical arrow is 16 cm−1.
This shift corresponds to the value of biaxial deformation of
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Fig. 1. Raman spectra of the Si/Ge/Si structures with Ge quantum
dots obtained at different growth conditions.

Ge in the (100) plane equals 0.04, which is defined by pseu-
domorphic state of Ge islands. Besides, the doublet structure
of the Ge-Si mode observed in the first sample (Fig. 1(a)) in-
dicates that the Ge-Si interfaces are ideally-abrupt, as it has
been shown by theoretical calculations [3]. The observed in-
tensity of the Ge phonon line is anomalous high, being by
five times grater than the bulk intensity measured with the
same excitation wavelength. The half-width of this phonon
line is 4 cm−1, whereas that of the bulk phonon line is some-
what smaller (1.5 cm−1). This broadening is probably uni-
form and determined by phonon life-time reducing appeared
due to phonon interaction with interfaces and crystal imper-
fections. Thus, the QDs of the sample (a) have the identical
stain state (pseudomorphic) with ideally-abrupt interfaces, and
all the QDs give the nearly equal contribution to the observed
phonon line.

Fig. 1(b),(c) shows the Raman spectra of the Si/Ge/Si struc-
tures with strain relaxation. In the first case (b, d = 12 ml),
strain is relaxed by misfit dislocation formation at interfaces as
a result of exceeding of the Ge effective thickness above the
critical value (10 ml). The Ge phonon line intensity is reduced
by factor of 20 with changing of line shape. The observed
contour may be decomposed into two regions. The first one
shown in Fig. 1(b) by the dashed line is attributed to Ge islands
remaining in the pseudomorphic state. The second part (the
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shaded area) results from partially relaxed Ge islands. As it is
seen, the phonon frequency is varied from the bulk (304 cm−1)
position up to the nearly maximal value (320 cm−1) for this part
of QD array. The observed frequency shift is defined by resid-
ual strain value of Ge island. It is clear that, the residual strain
distribution has an essentially nonuniform character in the re-
laxed part of QD array. The strain relaxation exhibits itself by
a similar way with growth temperature increasing (Fig. 1(c)).
In this case, QD strain is relaxed due to interdiffusion of Ge
and Si, which results in formation of Ge:Si solid solution at
interfaces. The discrete energy levels of individual QD should
be dispersed over the range of 0.2 eV for relaxed part of QD
array. This results in unfitness of such QD array for device
application.

The observed non-uniformity may be explained taking into
account the statistical nature of the relaxation process. The
dislocation formation and interface intermixing of the compo-
nents occur due to local temperature fluctuations, which fill
an energy deficiency for overcoming of some energetic thresh-
old. The occasional nature of this fluctuations may produce
a considerable deviation of different parameters of a system
from theirs average values. For example, for the full strain
relaxation of a small size (200 Å) Ge island, it is required that
N = 4 dislocations are formed at the interface. Supposing that
the fluctuations of the valueN is described by a regular distribu-
tion (Poisson’s distribution), we can find that its deviation from
the average value is N0.5. This magnitude is comparable with
the average one. This indicates that the residual strain distribu-
tion is broad, i.e. the strain relaxation is strongly non-uniform.
For the case of diffusion intermixing, the fluctuating parameter
is average composition of Ge:Si solid solution formed at the
interface of a Ge island.
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Abstract. We investigate the influence of bulk inversion asymmetry terms in the eight-band k · p Hamiltonian on subband
dispersions and optical matrix elements for the infrared transitions in semiconductor quantum well structures, using
InAs/GaSb quantum wells sandwiched by AlSb barriers as an example. We have found a considerable contribution from
spin-flip processes to the probability of intersubband transitions caused by linearly polarized light with the electric field
amplitude along the growth direction. In addition we found an essential anisotropy of the subband dispersions and optical
matrix elements with respect to different directions of the in-plane wave vector of 2D hybridized electron-hole states.

Introduction

In the past there have been many studies on InAs/GaSb quan-
tum wells sandwiched between twoAlSb barriers. The strongly
hybridized electron-hole levels in these structures are due to the
overlap between the InAs conduction band and the GaSb va-
lence band. The conduction and valence band edges of the
InAs/GaSb quantum well under flatband conditions is shown
in Fig. 1. If at zero in-plane wave vector k‖ the lowest elec-
tron level in InAs is below the highest hole level in GaSb, the
electron-like and hole-like levels anticross at some finite k‖.
This creates hybridization gaps in the in-plane dispersion. The
strong hybridization around these gaps significantly influences
the intersubband optical transitions [1].

The bulk inversion asymmetry produces additional spin
splits in the energy levels and mingles of states with differ-
ent spin orientations. Also, the difference between the second
and the third Luttinger parameters causes warping terms in the
Hamiltonian. These factors modify the optical matrix elements
for the intersubband transitions in InAs/GaSb quantum wells,
but were not considered in previous calculations with radia-
tion polarized along the growth direction. These effects will
be included in the present work.

1. Model Hamiltonian and subband dispersions

We use the eight-band k · p model and Burt–Foreman enve-
lope function theory, taking into account the strain induced by
lattice-mismatch, to calculate subband dispersions and optical
matrix elements. All electron states, light-hole states, heavy-
hole states and split-off states are included in our model. We
add to the Hamiltonian in Ref. [2] the bulk inversion asymmetry
terms which are proportional to Kane’s B-parameter, and the
terms of the form kiεlj , where ki is the wave vector component
and εlj is the strain tensor component. The small linear-in-ki
terms in the valence band Hamiltonian, which do not depend on
strain, are neglected. For a quantum well grown on InAs along
the [001] direction, with a 10 nm InAs layer and a 10 nm GaSb
layer, the calculated self-consistently subband dispersions for
the in-plane wave vector along the [10] direction and the [11]
direction are shown in Fig. 2.

According to the wave function properties at k‖=0, the six
subbands in Fig. 2 are labeled as 1e and 2e for the electron
states, 1hh, 2hh, and 3hh for the heavy-hole states, and 1lh for
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Fig. 1. The conduction and valence band edges of a InAs/GaSb
quantum well with a 10 nm InAs layer and a 10 nm GaSb layer.

the light-hole states. Since at k‖=0 the 1e level is lower than the
1hh level, anticrossings of subbands occur at finite k‖, resulting
in hybridization gaps between the 1hh subband and the 1e-like
subband. Around these gaps the electron-like and the heavy-
hole-like states are strongly hybridized. The hybridized wave
functions have large amplitudes in both the InAs layer and
the GaSb layer. After the anticrossing, the states of the 1hh
subband become the 1e-like. The hybridization significantly
affects the optical transitions between the 1hh subband and the
2e subband, generated by linearly polarized light.

We see in Fig. 2 a large spin-split of the levels for finite
k‖. This split is due to the spin-orbit interaction, structural
asymmetry and bulk inversion asymmetry. We also found an
essential anisotropy in the 2e subband dispersion. This type of
anisotropy in the dispersion curves also appears in other sub-
bands in the region of large k‖, and is produced by the bulk
inversion asymmetry terms in the Hamiltonian and the differ-
ence between the second and the third Luttinger parameters in
bulk InAs, GaSb, and AlSb.
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Fig. 2. Subband dispersions in the InAs/GaSb quantum well grown
on InAs obtained self-consistently at temperature T = 4.2 K. Fermi
level is shown as the dashed line.

2. Optical matrix elements for the infrared transitions

We have investigated the optical matrix elements, using the
transitions between the 1hh subband and the 2e subband as
an example. For small values of k‖ the 2e subband is the
second electron-like subband and the 1hh subband is the first
heavy-hole-like subband. As shown in Fig. 2, after anticross-
ing around k‖ � 0.15 nm−1, the 1hh subband becomes the
first electron-like subband. We choose the polarization of light
along the growth direction. The 1hh → 2e optical transi-
tion is forbidden at k‖ = 0. With increasing k‖ the transition
probability is enhanced because of the increasing hybridization
between the 1hh subband and the 1e subband. The absolute
value of the optical matrix element reaches its maximum when
the 1hh subband states turn into 1e-like. Then it decreases with
further increase of k‖ because of the strong nonparabolicity of
bulk dispersions in the narrow-gap InAs layer. Such results
were obtained in Ref. [1].

When the bulk inversion asymmetry and the difference be-
tween the second and the third Luttinger parameters are taken
into account, in contrary to Ref. [1] we obtained a significant
probability of spin-flip optical transitions, induced by the lin-
early polarized light, from all states except those with k‖ along
the [11] direction. If the bulk inversion asymmetry terms in
the Hamiltonian are neglected, the spin-flip optical transitions
from the states with k‖ parallel to the [10] direction are also
forbidden. However, for any other direction of k‖ the spin-flip
transition probability is still finite. This phenomenon is con-
nected to the important contribution of the warping terms in the
Hamiltonian to the optical matrix elements. Since the second
and third Luttinger parameters are not equal in each of the bulk
materials InAs, GaSb, and AlSb, the Hamiltonian can be block
diagonalized only if k‖ is along the [10] or the [11] direction.
Under this situation the spin-up states and the spin-down states
are coupled to yield a finite spin-flip optical transition proba-
bility, which can be comparable to the spin-conserved optical
transition probability.

The spin-flip optical transition, produced by the bulk inver-
sion asymmetry terms in the Hamiltonian, can be equally large

if k‖ is along the [10] direction. The reason is the mixing of
states with different spin orientations as well as the influence
of bulk inversion asymmetry on the group velocity operator.
This spin-flip optical transition probability is again comparable
to the spin-conserved transition probability. Both terms pro-
portional to the Kane’sB-parameters, and the strain-dependent
bulk inversion asymmetry terms give a large contribution to the
spin-flip optical transitions. The maximum value of the matrix
elements for the spin-flip transition from an initial states in the
1hh subband are achieved when these states are near the hy-
bridization gap. Note that the effects of the low C2v symmetry
of interfaces [3] can produce only some quantitative change of
results for the 1hh–2e optical matrix elements with the light
polarization along the growth direction.
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Abstract. The integration of SiGe nanostructures with a high Ge content into Si offers new paths for optoelectronic devices
based on Si. Here, strain compensated Si/SiGe quantum well structures and their potential for optical components such as
modulators and quantum cascade lasers are discussed. The ordering of Ge quantum dots on pre-patterned substrates allows
the fabrication of 3-dimensional quantum dot crystals. Patterns with periodicities down to 25 nm have been fabricated using
EUV-interference lithography. Dense arrays of ordered Ge quantum dots might be applicable for sensitive photodetectors as
well as for THz emitters. All these structures require high Ge concentration, thus build up large strain throughout the
structure, which makes them challenging for epitaxial growth. New developments may arise from the availability of bulk
SiGe substrates.

1. Introduction

Si based optical components attracted strong interest lately trig-
gered by the findings of an all Si based Raman laser [1], the
observation of a strong quantum confined Stark effect [2], the
option to construct a quantum cascade laser [3] and the de-
scription of a possible generic optical logic gate [4]. These
efforts indicate that the incorporation of optical devices in ma-
ture Si electronics might be feasible in the near future. Here
we discuss the options and challenges using Si/SiGe nanos-
tructures for the construction of optical devices. Ge has a 4%
lattice mismatch towards Si which puts constrains to the de-
sign of Si/SiGe structures with high Ge content. The latter is
typically needed in order to achieve large bandoffsets, a pre-
requisite for the observation of the desired quantum effects.
Moreover, in pure Ge the direct band gap is energetically close
to the fundamental indirect gap and absorption via the direct
bandgap of Ge has been observed in Ge/SiGe quantum well
structures [2,5], opening a new path to overcome the indirect
nature of the fundamental bandgap in Si.

2. Results and discussion

2.1. Si/SiGe/Ge quantum well structures

Three types of Si/SiGe/Ge quantum well structures were in-
vestigated, namely for quantum cascade structures, quantum
fountain structures for optically pumping and Ge/SiGe quan-
tum wells for modulators. Whereas the first two explore inter-
subband transitions, the later is used to study the direct band
gap of pure Ge wells. Quantum cascade (QC) structures for
electrical carrier injection typically contain 28 layers per cas-
cade and 15 cascades. Here intersubband transition of holes
were employed, since the effective tunnel mass of electrons
in these structures was considered to be too high for efficient
carrier injection. The growth of such a structure with several
hundred layers is already challenging, however, the required
design freedom at appropriate wavelength in the MIR to FIR
regime require large band offsets which are only achievable if
Ge concentrations above 70% are used, which leads to strain ac-
cumulation in the QC structure. To avoid relaxation in the thick
QC structure it has to be deposited strain symmetrised on a re-
laxed Si0.5Ge0.5 buffer layer (pseudosubstrate) [6]. The growth
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Fig. 1. Plot of the photocurrent of a quantum cascade structure as
a function of the delay between the TM and TE pump pulses for
different bias voltages.

conditions are rather critical and low temperature growth is re-
quired to avoid buckling and island formation with the films
of high Ge concentration. Careful analysis of the structural
properties using x-ray diffractometry and transmission electron
microscopy have been performed. Despite excellent structural
properties only electroluminescence was observed from these
structures but no lasing. This is mainly attributed to the car-
rier relaxation via heavy hole (HH) to light hole (LH) tran-
sitions, instead of the required HH to HH transition, leading
to a strongly reduced lifetime of holes in the upper HH state.
To confirm this assumption the lifetime has been directly mea-
sured using a 2 photon absorption experiment at FELIX. In this
experiment a TM polarized light pulse is used to excite carriers
from the HH ground state to the first excited HH state. The
second TE polarized pulse is used to excite the carriers from
the excited state into the continuum, note that the TE pulse
will not excite carriers from the HH ground state to the HH
excited state. By shifting the time delay between these pulses
and measuring the photocurrent of the sample the lifetime of
holes in the excited state can be probed. In our experiments a
lifetime of 510–560 fs has been established as shown in Fig. 1.
To overcome this problem, either designs have to be chosen
with a minimum of LH states spread between the active HH
states, or intersubband transitions other than HH-HH transi-
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Fig. 3. Photocurrent spectroscopy of a SiGe/Ge modulator structure.

tion have to be employed. To study the latter, quantum well
structures for LH-HH hole transitions have been designed. The
structure contains an asymmetric quantum well with a section
of pure Ge and a section of a SiGe alloy. They were subject to
absorption and optically pumped emission experiments. Fig. 2
shows the differential absorption spectra using a waveguide
structure fabricated by etching a mesa into the 60 period mul-
tiple quantum well structure. Clear absorption peaks for the
HH0 ground state to excited HH1 and LH1 states are visible.
Only little absorption is found in the energy range of the HH1
to LH1 transitions where the emission should occur.

Next to laser structures also structures for optical modu-
lators based on SiGe/Ge quantum well structures were inves-
tigated. Thick relaxed SiGe buffer layers were deposited by
CVD. These pseudosubstrates were mounted into a MBE sys-
tem and the Ge/SiGe quantum well structure was deposited.
The well width of Ge QW was varied and the direct tran-
sition energy of the direct-gap interband transitions between
the T+8v edge and the T−7c edge in SiGe heterostructures was
monitored by photocurrent and absorption spectroscopy using
Fourier transform infrared spectroscopy. Fig. 3 shows the pho-
tocurrent spectrum of a sample measured at 17 K when the
bias voltage is equal to 0 V. A series of steps is observed above
0.97 eV, which is∼ 0.2 eV above the indirect fundamental band
gap of Ge. In addition, the onset of steps is decorated by a peak
structure indicating an excitonic effect. For comparison also a
calculated spectrum (lower curve) is shown in Fig. 3. The good
overall agreement between theory and experiment confirms the
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Fig. 4. Reciprocal space maps around the symmetric (004) and
asymmetric (224) reflex of a 3-dimensional Ge quantum dot crystal.

peak assignment for photon energies below ∼ 1.2 eV. Further
improvements of this kind of structures may arise from the de-
velopment of bulk SiGe crystals. First experiments growing
resonant tunnelling diodes (RTD) on Si0.15Ge0.85 bulk wafers
reveal excellent electronic properties showing negative differ-
ential resistance up to room temperature.

2.2. Ge quantum dot structures

The bandstructure of an artificial quantum dot crystals contain-
ing densely packed dots may open another path for the real-
isation of optical devices based on Si. Substrates have been
patterned using EUV-IL and reactive ion etching with regular
shallow patterns. Using this technique patterns with a pitch
of 25 nm have been fabricated. Growth was performed on
patterned Si wafers and regular 3-dimensional arrangements
of Ge dots are observed by AFM and TEM analysis. Fig. 4
shows reciprocal space maps (RSM) obtained from grazing
incidence diffractometry along the (004) and the (224) direc-
tion. Both RSM show diffraction peaks and Pendellösungen up
to high orders, indicating the excellent periodicity within the
3-d quantum dot crystals. The valence and conduction band
edges of stacked Ge islands were calculated by the nextnano
3 simulation package. A Ge concentration of 50% is assumed
in the dots and the dots were modelled as a pyramid with the
dimensions corresponding to the dot dimensions observed by
cross sectional TEM. Due to the narrow (10 nm) Si spacer layer
between the dots the local (1

z and (2
z minima for the electron

overlap and the increased strain accumulation between the dots
shifts the state to slightly lower energies compared to single
dots. Also the (xy valleys of the electrons overlap in stacked
dots, forming extended states in 3-d dot arrangements. The en-
ergy values will depend on the Ge concentration in the buried
SiGe islands. For the assumed 50% of Ge in the dots a transi-
tion energy of 823 meV is computed, which is higher than the
observed 746 meV obtained from the PL measurements, indi-
cating that the Ge concentration in reality is higher than 50%.
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Self-assembly of adsorbate atoms into ordered
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Abstract. Self-organization of atoms adsorbed on atomically-clean semiconductor surfaces in ultra-high vacuum has been
used to fabricate the main principal nanostructures, including nanofilms, nanowires and nanodots. The most principal
results obtained with this technique and prospects of its development are discussed in detail.

Introduction

Recent progress, achieved in the ordered nanostructure forma-
tion using self-organization of atoms adsorbed on semiconduc-
tor surfaces in ultra-high vacuum (UHV), allows to consider
this technique as a prototype technology for fabrication of na-
noelectronic devices. Combination of the extra-clean UHV
conditions and surface monitoring with scanning tunneling mi-
croscopy (STM) ensures controlling the growth processes on
atomic scale. In the present report, we review the recent results
obtained in this field in the Department of Surface Science in
the Institute ofAutomation and Control Processes. We consider
how using self-assembly of adsorbate atoms on semiconductor
surfaces one can fabricate the main principal nanostructures,
including nanofilms, nanowires and nanodots.

1. Nanofilms

Nanofilms having thickness on atomic scale are represented by
a wide set of surface phases (reconstructions) formed in mono-
layer and submonolayer adsorbate/silicon and adsorbate/ger-
manium systems. Surface phases have been an object of exten-
sive researches for more than 40 years. As a result, a consid-
erable body of manifold information has been accumulated by
scientific community: for many systems the phase diagrams
have been constructed; for the phases of the greatest interest
the phase composition, atomic structure and electronic proper-
ties have been elucidated [1]. Current researches are directed
towards reaching the greater structural perfection of the surface
phases, as well as controlling their properties. As an example,
we can refer to the results of our recent work on Au/Si(111)
system, which demonstrate that adding the second adsorbate

Si(111) 3 × 3-Auα√ √ Si(111) 3 × 3-(Au,In)√ √

Fig. 1. Structural transformations in the Si(111) α
√

3 × √3-Au
surface phase induced by adsorption of 0.15 ML of In at 600 ◦C.

(In) alters the domain wall structure, which in turn affects elec-
tronic properties of the surface phase [2] (see Fig. 1).

2. Nanowires

For self-assembly formation of the nanowires, one can use
highly anisotropic growth, say, as in the case of growing nano-
wires made of silicides of metals (e.g., Er, Dy, Sm) on Si(100)
surface. To reach the same goal, we have used alternative
approach, namely preferential metal island nucleation at the
atomic steps, which takes place, for example, in the Cu/Si(111)
system.

3. Nanodots

Nanodots, which are represented by various nanocluster arrays,
attract currently a great interest and a number of the vivid results
have been obtained in this field. In particular, highly-ordered
arrays of the identical-size nanoclusters (i.e., magic-cluster 2D
crystals) have been successfully fabricated with Group-III ad-
sorbates on Si surfaces. Modification of the magic-cluster com-
position leading to the changeover of its electronic properties
(i.e., cluster doping) has been demonstrated [3]. It has been
found that dynamic behavior of the doped cluster in In/Si(100)
system (see Fig. 2) opens a prospect for using the cluster as
an atomic-scale memory cell [4]. Nanocluster growth on the
various modified Si surfaces has also been studied.
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Fig. 2. Modified (doped) In/Si(100) nanocluster has an asymmetric
configuration, in which one In atom (shown by dark gray circle) is
relatively mobile and hope between four equivalent sites (labeled 1,
1′, 2 and 2′). Other In atoms are shown by light gray circles, Si atoms
are shown by white circles. According to the calculations, energy
barrier between 1-1′ and 2-2′ sites is about 0.7 eV, that allows at
room temperature direct monitoring In-atom hopping between these
sites by STM.
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Si(111) × 3-In√7 √ Si(111) × -In√7 √7

Si(100)(6,1) × (0,6)-TlSi(100)2 × 1-Tl

Ge(100)2 × 1-Tl Ge(100)c2 × 14-Tl

Tc –~ 100 K

Tc –~ 120 K

Tc –~ 225 K

Fig. 3. Low-temperature reversible phase transitions in the metal
(In, Tl) monolayers on Si(111), Si(100) and Ge(100) surfaces.

4. Structural phase transitions

Besides the application tasks, self-assembly of adsorbates can
be used in the fundamental studies of the critical phenomena
in the low-dimensional systems. For example, Fig. 3 shows
STM images of the unusual reversible phase transitions that
have recently been found in the surface phases developed in
the Tl/Si(100) [5], Tl/Ge(100) [6] and In/Si(111) [7] systems.

5. Perspectives

Further development of the above directions are believed to be
associated with expansion of the adsorbate types, with various
modifications of the substrate surfaces, as well as with devel-
oping of the STM technique, say, with using STM tips made
of carbon nanotubes covered by thin layers of the functional
(e.g., metallic, magnetic or superconducting) materials.
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Localization of electrons in type-II Ge/Si quantum dots
stacked in a multilayer structure
A. I.Yakimov, A. V. Dvurechenskii, A. I. Nikiforov and A. A. Bloshkin
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Abstract. Space-charge spectroscopy was employed to study the electronic structure of single and multiple layers of Ge/Si
quantum dots embedded in a n-type Si(001) matrix. For a multilayer sample, the evidence for an electron localization in
strained Si in the vicinity of Ge dots was found. From the temperature- and frequency-dependent measurements the electron
binding energy was determined to be 40–70 meV for different quantum states. The electron accumulation was not observed
in a sample with a single layer of Ge dots. Existence of localized electronic states is explained by a modification of the
conduction band alignment induced by inhomogeneous tensile strain in Si around the buried Ge dots.

There are two main types of band-edge alignment, in het-
erostructures with semiconductor quantum dots (QDs). In
type-I QDs, the band gap of the narrow-gap material lies en-
tirely within the gap of the wide-gap semiconductor, and both
electron and hole are confined inside the same region. A typical
example of type-I band-edge line-up is the InAs QDs in GaAs
matrix. For type-II QDs, the localization inside the dot occurs
only for one of the charge carriers, whereas the dot forms a
potential barrier for the other particle. A system like this is
that of Ge/Si(001) dots formed by strain epitaxy, in which the
holes are strongly confined in the Ge region, and the electrons
are free in the Si conduction band. The above consideration
disregards possible modification of the band structure due to
inhomogeneous strain in the dots and the surrounding matrix.
Tensile strain in the nearby Si causes splitting of the sixfold-
degenerate (-valleys ((6) into the fourfold-degenerate in-
plane(4-valleys and the twofold-degenerate(2-valleys along
the [001] growth direction. The lowest conduction band edge
just above and below the Ge island is formed by the(2-valleys
yielding the triangle potential well for electrons in Si near the
Si/Ge boundary. Thus one can expect three-dimensional local-
ization of electrons in the strained Si near the Ge dots. The
electron binding energy in a strain-induced potential well in a
single Ge/Si QD was predicted to be very small (<10 meV) [1].
This value is expected to enlarge vastly in multilayer Ge/Si
structures with vertical stacking of Ge islands due to accumu-
lation of strain energy from different dot layers in a stack and
increase of the potential well depth. In this work we employ
space-charge spectroscopy to study electronic states in samples
with different number of Ge dot layers embedded in a n-type
Si(001) matrix.

Ge/Si heterostructures with self-assembled Ge QDs were
fabricated by molecular-beam epitaxy on a n+-Si(001) sub-
strate with a resistivity of 0.01 
cm doped with antimony up
to a concentration of ∼ 1019 cm−3. A fourfold stack of Ge
islands was inserted into the 0.8-µm epitaxial n-Si layer at a
distance of 0.5 µm from the substrate. The amount of de-
posited Ge was gradually reduced from 6 ML (1 ML=1.41 Å)
in the first layer to about 4 ML in the fourth layer to ensure Ge
islands with equal islands sized and densities in all layers. The
Ge growth rate was chosen to be as large as 2 ML/s to provide
the high Ge content in the islands and hence the larger strain.
The n-type remote doping was achieved by insertion of a Sb δ-
doping Si layer of 0.2µm below the Ge QD layer. The first and
second Ge layers in the stack as well as the third and fourth Ge
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Fig. 1. (a) Capacitance-voltage characterisctics measured at mod-
ulation frequency of 10 kHz and at T = 77 K for the single-layer
and multilayer samples. The inset displays the apparent electron
distribution derived from the measured C–V curves using the full
depletion approximation. (b) Temperature dependence of conduc-
tance (G) and capacitance (C) measured at bias voltage Ub = 0 V
and modulation frequency of 1 MHz for the single-layer sample (bro-
ken line, only conductance) and fourfold Ge/Si island stack (solid
lines). Inset: Conductance spectra of the multilayer sample at the
frequency of 1 MHz under different bias voltages. The voltages are
0, −0.2, −0.5, −0.7, −0.9, −1.0, −1.2, and −1.25 V from top to
bottom.

layers are separated by 3 nm Si spacers, while the distance be-
tween the second and third Ge layers is 5 nm. Ge nanoclusters
fabricated by such a way demonstrate good vertical correlation
and have almost equal size. From cross-sectional transmission
electron micrographs, we observe the Ge dots to be approxi-
mately 20 nm in lateral size and about 2 nm in height. The
scanning tunneling microscopy of a sample without the Si cap
layer showed that the Ge islands have the shape of hut-clusters.
The density of the dots is about 1011 cm−2. The average Ge
content of 80% in the islands was determined from Raman
measurements. To separate response from the stacked Ge/Si
islands, the reference sample was fabricated under conditions
similar to the multilayer sample, except that only a single layer
of Ge QDs was grown. For the admittance measurements, Pd
Schottky gates with the area of 7.5×10−3 cm2 were deposited
on top of the samples through a shadow mask.

Figure 1(a) shows experimental capacitance-voltage (C–V)
characteristics for the reference and the multilayer samples.
The dependence of the capacitance on voltage for the single-
layer sample shows no specific features and has the form of the
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Fig. 2. (a) Bias dependent activation energies of electron emission
rate. Inset displays the Arrhenius plots of the electron emission rate
en obtained from G−T spectra with different bias voltages. The
voltages are 0, −0.5, −0.9, −1.1, −1.2, and −1.3 V. (b) Three-
dimensional view of the isosurface of the electron charge density
for the six lowest conduction states. The isosurface level is selected
as 1/e (e = 2, 71828. . .) of the maximum wave-function amplitude
|ψmax(r)|. The probability of finding the electron inside is 70–77%
dependent on the state. Ei is the single-electron binding energy of
the i-th state, determined with the error of ±1 meV.

conventional C–V characteristic of a n-type Schottky diode.
For the multilayer sample, we observe a steplike structure
caused by an additional capacitance, which we associate with
the negative charge accumulation in the Si layers between the
stacked Ge islands [see, inset of Fig. 1(a)]. Due to the n-type
doping in the Si matrix, the stacks of Ge QDs will be charged
by electrons at a zero bias. When a reverse bias is applied to the
diode, the electrons are gradually swept out. AtUb > 1 V elec-
trons escape from the stack of Ge/Si dots and the latter become
neutral. The QD contribution to the capacitance disappears
at temperatures below ∼ 50 K [Fig. 1(b)] due to “freezing”
the electrons in the (2 bound states in the strained Si. The
corresponding step on the temperature dependence of capaci-
tance is accompanied by the conductance maximum [peak C
in Fig. 1(b)] which is not seen for the reference sample. Thus
we may attribute the conductance peak C to the ac response of
electrons confined in Ge/Si QDs stacked in a multilayer struc-
ture. With increasing reverse bias, the position of peakC shifts
towards higher temperatures, its amplitude gradually decreases

and the peak disappears at voltages |Ub| > 1 V just after the
ending of the QD-related capacitance plateau in C–V charac-
teristic. Peaks A and B are observed in both samples. They
are assigned to a dopant-related admittance signal associated
with the carrier freeze-out effect in the highly doped δ-doping
Si layer (peak A) and in Si layers with a lower doping Sb con-
centration (peak B) [2]. Admittance signal originated from
electron traps can be used to extract the trap energy level. For
a given measurement frequency ω = 2πf , the conductance
reaches a maximum at a temperatureTmax which corresponds to
the condition en(Tmax) ≈ ω/2, where en = e0 exp(−Ea/kT )
is the emission rate of electrons from the bound to extended
states which depends on the electron binding energyEa . Thus,
by measuring G(T ) dependencies at various ω, the activation
energies of the electron emission rate can be deduced from the
Arrhenius plots of en(Tmax) vs 1/Tmax. Arrhenius plots neces-
sary for deriving the activation energy are depicted in inset of
Fig. 2(a). The activation energies of the electron emission rate
were found from the slope of the approximating straight lines.
The resulting values of Ea are shown in Fig. 2(a) as a function
of reverse bias voltage.

To support experimental results we performed numerical
analysis of three-dimensional strain distribution and electronic
structure of the samples under investigation. The strain distri-
bution was found in terms of atomic positions using valence-
force-field model with a Keating interatomic potential. The
electronic energy levels were calculated by solving three-di-
mensional effective-mass Schrödinger equation. The carrier
confinement potential in this equation is modified by the strain
distribution. Details of theoretical consideration can be found
elsewhere [3]. In Fig. 2(b) we show the isosurface plots of
the charge density for the first 6 electronic states with the re-
spective electron binding energies Ei . The same energies are
shown in Fig. 2(a) by arrows. Obviously, the calculated values
of Ei agree well with the experimental data providing the evi-
dence for the electron confinement in Ge/Si QDs stacked in a
multilayer structure.
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Abstract. At low temperatures a lateral photoconductivity (PC) of Ge/Si (100) self-organized quantum ring (QRs) structures
as a function of interband light intensity have been investigated for the different values of lateral voltage U , and
temperature T . In contrast to self-organized Ge/Si quantum dots (QDs) structures where the stepped PC is registered for the
QRs structures essential smoothing of steps were observed. In addition, a resonance PC of QRs structure has been observed
at U = 90 V for T in the interval about 5.5−12.5 K.

Semiconductor structures based on self-organization of Si/Ge
hetero-junction known as quantum dots (QDs) or islands are
perspective low dimensional structures for investigation and fu-
ture applications [1]. A further developing of the self-organiza-
tion conception is a recent growth of Ge/Si (100) structures with
the quantum rings (QRs) [2–4]. In this report an influence of
the intensity of interband light illumination on low temperature
photoconductivity (PC) of QDs and QRs of Ge/Si (100) was
investigated.

The growth of structures with the QDs and QRs were per-
formed in molecular beam epitaxy (MBE) system (Riber SIVA
32) with two electron beam evaporators for Ge and Si. For
all the samples, thin Si buffer layer of 30 nm is deposited at
700 ◦C. Low growth flux is employed for the structure with
a rate of 0.01 and 0.06 nm/s for Ge and Si, respectively. The
structure consists of (a) a layer of 0.7 nm Ge, (b) a thin layer of
0.05 nm of Ge, and (c) a Si cap layer of 2.5 nm. Between the
layer (a) and (b), both Si and Ge shutter is closed for 5 min to
ensure the uniformity of the Ge layer. Four samples are grown
at various temperatures of 640, 660, 680 and 700 ◦C [4]. We
note that for the PC measurements the QDs and QRs structures
with the thick Si capped layers (20 nm, 400 ◦C) were used.

A red LED was mounted near the studied structure and was
used for measurements of stationary photoconductivity (PC).
The power of illumination was varied by the current through
the LED and its density on the surface of the structures not
exceeds the magnitude of 3 mW/cm2. In addition an illumi-
nated area is about 2×2 mm2 and the distance between the two
linear contacts is about 2 mm. Ohmic contacts were made by
evaporating of Al and followed annealing in H2 atmosphere.
More details of measurements were described in [5].

In Fig. 1 (3× 3 µm2) AFM image of QRs structure grown
at Ts = 680 ◦C is shown. Estimates show that an outside di-
ameter of QRs is about 300 nm, a height 2−4 nm, a surface
density is ≈ 2 × 108 cm−2. It is seen that not all QDs were
transformed to QRs and the both types of low dimension ob-
ject are observed at the surface of structure. Figure 2 shows
the typical dependence of PC on light intensity of sample #46
grown at Ts = 640 ◦C and contained only QDs at T = 5 K for
the U = 66−100 V. It is seen that as for early measurements
of QDs structures [5,6] a PC curve has a stepped dependences.
For the explanation of the stepped PC in QDs structures we
used percolation approach [7]. The most of photoexcited holes
fill the QDs localized states, whereas electrons localized in the
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2D states near the wetting layer. Due to spatial strain relaxation
around QDs the energetic relief in these structures so that the
potential minima appeared between the neighboring QDs. The
stepped increase of PC is explained by filling of the electrons
confined states up to percolation level. Increase of U lead to
shift PC step to lower light intensity. Early [6], like stepped
PC was observed for others Si/Ge structures with QDs. How-
ever for the QRs structure (#45) grown at the same condition
as the QDs structure (#46) a smooth stepped PC is observed
as shown in Fig. 3 for the same experimental conditions. For
this structure in contrast to QDs structure (#46) the increase of
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the temperature up to ≈ 10 K the stepped PC disappeared en-
tirely and only monotonous growth of PC was registered with
intensity of illumination. The QDs transform to QRs due to
escaping a large numbers of Ge atoms of the QDs center. It
leads to decreasing of strain around the QRs in Si matrix.

A resonant PC for QRs structures (#45) at large voltage
(U = 90 V) and different temperatures in the interval of
5.3−12.4 K is appeared as shown in Fig. 4. Increasing of
the temperature lead to shift of the resonance to the lower light
intensity. We note that such resonance was not observed for the
QDs structures (#46). Zone diagram of the QRs for the elec-
trons in contrast to holes (for which it indeed ring-like) can
be considered as QDs, when the confined states are appeared
due to Ge/Si hetero-interface in lateral direction and Coulomb
potential of the holes localized in QRs states in vertical direc-
tion. Resonant PC of the QRs structure we explain by electron
tunneling from these states into the percolation level. Shift of
PC resonance to the lower light intensity with the growth of T
can be explained by the growth of electron thermal energy of
localized in QRs states and lower level of light intensity need
to fill up the level from which tunneling is effective occurred.
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Abstract. The dependence of morphology and photoluminescence (PL) of the SiGe/Si(001) heterostructures with
self-assembled nanoclusters grown by Sublimation Molecular Beam Epitaxy in GeH4 ambient on the growth conditions has
been investigated. The growth conditions providing uniform nanocluster arrays have been determined. The dependence of
PL spectra on the amount of deposited Ge in the range of transition from 2D growth to islanding and on the measurement
temperature within the range of 9–300 K has been studied. The PL signal from SiGe nanoclusters at 0.8–0.9 eV has been
observed in all the range of the temperatures up to 300 K.

The self-assembled SiGe/Si nanoclusters are considered now to
be one of the promising approaches in Si-based optronics [1].
Due to quantum size effect, a significant increase in the ef-
ficiency of the radiative recombination is expected in these
structures.

Usually, the SiGe/Si nanoclusters are grown by Molecu-
lar Beam Epitaxy (MBE) [2]. In this work, the dependence
of morphology and photoluminescence (PL) spectra of the
SiGe/Si(001) heterostructures grown by Sublimation MBE
(SMBE) in GeH4 ambient [3] on the growth conditions has
been studied. The Si layers were deposited from the sublima-
tion source, for deposition of Ge, GeH4 was introduced into
the growth chamber. Recently this method was demonstrated
to be promising for growing the structures for Si optronics (in
particular, p-i-n diodes [4]). However, while a lot of work
has been devoted to investigation of the SiGe/Si nanoclusters
grown by MBE [1], the growth mechanisms of the SiGe/Si nan-
oclusters by SMBE in GeH4 ambient have not been studied so
thoroughly to date.

(a) (b)

(c) (d)

Fig. 1. AFM images of the SiGe/Si heterostructures with surface
nanoclusters. Tg = 700 ◦C, pg = 9× 10−4 Torr. dGe, ML: (a) 4,0;
(b) 4,8; (c) 10,3; (d) 77. Frame size 5× 5 µm2.

(a) (b)

Fig. 2. AFM images of the SiGe/Si surface nanoclusters. Tg =
700 ◦C, pg = 9× 10−4 Torr. dGe, ML: (a) 27; (b) 10.3. Frame size
1.5× 1.5 µm2.

To investigate the dependence of the morphological pa-
rameters of the clusters (the cluster height h, the base diam-
eter D, and their surface density NS) and of their PL spectra
on the growth conditions (the partial pressure of GeH4 inside
the growth chamber pg, the time of Ge deposition tg, and the
substrate temperature Tg), the two sets of samples were grown.
One set with the surface clusters was destined forAtomic Force
Microscopy (AFM) investigations. Another one was grown in
the same conditions on the low conductive substrates for PL
measurements. The clusters in these samples were overgrown
by Si cladding layer 40 nm thick. The Si buffer layers were
400 nm thick with the hole concentration of (1−3)×1015 cm−3.
The Ge nominal thickness dGe was determinate by Rutherford
Backscattering (RBS). The AFM investigation were carried
out using NT-MDT Solver ProTM ambient air AFM. For PL
spectroscopy Acton SP-558 grating monochromator with Ja-
nis CCS-150 closed cycle cryostat was employed. PL was
excited by 1.4 W Ar+ CW laser (514 nm).

Fig. 1 presents the AFM images of the structures with the
surface Ge layer of different nominal thickness. At dGe = 4, 0
monolayers (ML) a two-dimensional Ge/Si layer was formed
(Fig. 1(a)). The clusters began nucleating on the Ge wetting
layer (WL) at dGe = 4, 8 ML (Fig. 1(b)). The critical nomi-
nal thickness of Ge layer when transition from layer-by-layer
growth mode to islanding takes place in MBE process is ac-
cepted commonly to be ≈ 5 ML [2].

As a rule, the SiGe nanoclusters were featured by a bi-modal
size distribution (Figs.1b,c), which is typical for the clusters
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grown by MBE as well [2]. In the latter case it is related to
existence of two types of the clusters: the “pyramid” clusters
and “dome” ones. In our case the smaller clusters were similar
in shape to the “dome” clusters grown by MBE. As well as
the latter ones they were well uniform. The scatter in size was
7–10%, that was close to the lowest values reported for the
MBE grown structures [5]. The larger clusters had a pyramid
shape with the facets defined by {101} planes (Fig. 2(a)). With
further increasing dGe, the size of the large clusters increased
and their coalescence began (Fig. 1(d)).

The AFM measurements revealed that the dome-shaped
clusters sd well as the pyramidal ones were surrounded by the
trenches ≈ 5−10 nm deep (Fig. 2(b)). Similar trenches were
also reported for the clusters grown by MBE [6]. Formation
of these trenches promotes the relief of the elastic strain in the
clusters and the substrate.

In the PL spectrum of the sample with dGe = 4.0 ML (Fig. 3,
curve 2) the PL lines related to phonon assisted transitions and
to zero phonon ones from the conduction band in Si to the
quantum confined hole levels in the two-dimensional Ge layer
were observed. The identification of the PL lines was based
on calculations of the energy spectrum of GexSi1−x layer in
Si(001) taking into account the size quantization and the elastic
strain [6]. At dGe = 4.8 ML the PL line at ≈ 0.93 eV related
to the transitions to the quantum confined hole states in the
Ge clusters appears in the PL spectrum (Fig. 3, curve 3). At
dGe = 10.3 ML (Fig. 3, curve 4) the PL from the wetting layer
disappeared and the PL from the SiGe clusters (at ≈ 0.87 eV)
dominated in the PL spectrum. With further increasing dGe the
PL spectra didn’ t change essentially (Fig. 3, curves 5 to 7).

In Fig. 4 the temperature dependence of PL in the sample
with dGe = 10.3 ML is presumed. Besides the phonon as-
sisted edge PL in Si, the PL peak from the SiGe nanoclusters
have been observed even at room temperature. Its intensity
increased with decreasing T and exceeds the Si edge PL at
T = 200 K.
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Molecular state of a hole in vertically coupled Ge/Si quantum dots
produced by strain-driven self-assembly
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Abstract. We investigated both theoretically and experimentally the ground state of a hole in vertically self-aligned double
Ge quantum dots separated by a Si barrier of thickness tSi. For a dot layer separation above 2 nm, we observed reduction of
the hole binding energy below the value of the single dot. It was demonstrated that formation of single-particle hole states in
self-organized molecules is governed by the interplay among two effects. The first is the quantum mechanical coupling
between the individual states of two dots constituting the molecule. The second one originates from asymmetry of the strain
field distribution within the top and bottom dots due to the lack of inversion symmetry with respect to the medium plane
between the dots. We found that the molecularlike hole state delocalized over the two dots is formed only at tSi < 3 nm and
at tSi > 3.5 nm. For the intermediate distances (3 < tSi < 3.5 nm), the molecular bond becomes disrupted, and the hole
turns out to be confined entirely inside the bottom most strained Ge dot.

1. Introduction

Coherent two-level systems and the quantum logic gates are
suggested to serve as the building blocks of a quantum infor-
mation processing. Two vertically or laterally coupled quan-
tum dots (QDs) confined electrons, holes, or excitons have
been proposed as a basis for entangled quantum bit operations.
The electronic coupling between QDs brought closely together
arises from the process of quantum-mechanical tunneling and
appears as a formation of bonding and antibonding molecular-
type orbitals from the single-dot states by an analogy with the
covalent bonds in natural molecules. The bonding molecular
state has a larger binding energy than the energies of the origi-
nal states of the individual dots, thus creating the binding force
between the two dots.

The phenomenon of strain-induced self-assembly of semi-
conductor nanostructures provides a method that allowed for
the fabrication of high-quality vertically aligned QDs whose
size is extremely small (∼ 10 nm) and the electronic state
resembles certainly those of an atom even at room temper-
ature. During heteroepitaxial growth of lattice mismatched
materials strain field of a dot in a first layer penetrates into
the barrier material and makes it favorable for the dot on the
upper layer to form above the buried QD, thus forming a ver-
tical QD molecule. Inhomogeneous spatial strain distribution
is a characteristic feature of self-assembled molecules that dis-
tinguish them from electrostatically confined nanostructures.
Since the strain modifies the confinement potential and the car-
rier effective masses it may cause considerable deviations from
the simplified molecular behavior which implies a coupling of
identical QDs.

In this paper we analyzed both theoretically and experimen-
tally the hole ground state of double Ge/Si quantum dots. We
observed that the ground-state configuration undergoes non-
trivial transformations as a function of the interdot distance due
to the competition of the tunneling and deformation effects.

2. Sample preparation

Samples were grown by molecular-beam epitaxy on a p+-
Si(001) substrate with a resistivity of 0.005 
cm doped with
boron up to a concentration of ∼ 1019 cm−3. The active re-

gion consists of two nominally pure Ge layers separated by Si
spacer layer of thickness tSi. To separate response from cou-
pled dots, the reference sample was grown under conditions
similar to the double-dot samples, except that only a single
Ge layer was deposited. The scanning tunneling microscopy
(STM) of samples without the Si cap layer was employed to
assess the morphology of Ge layers. Figures 1(a) and 1(b)
shows the STM images of the topmost Ge layer for single and
double-layer samples, and the lateral size histogram derived
derived for each image. The dots have a typical base length
〈l〉 � 10−11 nm and an areal density nQD ≈ 1.5×1011 cm−2.
The non-uniformity of island size is estimated to be about 16–
18%. The average Ge content of 90% in the nanoclusters was
determined from Raman measurements. Figure 1(e) shows
a representative cross-sectional transmission electron micro-
graph (TEM) of a double-layer sample with tSi = 4 nm. The
image clearly demonstrates the formation of double-dot mole-
cules with a high vertical correlation between “hut”-shaped Ge
islands. For the capacitance and conductance measurements,
Al contacts were deposited on top of the samples through a
shadow mask to form a Schottky diode, while the Ohmic back
contact was fabricated by alloying indium to the p+-type Si
substrate.

3. Results and discussion

To determine the hole binding energy we studied the hole ther-
mal emission rates using the admittance spectroscopy. In these
experiments, the ac conductance of a Schottky diode with the
hole states of interest is measured as a function of temperature,
gate voltage, and test frequency [1]. The average number of
extra holes per each molecule (the filling factor ν) was found
from analysis of the capacitance-voltage characteristics in low-
and high-frequency limits.

Dispersion of the QD size is a dominating force for inhomo-
geneous broadening of the density of states (DOS) in ensem-
bles of QDs produced by strain-driven self-assembly. For the
ground-state energy levels, DOS has a maximum at energies
which correspond to the typical dot size. On the other hand, in
arrays of quantum dots, DOS oscillates as a function of filling
factor and is peaked at half integer ν [2]. Therefore, to analyze
the ground state of a molecule occupied with only one hole, we
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Fig. 1. 400 × 400 nm2 STM images (a,b) and size distribution
histograms (c,d) from topmost uncapped Ge layer of single (a,c)
and double (b,d) island layers deposited at a substrate temperature
of 500 ◦C with the rate of R = 1 ML/s. For the two-fold stack
in panels (b) and (d), the separation between Ge layers is 3.5 nm.
(e) Cross-section TEM image in (001) direction of coupled Ge QDs
separated by a Si barrier with 3.5-nm thickness. Arrows indicate
vertically coupled double quantum dots.

considered the data taken at ν = 0.5. Increasing of the ground
state hole energy due to formation of a bonding molecular or-
bital was found to be as large as ∼ 50 meV at tSi = 1.5 nm
(Fig. 2). For a dot layer separation exceeding 2.5 nm the hole
binding energy of the double-dot molecules becomes smaller
than the ionization energy of the single Ge dot, contrasting with
a simplified quantum-mechanical molecular model.

The interpretation of experimental results is based on the ap-
plication of sp3 tight-binding approach in combination with the
valence-force-field model (Fig. 2). We considered two identi-
cal vertically aligned pyramidal GeSi islands with four {105}-
oriented facets and a (001) base embedded into the Si matrix.
Each pyramid lies on a 4 ML GeSi wetting layer and contains
10% Si atoms randomly distributed within QD. The islands are
separated by a Si barrier of thickness tSi measured from wet-
ting layer to wetting layer. Theoretical analysis showed that
(i) biaxial strain inside QDs is reduced when the two dots are
brought closely together, leading to hole levels with smaller
localization energies in the double-dot system; (ii) the strain
field is different on both geometrically identical dots due to the
lack of inversion symmetry with respect to the medium plane
between the dots. Thus, the observed anomalous decreasing of
the hole binding energy below the value of the single dot with
increasing interdot separation is caused by the partial strain re-
laxation upon dot stacking accompanied by the strain-induced
reduction of the hole confinement potential.

There are two effects which influence the formation of a
molecular-type orbital in opposite way. The first one, charac-
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Fig. 2. Evolution of the hole binding energy for ν = 0.5 as a function
of the distance between QD layers. As reference, also the energy of
single dot is shown. Circle and squares denote experimental data.
The solid line is the result of theoretical modeling of double-dot
molecules. The dashed line corresponds to the single dot.

terized by the overlap integral Q, is the quantum mechanical
coupling between the individual states of two dots constitut-
ing the molecule. The second is the difference of the original
hole energy levels of the dots, (E, originated from asymme-
try of the strain field distribution within the top and bottom
dots. BothQ and(E vanish with increasing the interdot sep-
aration tSi. Our modeling revealed that, at tSi < 3 nm and at
tSi > 3.5 nm, the overlap integral is larger than the individual
energy difference, resulting in formation of the molecular-type
hole state delocalized fairly over the two dots. For the inter-
mediate distances (3 < tSi < 3.5 nm), the strain anisotropy
shifts the ground states of the dots far from resonance with one
another, and the hole state becomes confined entirely inside the
bottom, most strained Ge dot. The overall agreement between
theory and experiment turns out to be quite good, indicating
the crucial role played by strain fields in electronic coupling of
self-assembled quantum dot molecules.
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Abstract. We demonstrate the formation of Ge nanowire arrays on highly ordered kink-free Si stepped surfaces. The
nanowires are grown using Bi-surfactant mediated epitaxy. The nanowires are single-crystalline and feature minimal kink
densities allowing them to span lengths larger than 1 µm at a width of ∼ 4 nm. To achieve desired growth conditions for the
formation of such nanowire arrays, we introduce a novel concept in surfactant mediated epitaxy: controlling the surfactant
coverage in the surface and/or at step edges to modify growth properties of surface steps.

Introduction

In order to fabricate ever-smaller nanoscale device structures,
there is an enormous interest in finding ways to build devices
from the bottom up rather than fabricate from the top down.
One of the concepts followed in the bottom-up formation of
nanowire arrays is to create a highly ordered atomic-step tem-
plate on a vicinal single crystal surface and to form the wires
along the step edges decorating the step edges by a selected
material [1,2,3]. A suitable template is the vicinal surface of
a Si(111) single crystal, since the structure of the step train
on this surface can be controlled to a a large extent [4,5,6].
In this work, we show how it is possible to create a highly or-
dered array of Ge nanowires on the Bi-covered Si(111) surface.
In standard epitaxy of Ge on Si(111) the step structure of the
initial well ordered stepped surface is not maintained during
growth. We developed a new growth method which prevents
this normally occurring loss of the control over step directions.
The important point is to conserve the long-range order of the
initial Si template. Using surfactant mediated epitaxy an ad-
ditional parameter becomes available to control the growth —
the amount of surfactant at the surface. Changing the amount
of the surfactant during growth enables to modify the growth
process in the desired direction. The surfactant termination has
also two other advantageous properties: it prevents the mutual
Ge-Si intermixing and mediates a chemical contrast between
Si and Ge allowing to observe the lateral Ge-Si nanostructures
in the scanning tunneling microscope (STM). We show that it
is possible to grow Ge nanowires on a highly ordered kink-free
stepped Si template that follow the ideal geometry of the tem-
plate. Such Ge nanowires are largely equidistant, have a width
of 4 nm and length in micrometer range.

We can divide the procedure of preparation of the Ge nano-
wire array to three stages: i) preparation of the highly-ordered
Si(111) template, ii) termination of the template by 1 ML Bi,
iii) growth of Ge nanowires on the Bi-terminated template.

Preparation of the highly-ordered Si(111) template
and termination of the template by 1 ML Bi

(i) The highly ordered Si(111)-7× 7 template was prepared as
in [6]. We polished a Si(111) wafer to 1◦ miscut (θm) toward
a [112] direction with an intentional azimuthal misorientation

(φm = 4◦) to orient all kinks at the surface steps in the same
direction. The samples were cleaned in vacuum with flash heat-
ing to 1300 ◦C and rapidly quenched. Afterwards, the samples
were annealed at 800–830 ◦C for about 10 h with dc current
flowing parallel to the steps in the “kink-up” direction [6] to
extend atomically straight step edges by surface electromigra-
tion of Si. The resulting surface step structure is shown on
the Fig. 1(a). The “kink-up” direction was used for dc sample
heating in all subsequent preparation steps.

(ii) The standard Bi-surfactant mediated epitaxy [3,7,8] on
the Si(111)-7×7 surface starts by terminating the surface with
1 ML of Bi that forms a

√
3×√3 surface structure [9,10,11].

This is associated with a significant surface mass transport of
Si, because 0.24 ML of Si atoms are released as a result of the
lifting of the 7 × 7 surface reconstruction [12]. The steps be-
come wavy on a short length scale and the initial step ordering is
completely lost. This shows that the standard Bi termination is
not useful to retain the straight step structure of the Si template.
We solve the above problem by a careful control of the Bi cov-
erage at the terraces during Bi termination. We make use of the
fact that Bi readily desorbs from the Si(111) surface at elevated
temperatures. Thus, for a constant Bi flux we can control the
Bi coverage in a steady state regime adjusting the Bi desorp-
tion rate by choosing the appropriate substrate temperature. In
the optimized Bi termination procedure we heat the substrate to
Ts = 700 ◦C and start to deposit Bi atFBi = 3 ML/min. At this
high temperature the Bi coverage is virtually zero. Afterwards,
we slowly reduce Ts to 650 ◦C over 10 min. This leads to a
slow increase of the Bi coverage allowing a gradual Si mass
transport during the lifting if the Si(111)-7× 7 reconstruction
and the conversion to the 1×1 structure below the Bi layer. The
surface steps remained straight indicating that during the slow
increase of the Bi coverage the released Si atoms had enough
time to evenly distribute along the step edges.

Growth of Ge nanowires on the Bi-terminated template

(iii) In the last preparation step we grow the Ge nanowires
along the step edges of the 1 ML Bi terminated template using
surfactant mediated epitaxy. In standard surfactant mediated
epitaxy, materials are deposited under a constant supply of the
surfactant to maintain the (saturated) 1 ML surfactant coverage
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Fig. 1. (a) Si(111)-7 × 7 template with highly ordered step struc-
ture. (b) Corresponding height profile. (c), (d) Ge nanowires (light
colored stripes at the step edges) grown on this template by modi-
fied surfactant mediated epitaxy. The long range order of the starting
template remains conserved. The Bi surfactant changes the surface
reconstruction to

√
3×√3 (d). (e) Apparent height difference mea-

sured by STM between Si and Ge areas. The Ge nanowires are a Ge
bilayer attached to the step edges of the template under the Bi cap-
ping (f). They measure ∼ 4 nm (∼ 20 atoms) in width, and 0.3 nm
in height. The width of the STM topographs is 100 nm, 75 nm, and
15 nm in (a), (c), (d), respectively.

during growth [7,8,11]. However, performing the Ge deposi-
tion in the standard way at FGe = 0.08 ML/min, Ts = 450 ◦C,
and the Bi flux FBi = 3 ML/min does not yield the straight Ge
nanowires of homogenous width. In Fig. 2(a) we can observe,
that Ge nanowires grown by standard surfactant mediated epi-
taxy develop step edges in 〈110〉 directions which are 30◦ off
the step direction of the template. This leads to undesired vari-
ations of the Ge nanowire width. To obtain the desired regular
growth of Ge nanowire arrays we consider reducing the Bi
surfactant coverage. We switch off the Bi flux during Ge evap-
oration and deposit Ge at Ts = 400 ◦C, FGe = 0.02 ML/min
for 10 min. Afterwards, we cool the sample rapidly to room
temperature. We show the result of this preparation step in
Figs. 2(b), and 1(c),(d). We obtain the optimized growth of
Ge at the template step edges resulting in single-crystalline,
high aspect-ratio, low kink-density Ge nanowires with width
of about 4 nm.

〈 2〉11

〈 0〉11

Si

Ge

(a)

(b)

Fig. 2. Deposition of Ge on the ordered Bi-terminated surface.
(a) Standard surfactant mediated epitaxy. Ge and Bi are deposited
simultaneously. The light areas at the step edges are Ge decoration.
The Ge step edges develop facets in 〈110〉 directions that are 30 ◦ off
the original 〈112〉 step direction. (b) Modified surfactant mediated
epitaxy. Ge is deposited without Bi flux. The light uniform stripes
at step edges correspond to the Ge stripes. The Ge step edges retain
the original 〈112〉 step direction. The width of the STM topographs
is 200 nm in (a), and 100 nm in (b).

The success of the last preparation step shows that switching
off the Bi flux at Ts = 400 ◦C is sufficient to change the Ge
growth scenario. We cannot observe any significant reduction
of Bi concentration on the terraces after this growth step. The√

3 × √3 surface structure is homogeneous, indicating the
saturation 1 ML Bi coverage [10] [Fig. 1(d)]. Therefore, we
attribute the change of growth scenario to a reduction of Bi
coverage at step edges.
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Abstract. In this work we present the results of the comparative investigations of photo- (PL) and electroluminescence (EL)
of multilayer Ge(Si)/Si(001) structures with self-assembled Ge(Si) islands. Multilayer diode structures with 20 layers of
Ge(Si) islands separated by 25 nm thick silicon spacers have been grown by MBE at 600 ◦C. The effect of additional
annealing of the structures on the intensity, spectral characteristic and temperature dependence of the PL and EL signal has
been studied.

The intensive PL and EL signal originated from the radiative
recombination in Ge(Si) islands was observed in the spectral
range 1.3–2 µm up to room temperature (Fig. 1). It has been
shown that the position of the PL and EL peak from the islands
strongly depends on the pumping power. The maximum of the
PL and EL signals shifts to higher energies upon an increase
of the pumping power (the power of the pumping laser radia-
tion in case of PL and the current density for EL). This shift is
typical for semiconductors heterostructures with type II band
alignment [1] and can be explained by an increase of the num-
ber of photo-generated carriers and, as a result, populating of
the higher excited energy states in the islands and additional
bending of the conduction and valence bands in the vicinity of
the islands. The maximum of the EL signal from the islands
is shifted to higher energies in comparison with the PL signal,
which can be explained by more effective injection of carriers
into the islands by electrical current then by laser radiation with
wavelength of 532 nm. In case of electrical pumping the carri-
ers are injected from the contact layers directly to the undoped
region with Ge(Si) islands.

It has been found that in the samples subjected to annealing
during 1 minute at the temperatures 650 ◦C and 700 ◦C the
maximum of the PL and EL signal from Ge(Si) islands shifts
to higher energies and the shift is more pronounced for higher
annealing temperature (700 ◦C) (Fig. 2). This shift can be
explained by additional diffusion of silicon to the islands during
the annealing, which results in decrease of the band offset on
the interface between Ge(Si) islands and Si layers and leads
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Fig. 1. Room temperature PL and EL spectra of the “as grown”
structure with Ge(Si) islands. The spectra were measured using Ge
detector.
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Fig. 2. PL spectra of the multilayer structure with Ge(Si) islands
before annealing and after annealing at 650 ◦C and 700 ◦C. The
spectra were measured using InSb detector at 77 K.

to an increase in the energy of the optical transitions in the
islands [2].

It has been demonstrated that intensive PL and EL signal
from the Ge(Si) islands can be observed up to room temperature
(Fig. 1). The studies of the temperature dependences of the
integral PL and EL intensity have shown that the “as grown”
structure is characterized by low temperature quenching of the
PL signal (Fig. 3) and demonstrated almost independent on
temperature EL signal (Fig. 4). For the structures annealed at
650 ◦C and 700 ◦C the temperature quenching of the PL signal
was found to be much stronger (Fig. 3). The analysis of the
temperature curves has shown that the activation energy of the
PL temperature quenching decreases from 192 meV for the “as
grown” structure down to 141 meV and 113 meV for the islands
annealed at 650 ◦C and 700 ◦C, respectively. It has been shown
that the activation energies of the PL temperature quenching
well coincides with the difference between the energy levels for
holes in the islands and in the wetting layers, which has been
obtained from energy band calculations and the PL studies of
the structures with wetting layers. This result evidences that
the temperature quenching of the PL signal from the islands is
caused by thermal release of the photo-generated holes from the
islands to the wetting layers. The lower activation energies of
the PL quenching in the annealed structures can be explained by
decrease of the Ge content in the islands after annealing and, as
a result, decrease of the well depth for holes in the islands. This
suggestion is supported by the fact that the activation energy of
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Fig. 3. Temperature dependences of the integrated PL intensity from
the “as grown” and annealed structures with Ge(Si) self-assembled
islands.
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Fig. 4. Temperature dependences of the integrated EL intensity
from the “as grown” structure with Ge(Si) islands at different current
densities.

the PL quenching decreases also with an increase of the growth
temperature and, consequently, with decrease of the Ge content
in the islands. As an example for the structure grown at 650 ◦C
the activation energy of the PL quenching amounts to 120 meV.

It has been shown that the temperature quenching of the
integral EL signal from Ge(Si) islands decreases with an in-
crease of the current density and for the value∼ 2.5 A/cm2 the
EL signal becomes almost independent on temperature (Fig. 4).
Such behavior is concerned with saturation of the non-radiative
recombination channels at high current densities. The slight
increase of the EL intensity with temperature observed at high
current densities (>2.5 A/cm2) can be explained as in [3] by an
increase in the lifetime of the injected carriers due to their ther-
mal release from the deep non-radiative recombination centers.

The external quantum efficiency of the room temperature
EL for the “as grown” structure was found to be 1.2× 10−5 at
the current density of 7.5 A/cm2.

It should be noted also that considerable photoconductivity
signal in the spectral range 1.3–1.55 µm has been observed
at room temperature in the “as grown” structure with Ge(Si)
self-assembled islands.
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Excited excitonic states in Mn-doped quantum dots
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Abstract. The fine structure of excited excitonic states in a quantum dot containing a Mn ion is studied theoretically and
experimentally. The developed theory takes into account the direct Coulomb and exchange interaction in the
zero-dimensional exciton, and the exchange interaction of the electron and the hole with the d-electrons of the Mn ion
inserted into the dot. The experimental results and theoretical predictions show good quantitative agreement.

Introduction

Semiconductor quantum dots (QDs) with embedded magnetic
ions attract a special interest owing to the possibility of the sin-
gle spin manipulation by optical means [1]. The fine structure
of the exciton ground state has been studied in detail both exper-
imentally and theoretically [1, 2]. The aim of the the present
joint theoretical-experimental investigation is to analyze the
energy energy levels and photoluminescence excitation spec-
tra of the excited excitonic states in the Mn-doped quantum
dots.

1. Model

We consider heavy-hole exciton states in a single quantum-
well quantum dot. The carriers are confined by the coaxial
parabolic potentials with z as the principal axis. In what fol-
lows we concentrate on QDs of sizes small enough to have
the in-plane localization lengths for electrons (ae) or holes (ah)
smaller than the two-dimensional (2D) exciton Bohr radius aB.

The exciton state can be described as a product of the orbital
envelope determined by the confinement potential of the QD
and a Bloch function which is conveniently denoted by the
spin of electron, s, and hole angular momentum, j . We are
interested in the fine structure of the ground, ss-shell, state and
of the excited, pp-shell, states, the latter formed by the electron
and hole occupying the p-orbitals in the QD. We focus on
the case of slightly anisotropic quantum dot where pp-orbital
states are split due to the difference of the localization lengths
ae,i , ah,i (i = x, y) in the x and y directions. The anisotropy
is characterized by the ratios βe = (ae,y − ae,x)/2ae, βh =
(ah,y − ah,x)/2ah, where ae = (ae,y + ae,x)/2, ah = (ah,y +
ah,x)/2. For simplicity we assume βe = βh ≡ β and β �
1. The splitting between two bright states Dxx(ρe,ρh) and
Dyy(ρe,ρh) (formed of the Px electron and Px hole, and Py
electron and Py hole, respectively) is given to the lowest order
in β by

Ea = Exx − Eyy =
(

1+ σ

ζ 2

)
4h̄2β

mea2
e
, (1)

where σ = me/mh and ζ = ah/ae.

2. Exciton fine structure

Let us introduce the characteristic value of the long-range ex-
change for pp-shell states

E =
(
eh̄|p0|
m0Eg

)2 √
π

16κ∞a3
e ζ

√
1+ ζ 2

, (2)

where e is an elementary charge, p0 is an interband momentum
matrix element, m0 is a free electron mass, Eg is a band gap,
κ∞ is the high-frequency dielectric constant.

If the QD possesses an anisotropy in the axes x, y the ra-
diative doublet of the ground state is split into a pair of linearly
polarized sublevels with the microscopic oscillating dipole mo-
mentum parallel to x and y as [3]

δEs = 24βE , (3)

and is proportional to the anisotropy degree β. Each optically
active pp-shell (Dxx and Dyy) is split into radiative sublevels
|Dxx, x〉, |Dxx, y〉 or |Dyy, x〉, |Dyy, y〉 according to

δEd = E|Dxx,x〉 −E|Dxx,y〉 = E|Dyy,y〉 −E|Dyy,x〉 = 3E . (4)

Comparing Eqs. (3) and (4) we conclude that splittings of the
ss- and pp-shells differ by 8β.

In a QD with an embedded Mn ion, fine structure of the
excitonic states is determined by the interplay between the QD
anisotropy and the exchange coupling with the Mn ion. From
now on we consider the case where the ground state anisotropic
splitting (3) is negligible as compared with the coupling with a
magnetic ion. The exciton-Mn interaction splits this state into
12 doubly-degenerate sublevels half of which, namely, those
with the exciton angular-momentum componentm ≡ s + j =
±1, are optically active (or bright). Their energies are given
by

E
(S)
m,M = E(S)0 + δsmM , δs = (3I (s)h − I (s)e )/2 , (5)

where E(S)0 is the ss-shell exciton energy, I (s)e and I (s)h are
the interaction constants which depend on the position, r0 =
(x0, y0, z0), of the Mn ion in the quantum dot.

The fine structure of the pp-shell exciton excited states is
determined by a combined effect of the exciton-Mn and the
electron-hole (long-range) exchange interactions. In the gen-
eral case an overlap between exciton and Mn ion is different for
these two orbitals and one needs to introduce two coupling con-
stants for each type of the carriers, as e.g., I (xx)e = (x0/ae)

2I
(s)
e ,

I
(xx)
h = (x0/ah)

2I
(s)
h . The eigen energies are determined by

the interplay of the exciton-Mn interaction described by the
parameter

δii = 3I (ii)h − I (ii)e , (i = x, y), (6)

and the long-range exchange splitting (4). For a fixed orbital
Dii one should observe six doubly-degenerated non-equidis-
tant lines.
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3. Experimental results and discussion

We use micro-spectroscopy to analyze the optical properties of
individual Mn-doped self-assembled CdTe/ZnTe QDs. Single
Mn atoms are introduced in CdTe/ZnTe QDs [1] by adjust-
ing, during the growth process, the density of Mn atoms to be
roughly equal to the density of QDs. The PL of individual
QDs is excited with a tunable dye laser and collected through
aluminium shadow masks with 0.2. . .1.0 µm apertures. The
PL is then dispersed by a 2-m additive double monochromator
and detected by a nitrogen cooled Si charge-coupled device
(CCD).

The experimental findings for a particular Mn-doped QD
which shows clear linearly polarized excited states can be sum-
marized as follows. The ground state PL demonstrates 6 equidi-
stant lines positioned at ∼ 2086 meV. These lines correspond
to different projections of Mn spin, see Eq. (5). Their approx-
imately equal intensities and regular energy spacing evidence
the negligible anisotropic splitting of the ground state. The
splitting between these lines suggests the value δs ≈ 0.2 meV
being in a good agreement with previous studies [1].

Now we proceed with the discussion of the excited-states
fine structure. Two excited states with energies ≈ 2118 meV
and 2120 meV are observed in photoluminescence excitation
(PLE) experiments. We relate them with the Dyy- and Dxx-
orbital states. From their energy spacing we evaluate the quan-
tum dot anisotropy degree β to be ≈ 0.02 which supports the
assumption that the anisotropic splitting of ss-shell state is not
observed. Figure 1 clearly demonstrates the splitting of Dyy
state into a pair of lines. The splitting of Dxx state is not ob-
served.

The comparison between the experimental data (Fig. 1)
and theoretical predictions (Fig. 2) shows that the best pos-
sible agreement of the data is obtained for anisotropic splitting
δEd = 0.05 meV and δyy = 0.04 meV. Other parameters are
shown in the caption to Fig. 2. The order of magnitude of
δEd is consistent with the quantum dot size ae = 45 Å and
ah = 90 Å (i.e. ζ = 2). The experimentally observed PLE
intensity distribution for the higher energy stateDxx is almost
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Fig. 1. PLE contour plots for excited states Dxx (upper panel) and
Dyy (lower panels) obtained for co-polarized (left panels) and cross-
polarized (right panels) circular excitation.
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Fig. 2. Calculated PLE spectra in co-polarized (left) and cross-
polarized (right) configuration. The parameters used are as follows:
Eyy = 2117.86 meV,Exx = 2120.30 meV, δEd = 0.05 meV, δxx =
0.01 meV, δyy = 0.04 meV, δs = 0.2 meV andE(S)0 = 2086.5 meV.
The lines are Lorentzian-broadened with the widths Ts = 0.03 meV
and Txx = 0.06 meV, Tyy = 0.03 meV.

uniform, therefore we conclude that the exciton-Mn ion cou-
pling is negligible for this state. Taking into account the fitted
value δyy = 0.04 meV we deduce that the Mn-ion is positioned
at y0 ≈ 0.3ah, x0 � y0.

In conclusion, we have performed a combined experimental
and theoretical study of the fine structure of exciton excited
states in the QDs containing a single magnetic ion. Theoretical
predictions and experimental findings are in the quantitative
agreement with each other.
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[1] L. Besombes, Y. Léger, L. Maingault, D. Ferrand, H. Mari-
ette and J. Cibert, Phys. Rev. Lett. 93, 207403 (2004). L. Be-
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Y. Léger, L. Besombes, J. Fernández-Rossier, L. Maingault and
H. Mariette, Phys. Rev. Lett. 97, 107401 (2006).

[2] A. O. Govorov, Phys. Rev. B 70, 035321 (2004). J. Fernández-
Rossier, Phys. Rev. B 73, 045301 (2006).

[3] M. M. Glazov, E. L. Ivchenko, R. v. Baltz, and E. G. Tsitsishvili,
Int. J. Nanosci. (2007) cond-mat/0501635.



15th Int. Symp. “Nanostructures: Physics and Technology ” SRPN.05o
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

ODMR investigation of tunneling recombination processes
in ZnO nanocrystals
P. G. Baranov1, D. O. Tolmachev1, N. G. Romanov1, C. de Mello Donegá2, A. Meijerink2, S. B. Orlinskii3
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Abstract. Optically detected magnetic resonance was applied to study radiative recombination in ZnO nanocrystals
(quantum dots) obtained by colloid chemistry technique. Long-lasting spin-dependent recombination afterglow has been
found in light-excited ZnO nanocrystals. A giant increase in the intensity of afterglow upon a change in the spin orientation
of electron and hole centers has been observed under electron paramagnetic resonance conditions, which allowed these
centers to be identified.

Introduction

In this work, long tunneling afterglow (TA) in ZnO quantum
dots (nanocrystals) exposed to short-term irradiation with ultra-
violet (UV) light with a quantum energy in the interband ab-
sorption region was detected and studied. Previously, long TA
was observed only in bulk crystals after x-ray irradiation, and
it was induced by tunneling recombination between electron
and hole centers generated by x-ray irradiation [1]. The long
duration (many hours) of TA in these systems was due to the
long distance between recombining partners. It was shown
that TA is a spin-dependent process; therefore, the magnetic
quenching of afterglow is observed in strong magnetic fields
at low temperatures due to the spin polarization of electron
and hole centers in according to the Boltzmann distribution.
Thus it became possible to detect optically the electron para-
magnetic resonance (EPR) of the recombining partners and,
thus, to identify these defects (optically detected magnetic res-
onance, ODMR) [2].

Electron paramagnetic resonance (EPR) of electron and
hole centers (donors and acceptors) in ZnO nanocrystals have
recently been studied by the high-frequency electron spin echo
(ESE) technique [3–5].

1. Results and discussion

As in [3–5], we studied dry powders of free-standing Zn(OH)2-
capped ZnO nanocrystals obtained by colloid chemistry tech-
nique (the sample preparation procedure was described in [3–
5]). ZnO nanocrystals were 3.5 nm in size, and the scatter in
their sizes was no more than 10%. Fig.1 (a) presents a TEM
micrograph of these nanocrystals dispersed in ethanol.
The photoluminescence (PL) excited with UV light (∼ 300 nm)
and afterglow spectra recorded at a temperature of 5 K for
3.5 nm ZnO nanocrystals are shown in Fig. 1(b). The TA
intensity drops by more than three orders of magnitude in the
first seconds after the termination of excitation and then slowly
decreases for a long time (for several hours). The shape of the
spectrum and its intensity remained virtually unchanged in the
temperature range 1.5–5 K.

Magnetic quenching of the afterglow has been found in
strong magnetic fields at low temperatures, which implies that
recombination is a spin-dependent process. The magnetic field
dependence of the afterglow at a temperature of 2 K is presented
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Fig. 1. a) TEM image of 3.5 nm ZnO nanocrystals dispersed in
ethanol. b) photoluminescence (PL) and tunneling afterglow of
3.5 nm ZnO nanocrystals.

1.0

0.8

0.6

0.4

0.2

Magnetic field (T)
1.0 2.0 3.00

0

N
or

m
al

iz
ed

 in
te

ns
ity

(B
)/

(0
)

I
I

ZnO QD's (3.5 nm)

e

h

allowed forbiddenrecombination:

e

h
e

h

T = 2 K

Fig. 2. Magnetic field dependence of tunneling afterglow of 3.5 nm
ZnO nanocrystals in presence of 35.2 GHz microwaves at 2 K. Inset
shows ODMR signal recorded at low sweep rate.

in Fig. 2. It is corrected with regard to the slight decrease in the
TA intensity with time during the magnetic field sweep. The
the field dependence can be described with the expression I =
I0(1− PePh), where I0 is the TA intensity in a zero magnetic
field and Pe and Ph are the spin polarizations of electron and
hole centers in the magnetic field. The calculated dependence
for the recombination of two centers with spins Se = Sh = 1/2
and g factors ge = 1.965 and gh = 2.003 is shown in Fig. 2 by
dashed line.
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Fig. 3. a) 35.2 GHz ODMR spectrum recorded by monitoring
total afterglow and simulated ODMR signals (below) for shallow
donors and different types of acceptors. Inset shows the 95 GHz
EPR spectrum recorded by ESE technique for the same nanocrys-
tals. b) ODMR of 3.5 nm ZnO nanocrystals recorded by monitoring
total photo-luminescence. The arrow marks ODMR of exchange-
coupled DA pairs. T = 2 K.

In strong magnetic fields the spins of the most of the elec-
tron and hole centers are parallel due to thermalization and the
recombination is forbidden. The application of microwaves
leads to an increase in the TA intensity in magnetic fields cor-
responding to EPR transitions for electron (e) and hole (h)
centers due to the reorientation of their spins, which increase
an amount of pairs with antiparallel spins. In the region of
magnetic fields of 1.2–1.3 T, a strong increase in the TA inten-
sity (up to 10%) is observed in the presence of a microwave
field with a frequency of 35.2 GHz. Insert shows a part of the
dependence recorded at a slower sweep rate.

The ODMR spectrum recorded by the overall TA spectrum
two hours after the UV excitation is presented in Fig. 3. The
inset presents the EPR spectrum at 2 K recorded by the electron
spin echo (ESE) technique at a frequency of 94.9 GHz for the
same ZnO nanocrystals after short-term UV irradiation. The
scale of magnetic fields is decreased according to the ratio
of the microwave frequencies 94.9/35.2. Since the hyperfine
splitting does not depend on frequency, the real 35.2 GHz EPR
for surface acceptors associated with sodium is also shown
(above).

Shallow donors with a g-factor of 1.965 coinciding with the
g factor obtained by high-frequency EPR are detected in the
ODMR spectra. The g-factor shift relative to the bulk ZnO is
due to confinement effects. Shown below are simulated ODMR
spectra of shallow donors and three types of deep acceptors that
were previously discussed in [5]: centers associated with Na
atoms localized near the interface (Na acceptors), zinc vacan-
cies VZn, and lithium atoms at zinc positions LiZn. The overall
simulated spectrum is shown with a dashed line. A correlation
between the two methods can be seen from the figure; how-

ever, the ratios of intensities for various acceptor signals differ
significantly. ODMR is directly linked to the recombination
efficiency for defects of a certain type at the instant of detec-
tion, while in conventional EPR all defects remaining in the
sample at the instant of detection are observed.

Fig. 3b shows a weak ODMR signal (the change in the PL
intensity at resonance ∼ 10−2% observed by monitoring the
PL intensity. Exchange-coupled electron-hole pairs composed
of a shallow donor and an acceptor of the LiZn or VZn type,
that is, pairs that were not observed in high-frequency EPR
experiments, is detected in the ODMR spectrum.

The probability of tunneling recombination of electron-hole
pairs and, hence, the intensity of tunneling recombination after-
glow I are rapidly decreasing functions of the distance between
recombining partners. The dependence I (t) ∼ C/t is fulfilled
in bulk materials for large time intervals passed after the termi-
nation of (x-ray) excitation [1]. In subsequent studies, it will
be of interest to consider specific features of the time depen-
dence of the TA intensity I (t) in quantum dots, that is, under
conditions when the distances between recombining partners
are spatially confined.

Thus, long spin-dependent tunneling recombination after-
glow is found in ZnO nanocrystals excited by short-term UV
irradiation. Because of the giant increase in the intensity of tun-
neling afterglow upon the spin flip in electron and hole centers
participating in recombination, these centers were identified by
their ODMR spectra. It was shown that recombination involves
shallow donors and deep acceptors of two types: (i) deep ac-
ceptors conventional for bulk ZnO crystals, namely, lithium
atoms substituted for zinc atoms LiZn and zinc vacancies VZn,
and (ii) deep acceptors associated with sodium located near the
interface.
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Abstract. Photoluminescence measurements on individual CdSe/ZnSe/ZnMnSe quantum dots in a magnetic field up to 11 T
both parallel and perpendicular to the sample growth plane at 1.6 K reveal a qualitative difference between samples with
different strength of the sp-d exchange interaction controlled by means of varying the thickness of the nonmagnetic ZnSe
layer. The observed difference is explained by taking into account the dependence of the non-radiative Auger recombination
and spin relaxation rate on magnetic field and the strength of the exchange interaction.

Introduction

Studies of quantum dots(QDs) are attractive because of pos-
sibility to utilize carriers spin states in a QD in various fields
of spintronics [1]. Incorporation of Mn ions into CdSe QDs
allows one to strongly increase the Zeeman splitting and obtain
spin-polarized states in relatively weak magnetic fields.

However, in addition to the increase of Zeeman splitting
the exchange interaction accelerates the electron and hole spin
relaxation. Furthermore, the presence of Mn ions leads to
the substantial reduction of photoluminescence (PL) inten-
sity since the energy of optical transition in the Cd(Mn)Se/
Zn(Mn)Se QDs usually exceeds the energy of the internal Mn
transition ∼ 2.15 eV. It is found that this mechanism is spin-
dependent and can be controlled by magnetic field. These ad-
ditional factors depend on probability to find the carriers inside
the ZnMnSe barrier ηe,h and obviously affect the spin polariza-
tion of the carriers and its dependence on the magnetic field B.
Hence, one can expect to observe substantially different PL
spectra for the samples with various ηe,h.

1. Experimental

The CdSe/ZnSe/ZnMnSe samples are grown by MBE pseudo-
morphically on a GaAs(001) substrate. A nominal thickness of
the CdMnSe QD layer is 2 monolayers. The Mn content was
x = 0.07. The thickness of ZnSe buffer layer is ∼ 1.6 nm.
The sample is immersed in superfluid He in a cryostat with su-
perconducting magnet. PL is excited with ultraviolet lines of
Ar+-ion laser The PL signal is dispersed by a monochromator
with a 2400 gr/mm grating and detected by a nitrogen cooled
CCD camera.

Three types of lines are identified in PL spectra of individual
QDs in the samples under study: two of them are doublets (X)
and (XX) with the opposite order of linearly polarized lines.
The lines of the first type (X) are most common in PL spectra.
They are associated with exciton recombination whereas lines
of the second type (XX) are related with the biexciton lumines-
cence. Lines of this type are located 22–25 meV down on the
energy scale from the exciton lines and demonstrate superlinear
dependence of the intensity on the excitation power [2].

The third type of lines corresponds to the recombination of
negatively charged excitons X−. The initially single trion line
splits apart into two σ+ and σ− polarized lines in the magnetic
field parallel to the sample growth direction B ‖ Oz (Faraday
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Fig. 1. PL spectra ofX− trion in the sample withηe,h ∼ 5% recorded
with the magnetic field applied both in the Faraday and Voigt geome-
tries.

geometry). Experimental results indicate that evolution of the
exciton and trion lines in a magnetic field depends on ηe,h.

Indeed, the spectra presented in Fig. 1 and Fig. 2 show trion
lines in the samples with ηeh � 5% and 12%, respectively. The
value of ηe,h was estimated from the comparison of the Zeeman
splitting in the QDs under study and CdSe/ZnMnSe QDs with
known ηe,h [2]. The numerical model gives us ηe � ηh.

Similar to X and XX lines the trion lines in PL spectra of
the samples with different ηe,h presented in Fig. 1 and Fig. 2
split into two circularly polarized lines in the magnetic field
B ‖ Oz.

The PL spectra of the sample with ηe,h � 5% in the Voigt
geometry B ⊥ Oz shown in Fig. 1 differ from those of the
sample with ηe,h � 12% in two kinds: intensities of both lines
in the Faraday geometry in Fig. 1 are equal whereas intensities
of the higher energy line is larger than that of the low energy
line for the sample ηe,h � 12% (Fig. 2). Besides this the
quartet of lines is observed in the spectra of the sample with
ηe,h � 5%, whereas only two lines is visible in the spectra of
the another sample. Exciton spectra for these two samples are
also different. Thus, the spectra of exciton lines in the sample
with ηe,h � 5% demonstrate two equally intensive lines, while
the high energy line is almost invisible in the spectra of the
sample with ηe,h � 12% presented in Fig. 3.

2. Auger recombination and spin relaxation

The observed peculiarities can be understood on the basis of
Mn mediated spin-relaxation and non-radiative recombination
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of e−h pairs. Particularly, the surprising behavior of the trion
excited spin state shown in Fig. 1 is related with different non-
radiative Auger-recombination probabilities of jz = 3/2 and
jz = −3/2 trion states. Indeed, selection rules of the Auger-
recombination at B ‖ Oz with the excitation of Mn ion from
the ground 6A1(−5/2) to the excited 4T1(−3/2) state predict
that transitions involving electron-heavy-hole pairs are allowed
if the total spin projection of the system conserves [3,2]. The
Auger-recombination originates from the mixing of Mn 3d-
orbitals with valence band p-like states. In the magnetic field
which is enough to split Mn ions spin states (gMnµBB >

kT ) the recombination of the trion jz = 3/2 state is allowed
whereas it is forbidden for the jz = −3/2 trion. Here gMn � 2
is g-factor of d-electrons.

Indeed, in the initial trion state jz = 3/2 the spin projection
sz = 1/2, the Mn spin projection SMnz = −5/2, thus Sz =
SzMn+sz = −2, whereas for the excited trion state jz = −3/2,
sz = −1/2 and Sz = −3. The final state has the total spin Sz ≥
−2. Hence, the Auger transition is allowed for the jz = 3/2
trion and forbidden for the jz = −3/2 state.

The intensity of trion line depends on the radiative time τr,
the time ofAuger-recombination τAuger and the spin-relaxation
time τs. For instance, a relative increase of the population of the
trion excited state occurs when τAuger < τs/2. Experimental
results indicate that Mn localized inside the ZnMnSe barrier

modifies the Auger recombination rate stronger than the e− h
spin-relaxation does.

The hole spin relaxation rate in nonmagnetic QDs is rela-
tively low because of requirement for the hole moment projec-
tion to be changed on (jz = 3. The addition of Mn does not
substantially increase it. The magnetic field B ⊥ Oz mixes
trion jz = ±3/2 states, which leads to a faster spin relaxation,
whereasAuger-recombination remains allowed from both trion
levels splitted by magnetic field. As the result, only two lines
associated with transitions from the ground trion state are vis-
ible in the Voigt geometry.

The Mn mediated recombination and relaxation also mo
difies exciton PL spectra. The strong magnetic field B ‖ Oz
splits the exciton line from PL spectrum of the sample ηe,h ∼
5% into σ+ and σ− polarized lines at B ‖ Oz. Both of them
remains well visible in the spectra up to B = 10 T. However,
the spectra of the sample with ηe,h ∼ 12% presented in Fig. 3.
contain only one low energy line which intensity increases with
B ‖ Oz. The observed increase of the intensity of the σ+ line
is caused by suppression of the Auger recombination in a mag-
netic field. Indeed, the Auger recombination is forbidden for
excitons in the Faraday geometry since the initial spin projec-
tion is Sz = −5/2 whereas final Sz ≥ −3/2. The absence of
the line corresponding to the excited state is related with the
increased spin relaxation in the sample with higher ηe,h.

In summary, incorporation of Mn ions into QDs structures
modifies not only g-factors of electrons and holes but also
spin-relaxation and recombination rates of e−h complexes.
PL spectra from samples with various ηe,h can be qualitatively
different since both these mechanisms depend on ηe,h.
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Abstract. Rich patterns of transformations in the structure of quantum Hall effect and magnetoresistivity under tilted
magnetic fields were obtained in the InxGa1−xAs/GaAs double quantum well at mK temperatures. Local transformations
correspond to the calculated intersections of Landau levels from different subbands and are due to the sharp motion of their
(anti-)crossing points with parallel field component. Also some additional features of different nature were revealed and
analyzed.

Introduction

The double quantum well (DQW) is a unique object to study
inter-particle interactions (since interlayer correlations may be
regulated here), magnetotransport for the occupied upper sub-
band (since the antisymmetric subband can be made arbitrarily
close to the symmetric one) and, in general, to study effects
of additional degree of freedom on the quantum magnetotrans-
port [1]. Interest to a DQW made in the InxGa1−xAs/GaAs
heterosystem is due to the InxGa1−xAs bulk g-factor, which
is considerably larger than that of GaAs while almost all the
researches in DQW physics have been performed on the GaAs/
AlGaAs heterosystem so far. The spin effects observed in the
latter DQW [2] are due to the spin splitting that could be more
than an order of magnitude enhanced at local magnetic fields
because of correlation effects. The initially greater g-factor
value (i.e. the bulk value) for InxGa1−xAs leads to a more sta-
ble behavior of quantum magnetotransport and sheds a new
light on the spin-splittings in the (quasi)-2D electron gas.

1. Experimental

We consider the influence of the magnetic field component B||
parallel to the layers as an effective tool to investigate spe-
cific features of a quasi-2D object and of the spin splittings
since there should be no effects at all for the ideal 2D spinless
system. Especially informative such experiments should be
when, additionally to B||, there is a perpendicular component
B quantizing the energy spectrum. Intricate transformations
in the InxGa1−xAs/GaAs DQW magnetoresistivity ρxx as a
function of two variables (B⊥, B||) have been revealed from
thorough scans of the (B⊥, B||)-plane at 1.8 K [3], and a strong
interference with the magnetic breakdown effect was found. To
increase resolution, we extended measurements of the quantum
Hall effect (QHE) in DQW under tilted magnetic fields down
to 50 mK in fields up to 16 T, with the results presented here
as functions of the total field under its different fixed orienta-
tions ϕ relative to the sample normal. The sample is the same
as in [3]: In0.2Ga0.8As/GaAs DQW with 5 nm wide quantum
wells and 10 nm barrier, symmetrically doped in both GaAs
surroundings with 19 nm spacers. The electron density nS in
the sample could be increased more than twice by infra-red
illumination at low temperatures, and the sample quality im-
proved drastically. The data presented here are for the longest
illumination that corresponds to nS ≈ 5.1× 1015 m−2.

2. Effects of tilted magnetic field

The most pronounced manifestations of addition the parallel
field component are local transformations in the structure of
magnetoresistance peaks within restricted ranges ofB⊥ andB||
(or B⊥ and ϕ) — see Fig. 1 with angle values indicated as they
were obtained from the Hall effect in its classical linear part.
To analyze these data, we calculated magnetic level patterns
for the DQW energy dispersions at fixed B|| = Bx values [4]:

EM=
h̄2

(
k2
x+k2

y

)
2m

+ES+EA

2
± 1

2

√
(2

SAS+
(

2h̄
eB||d
m

ky

)2

with M = S,A denoting the symmetric and antisymmetric
subbands with edges ES, Ea and the tunneling gap (SAS be-
tween them; kx , ky — the wave vector projections onto the
DQW planes; m = 0.058m0 — the effective mass; d — an
effective interlayer distance.

First, for a given B|| value, the Landau levels formed in
each of the subbands were calculated quasi-classically from
the following condition for the number of states NM(E) in the
area within the EM projection onto the (kx, ky)-plane:

NM(E)=
∮
kx(EM)dky/4π

2= eB⊥
h
(N+1/2), N=0, 1, . . .

Second, the spin splitting ±1/2g∗µBB, with B — the total
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Fig. 1. Longitudinal magnetoresistance vs. perpendicular magnetic
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normal (indicated). The curves are vertically shifted. Note (i) sharp
local transformations of the peaks with B|| and (ii) damping of the
ν = 3 minimum at the highest B|| available.
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field, was added to each of the E±M,N(B⊥) Landau level. We
used a tentative value g∗ = 3, as it was obtained in [3]. The
results of calculations are presented in Figures 2–4 together
with calculated energy dispersions and their cross-sections at
the Fermi energy EF. Intricate-shaped peaks coincide in their
position in B⊥ with the calculated intersections between mag-
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magnetoresistivity for the pure parallel field.

netic levels of S- and A-subbands (Fig. 3), indicating that just
this is the cause for the sharp transformations. Contrary, there
are no intersections for the ν = 3 minimum at the highest B||
available (Fig. 4) where its damping is observed. The resonant
structures observed in ρxx(B||) under pure parallel field (Fig. 4)
correlate with our analysis. Thus, the damping of ν = 3 min-
imum should be due to some different reason. Notably, this
minimum starts damping when B|| exceeds the value for EF
going below the tunneling gap when the Fermi cross-sections
of shape two paraboloids part (Fig. 4, upper insert). Separa-
tion of the electron gas into two independent sheets should lead
to a disappearance of the odd-numbered QH states. Although
concomitant retaining of the ν = 5 minimum indicates that
the physics is more complicated here, probably due to a com-
petition between intra- and interlayer interactions [2]. Some
unusual minima are observed at QH plateaus (Figs. 2–4): they
exist only at even numbered plateaus and only in the DQW,
contrary to the single QWs in the same heterostructure. Now
we are analyzing them as being due to the reentrant QHE (see,
e.g., [5]).
Acknowledgements
The samples were grown by B. N. Zvonkov at NIFTI, Nizhnii
Novgorod State University. The work is supported by RFBR,
project 05-02-16206; M.V.Y. also acknowledges support by the
Dutch NWO foundation.

References

[1] S. Girvin and A. H. MacDonald, in Perspectives in Quantum
Hall Effect, Ed. S. Das Sarma and A. Pinczuk (N. Y.: Wiley),
161–224, 1997.

[2] G. S. Boebinger et al, Phys. Rev. Lett. 64, 1793 (1990).
[3] M. V. Yakunin et al, Proc. 14-th Int. Symp. “Nanostructures:

Physics and Technology” (St Petersburg, 2006), Ioffe Institute,
77, 2006.

[4] G. S. Boebinger et al, Phys. Rev. B 43, 12673 (1991).
[5] G. A. Csathy et al, Phys. Rev. Lett. 94, 146801 (2005).



15th Int. Symp. “Nanostructures: Physics and Technology ” SRPN.08p
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

Lifetime of electron spins in quantum dots in small
magnetic field
R. V. Cherbunin1,2, I. V. Ignatiev1,2, D. R.Yakovlev1,3 and M. Bayer1

1 Fachbereich Physik, Universität Dortmund, 44221 Dortmund, Germany
2 Institute of Physics, St Petersburg State University, 198504 St Petersburg, Russia
3 Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. Longitudinal spin lifetime of the resident electrons in InGaAs quantum dots are experimentally studied in
conditions when the nuclear spin effect on the electron spin dynamics is considerably suppressed. The spin lifetime of about
100 µs is observed at magnetic field of 30 mT.

Introduction

Electron spins localized in quantum dots (QDs) are proposed
to be useful for storage of information [1]. Several reports are
published, in which the long-lived electron spin memory is ob-
served [2,3,4]. At the same time, physical origin of high stabil-
ity of electron spins in QDs is still under discussion. Problem is
that the strong localization of electrons considerably enhances
the effects of hyperfine interaction of the electron and nuclear
spins [5]. The nuclear spins may be considerably polarized un-
der the repeated polarization of the electron spin. The dynam-
ically polarized nuclear spin system may give feedback to the
electron spin thus stabilizing the electron spin orientation. The
nuclear spin systems is highly decoupled to phonon reservoir
and can retain its polarization for extremely long time (minutes
and hours [6]). Correspondingly, the electron spin orientation
might be saved by the hyperfine interaction in the same time
scale. Recording and readout of information are very slow pro-
cesses in this case because of slow polarization/depolarization
of the nuclear spin system. This circumstance makes the elec-
trons coupled with the polarized nuclear spin system not at-
tractive for the information storage. The suppress this effect,
the nuclear spin can by intentionally depolarized by the optical
excitation with alternatively modulated (from σ+ to σ−) po-
larization. Frequency of the modulation may be relatively low
(units or tens of Hz [5]).

The non-polarized nuclei still can efficiently affect the elec-
tron spin polarization due to effective magnetic field of the
nuclear spin fluctuations [7]. Random orientation of the nu-
clear spins may create a small nuclear polarization fluctuating
from dot to dot. Electron spin precession in the effective field,
Bf , of the fluctuations results in the fast dephasing (units of
nanoseconds [7, 8] of the electron spins in ensemble of QDs.
The effect of these fluctuations can be suppressed by an ex-
ternal magnetic field, B applied along the optically oriented
electron spins if the field B � Bf [7, 8]. So, both the ef-
fects of the dynamic nuclear polarization and of the nuclear
spin fluctuations can be considerably suppressed by a proper
choice of experimental conditions. We shall call the electron
spin lifetime observable in this as the intrinsic lifetime. In
the high quality nanostructures with QDs, the intrinsic spin
lifetime is determined solely by the electron-phonon interac-
tion. We should note here that the electron-phonon interaction
strength increases with increasing magnetic field [2, 9]. There-
fore the intrinsic lifetime is determined by competition of the
relaxation processes due to interaction with phonons and with

fluctuating nuclear field.
In this paper we report on the direct measurements of the

spin lifetime of electrons localized in the (In,Ga)As QDs in the
experimental conditions when there is no dynamic nuclear po-
larization and the effect of the nuclear spin fluctuations is con-
siderably suppressed. We found that this time exceeds 100 µs
in the longitudinal magnetic field of 30 mT.

1. Experimental

A heterostructure with 20 layers of self-assembled (In,Ga)As
QDs containing one resident electron per dot on the average
has been studied. The photoluminescence (PL) of these QDs
reveal the strong negative polarization [see Fig. 1(a,b)] under
the optical excitation into the low-energy wing of the wetting
layer absorption band. The PL polarization is calculated by a
standard manner: ρc = (I++−I+−)/(I+++I+−)where I++
(I+−) is the PL intensity in the co- (cross-) polarization. Anal-
ysis shows [3] that the negative circular polarization (NCP) of
the PL is observed due to the optical orientation of the resident
electron spin. The amplitude of the NCP,ANCP [see Fig. 1(b)],
may be used as a measure of spin polarization of the resident
electrons.

For study of the electron spin relaxation in the microsec-
ond timescale, we used a modified version of the PL pump-
probe method described in Ref. [3]. A long circularly polarized
pulse (pump) creates an optical orientation of electrons and a
short co- or cross-polarized pulse (probe) delayed relative to the
pump is used to detect it. The PL circular polarization excited
by the probe pulses is measured to obtain information about the
electron spin polarization. To achieve the total suppression of
the nuclear spin polarization, the pump and probe pulses were
repeated with opposite (cross) polarization as it is shown in
Fig. 1(c). The pump (probe) pulse duration is 20µs (1µs). The
leading and falling edges of the pulses did not exceed 0.2 µs.
The relatively low pump-power density of about 0.3 W/cm2

has been used in these experiments. Though the probe beam
power density corresponded to several absorbed photons per
QD per pulse, the probe pulses were able to partially destroy
the spin orientation created by the pump pulses. Therefore
we studied the PL polarization under excitation of the co- and
cross-polarized pump and probe pulses and used the difference
of the PL polarization, (ANCP = ANCP(co)−ANCP(cross) as
a measure of the electron spin orientation. In this case, the
orientation created by the probe pulses is subtracted and the
difference(ANCP reflects the orientation created by the pump
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pulses only.
The external magnetic field was applied to the sample along

the growth axis (Faraday geometry). The field dependences
of the PL polarization [the examples are shown in Fig. 1(d)]
demonstrate a dip related to the effect of the nuclear spin fluctu-
ations mentioned above. The effect is seen to be considerably
suppressed by the external magnetic field of about 30 mT for
the QDs under study. At this field, the difference (ANCP be-
tween the PL polarizations measured at co- and cross-polarized
excitations is clearly observable. It is related to the electron
spin orientation created by the pump pulses. We studied the
lifetime of the orientation measuring the delay dependence of
(ANCP.

2. Intrinsic lifetime

The dependence of(ANCP(td) is present in Fig. 2. It is clearly
seen that(ANCP(td) has non-zero value and, correspondingly,
the spin orientation is observed with good signal-to-noise ratio
even at delay td ∼ 100 µs. The accuracy of the measurements
can be estimated from inset in Fig. 2. This result means that
the lifetime of the electron spin in the (In,Ga)As QDs is really
large and lies in the hundred-microsecond time scale at low
temperature and at the relatively small magnetic field. The
obtained dependence cannot be approximated by the single-
exponential curve which is probably due to the inhomogeneous
spread of the QD parameters in ensemble. Some contribution
of about 0.01 to the long-lasting signal in Fig. 2 can be related
to the electron spin thermalization between Zeeman levels in
the external magnetic field.

In conclusion, we performed the direct measurement of the
electron spin lifetime in the InGaAs QDs in absence of the
nuclear spin polarization and considerable suppression of the
nuclear spin fluctuations effect by an external magnetic field.
The lifetime is found to exceed 100 µs at field B = 30 mT.
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Electron spin manipulation in GaAs/AlGaAs coupled quantum wells
with bias
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Abstract. The electron spin relaxation process has been investigated in GaAs/AlGaAs coupled quantum wells. The electron
spin relaxation rate as function of electrical bias at different temperatures has been measured by means of the spin-beats
spectroscopy based on a time-resolved Kerr rotation technique. It was found that spin dephasing time strongly depends on
electron localisation. Spin relaxation mechanism is defined by the bulk inversion asymmetry and structure inversion
asymmetry which are controlled by means of electric field.

Introduction

Topic point of spintronics investigations from fundamental po-
int of view is a control of electron spin relaxation rate by means
of electric and magnetic fields, temperature and structural fea-
tures of semiconductor heterostructures. It takes as well to
know spin relaxation mechanism and as far as possible to af-
fect upon it.

Among the quasi-two-dimensional objects based on semi-
conductor heterostructures, coupled quantum wells (CQWs)
with bias are of special interest because they provide spatial
separation of photoexcited electrons and holes in neighboring
quantum wells (CQWs). GaAs/AlGaAs CQWs with bias allow
to tune the electron-hole overlap integral through the tunneling
barrier height and in a such way to control the electrons escape
from quantum well due to radiative annihilation with holes.
Additionally in such structures there is a possibility to have an
influence on structure inversion asymmetry, that is useful for
spin relaxation mechanism control.

In the present work we demonstrate some particularities of
electron spin dynamics that are controlled by means of electric
fields and temperature and a consequence of structure inversion
asymmetry.

1. Experimental

The CQWs system studied here consists of two GaAs quantum
wells (width ≈120 Å) separated by a narrow (4 monolayers)
AlAs barrier. The QWs were separated from the Si-doped
(1018cm−3) GaAs layers by 0.15 µ thick AlGaAs (x = 0.33)
barriers. The upper part of the structure was covered with a
100 Å GaAs layer. Mesa structures were fabricated on the as-
grown structure by a lithographic technique. Metal contacts of
Au + Ge + Pt alloy were deposited as a frame on the upper part
of the mesa and also the doped buffer layer.

The electron spin relaxation rate has been measured by
means of a time-resolved Kerr rotation technique. This setup
consists of a high precision mechanical delay line (OWIS,
LIMES 170), an elasto-optical modulator (PEM, I/FS50). The
detection of the nonlinear signal is provided by a Si p-i-n photo-
diodes balanced detector (Nirvana-2007) with a lock-in detec-
tor. As source of pulsed photoexcitation we have used a pulsed
Ti-Sapphire laser (Mira-900) with pulse duration of about 1 ps.

Set of time-resolved spin beats in CQWs detected in a mag-
netic field of 1T (Voigt configuration) is given in Fig. 1 for
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Fig. 1. Kerr rotation signal for 3 sets applied bias. Solid lines on
the left plots part correspond to PL line, circular points correspond
to Kerr rotation signal amplitude after 160 psec laser pulse coming
detected along PL line contour (arrows with numbers). Oscillation
curves on the right plots part are Kerr rotation signal for 3 applied
bias detected at different points of PL line contour. Experimental
curves have been recorded at T = 1.8 K and photoexcitation power
density P ≈ 2× 103 W/cm2.

three different bias. The energy of pump and probe picosec-
ond laser beams was the same and has been scanned along the
photoluminescence line contour corresponding to radiative an-
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nihilation of the 1sHH exciton (left Fig. 1 part, arrows with
numbers). The periodic oscillations (right Fig. 1 part) are due
to the precession of coherently excited electron spins around
the external magnetic field. The period of the oscillations is
proportional to the electron spin splitting(E in the conduction
band. This experimental technique is not sensitive to the sign
of the g-factor, but allows to measure the g-factor value in the
quantum well plane (gxye ) with high precision, as the preces-
sion frequency ω (ω = 2π/T with the oscillation period T is
given by: h̄ω = (E = µBg

xy
e B.

The set of experimental data can be fitted by an exponen-
tially damped oscillation containing the beat frequency ω and
a single decay time:

I = I0 exp(−t/τ )× cos(ωt). (1)

As we have been mentioned early Kerr rotation signal at smaller
bias (<0.27 V) has exciton spin-flip oscillations type while at
bigger bias (>0.27 V) takes place spin oscillations according
to the electronic g-factor value gxye ≈ 0.2. One can see than
electron spin relaxation time is rather complicate along PL line
contour and has features at every fixed bias. Summarizing the
whole data set we can conclude that with increasing applied
voltage spin relaxation time on high energy PL line edge be-
comes shorter whereas spin relaxation time on low energy PL
line edge aspires to bigger value.

We believe that it might be connected with electron local-
isation effect originated from small- and large-scale random
potential fluctuations. This assumption is confirmed in Fig. 2,
which presents temperature dependence of spin relaxation time
at fixed bias. As temperature increases spin relaxation time
decreases. In the temperature range from 10 to 15 K spin re-
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Fig. 2. Temperature dependence of electron spin-flip time (down
figure part) along PL line contour at applied bias U = 0.6V andP ≈
2 × 103 W/cm2. Solid line on the upper figure part corresponds to
PL line, circular points correspond to Kerr rotation signal amplitude
after 160 psec laser pulse coming detected in different points of PL
line contour.

laxation time drops more than 2 times and at 15 K almost the
same along PL line contour.

So, we would like to emphasize that in CQWs with bias the
interconnection of external electric field and disorder are main
factor determinated electron spin dynamics.

2. Discussion and summary

Observed electron spin-flip time dependence for the selected
field direction along the (110) axis (for an ordinary (001) quan-
tum well) has been reported in [1] as consequence of an inter-
ference of two types of spin-orbit interaction (bulk inversion
asymmetry, independent on electric field, and structure inver-
sion asymmetry, strongly dependent on applied electric field).
This mechanism can be efficient in our case, too. In work [1]
authors have been shown that for in-plane relaxation, if the
electron gas is degenerate, there is electron spin-flip time asym-
metry:

1

τ±
= 2τtr

h̄2

(
γ
〈
k2
z

〉
± α0eF

)2
k2

F,

here τtr = 100 ns — transport relaxation time, and Ns =
1010 cm−2.

For used GaAs-AlGaAs structures (two quantum wells 120 Å
with barrier 12 Å) the bulk inversion asymmetry (BIA) term
(γ = 27 eVA3); the structure inversion asymmetry (SIA) term
(α0 = 5.33 A2).

For model of triangle well dependence 〈k2
z 〉 on electric field

F is 〈
k2
z

〉
=

(
meF

h̄2

)2/3

and HBIA is dominant.
In conclusion, a strong dependence of spin dephasing time

on electron localisation in quantum well plane versus applied
bias has been observed.
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Abstract. Effect of electric field on spin splitting in SiGe quantum wells (QWs) is analyzed. Microscopical calculations of
valley-orbit and spin splittings were performed in the efficient sp3d5s∗ tight-binding model. The splittings oscillate as a
function of the QW width due to inter-valley reflection of the electron off the interfaces. In accordance with symmetry
considerations additional electric-field-induced terms appear in the electron spin-dependent Hamiltonian. The splitting
oscillations are suppressed in rather low electric field. The tight-binding calculations are analyzed by using the envelope
function approach extended to asymmetrical QWs.

Introduction

Recently it has been demonstrated [1] that ideal symmetric
QWs grown from Si (with an odd number of atomic planes)
allow spin-dependent linear-in-k terms in the electron effective
Hamiltonian due to interface effects. Microscopical analysis
in the simple sp3s∗ tight-binding model has showed [2] that
the splitting oscillates with the QW width and its behavior is
strongly affected by valley-orbit splitting of the electron sub-
bands. However, experimental studies of such systems are
performed for asymmetric QWs [3] where an additional spin-
dependent contribution appears which is called the Rashba
term.

In the virtual-crystal approximation for the SiGe alloy, an
ideal (001)-grown SiGe/Si/SiGe QW structure with an odd
number N of Si atomic planes is characterized by the D2d
symmetry which allows spin-dependent term α(σxkx − σyky)
in the electron effective Hamiltonian, where σx , σy are the spin
Pauli matrices, k is the two-dimensional wave vector with the
in-plane components kx , ky , and x ‖ [100], y ‖ [010]. The
QW structures with evenN have theD2h point symmetry con-
taining the space-inversion center and the constant α is zero.
Under electric field applied along z, the symmetry of structures
with both odd and even number of Si monoatomic layers re-
duce to the C2v-point group and the spin-dependent linear-k
Hamiltonian becomes

Hs(k) = α(σxkx − σyky)+ β(σxky − σykx) . (1)

For odd N the coefficient α is an even function of the electric
field Fzwhereasα for oddN andβ for arbitraryN are odd func-
tions ofFz. The aim of this work is to calculate and analyze the
electric field dependencies of α and β. For this purpose we use
the precise nearest-neighbor sp3d5s∗ tight-binding model [4]
and calculate valley-orbit and spin splittings in symmetrical
QWs in the absence and presence of an external electric field.

1. Microscopical calculation

In the tight-binding method the electron Hamiltonian is pre-
sented by a set of matrix elements taken between the atomic or-
bitals. For diamond crystals the basis functions are constructed
of functions centered on each atom in the crystal. It is assumed
that the only nonzero Hamiltonian matrix elements are those
between orbitals on the same or neighboring atoms. Then the
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Fig. 1. Spin-splitting constants α± versus the number N of Si
monoatomic layers in a Si1−xGex /Si/Si1−xGex (x = 0.25) QW
structure in the absence of an electric field (odd N are taken in
account only). The spin splitting is shown by diamonds (sp3d5s∗

tight-binding calculation) and conventional crosses (envelope func-
tion approximation) for the lower valley-orbit split e1 subband, and
by squares and x-shaped crosses for the higher subband. Inset il-
lustrates valley-orbit splitting (v−o as a function of N in the same
system (for both even and oddN ). Black squares and vortices of the
broken line represent results of calculations using the tight-binding
method and envelope function approximation, respectively.

electron Hamiltonian in a heterostructure grown along [001]
direction for a given lateral wave vector k can be written as
a matrix. Its eigenvalues give the electron energy dispersion.
The constants α and β can be found from

α = (so(k ‖ [110])+(so(k ‖ [11̄0])

4|k| ,

β = (so(k ‖ [110])−(so(k ‖ [11̄0])

4|k| , (2)

where (so(k) is the splitting between the spin-up and spin-
down states which may be of arbitrary sign depending on the
relative energy position of these states.

Figure 1 shows the zero-field results of calculation of the
valley-orbit splitting(v−o and the constants α± for the valley-
orbit split e1 subbands in symmetrical structure containing a
single QW with N Si atomic planes sandwiched between the
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thick Si0.75Ge0.25 barriers. The splittings as a function of N
exhibits oscillations, in agreement with Refs. [2,5]. Crosses in
Fig. 1 and vortices of the broken line in the inset represent the
calculation in the envelope-function approximation, see below.

Fig. 2 demonstrates the effect of an electric field on the
spin splitting for the lower valley-orbit split e1 subband. In
order to determine the coefficients α and β in accordance with
Eqs. (2) we performed the tight-binding calculations of the spin
splittings for the electron wave vectors k ‖ [110] and k ‖ [11̄0].
At zero electric field, the coefficient β− vanishes for arbitrary
value of N , similarly α = 0 for even N . In this case the spin
splitting (so(k) is independent of the azimuthal angle of the
vector k. Note that, for N = 31 and N = 33 the zero-field
values of α have opposite signs. However, with increasing the
field the scatter in values of α and β for QWs with N = 31,
32, 33, 34 remarkably decreases.

2. Discussion

We have extended the envelope function method [2] to include
effects of the electric field and present here the final equations.
By using the notations of Refs. [2] the valley-orbit splitting can
be written as

(v−o = 2|λ|
√
χ4

L + χ4
R + 2χ2

Lχ
2
R cos [2(k0L− φλ)] (3)

and, for the coefficients α±, β± in the Hamiltonian (1) de-
scribing the spin splitting of the valley-orbit split subbands, we
obtain

α± = (χ2
R − (−1)Nχ2

R)S ± |p|Fα(φp) , (4)

β± = (χ2
R − χ2

L)S
′ ∓ |p′|Fβ(φp′) ,

whereχL, χR are the values of the electron zero-order envelope
function χ(z) (i.e., neglecting the splittings) at the left- and
right-hand side interfaces,

Fα(φ)=χ2
R cos (k0L−φ+,)−(−1)Nχ2

L cos (k0L−φ−,),

Fβ(φ) = χ2
R cos (k0L− φ +,)− χ2

L cos (k0L− φ −,) ,

, = arg
(
χ2

Lei(k0L−φλ) + χ2
Re−i(k0L−φλ)

)
,

N is the number of monoatomic layers in the QW, k0 is the
extremum point on the line ( in the Brillouin zone, L is the
QW thickness, the parameters S, S′ describe the intra-valley
contributions to the interface-induced electron spin mixing and
the parameters λ = |λ|eφλ , p = |p|eφp , p′ = |p′|eφp′ describe
the inter-valley spin-independent and spin-dependent mixing.
Oscillatory dependence of the valley-orbit and spin splittings
on the QW thickness L is caused by interference of electron
waves arising from inter-valley reflection off the left- and right-
hand side interfaces.

In the absence of the electric field, one has χ2
L = χ2

R, , =
0 for positive and , = π for negative cos (k0L− φλ), and
Eqs. (3), (4) reduce to, see [2],

(v−o = 4χ2
L|λ cos (k0L− φλ)| ,

α± = β± = 0 for even N , and

α± = 2χ2
L [S ± η|p| cos (k0L− φp)] , β± = 0 ,
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Fig. 2. Spin-splitting constants α− and β− for the lowest conduction
subband versus the electric field Fz calculated for the four QWs
with 31, 32, 33 and 34 Si monoatomic planes.

for odd N , where η = sign{cos (k0L− φλ)}. The curves in
Fig. 1 are calculated by using the following best-fit set of pa-
rameters: |λ| = 37 meVÅ, φλ = 0.576 π , |p| = 40 meVÅ2,
φp = −1.05 π , S = 4 meVÅ2.

In the high-field limit χLχR/(χ
2
L + χ2

R)→ 0 so that either
χ2

L � χ2
R or χ2

L � χ2
R, Eqs. (3), (4) transfer to

(v−o = 2|λ| max{χ2
L, χ

2
R} ,

α± = 2sign{FN+1
z } [S ± |p| cos (φp − φλ)] max{χ2

L, χ
2
R} ,

beta± = 2sign{Fz} [−S′ ∓ |p′| cos (φp′ − φλ)] max{χ2
L, χ

2
R} .

Since one of the interfaces becomes inaccessible to the electron
the oscillatory behavior vanishes in strong fields which explains
the suppression of oscillatory behavior with the increasing field
seen in Fig. 2.

It should be stressed that the parity of the coefficients α±
and β± following from the above equations completely agrees
with the general symmetry considerations. We also note that a
monoatomic shift as a whole of the QW position in the structure
results in the change of sign ofα±while the values ofβ± remain
unchanged.
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Abstract. An analytical approach to calculation of the conductivity tensor, σ , of a two dimensional electron gas with Rashba
spin–orbit interaction (SOI) in an orthogonal magnetic field is proposed. The electron momentum relaxation is assumed to
be due to electron scattering by a random field of short-range impurities The analytical expressions for the density of states
(DOS) in the self-consistent Born approximation (SCBA) and σ in the ladder approximation are obtained. This expressions
hold true in a wide range of magnetic fields, from the weak up to the quantizing ones. In the ladder approximation, the
Rashba SOI has no effect on the conductivity magnitude in the whole range of classical (non quantizing) magnetic fields.
The Shubnikov–de Haas (SdH) oscillation period is shown to be related to the total charge carrier concentration by the
conventional formula, irrespective of the SOI magnitude. A simple equation defining the location of the SdH oscillation
beating nodes is obtained. The results are in good agreement with the experimental and recent numerical investigations.

Introduction

The spin-orbit interaction (SOI) is responsible for many in-
teresting effects in the transport and spin-related phenomena
and, particularly, for beatings in the SdH oscillations of ki-
netic coefficients [1]. This feature of SdH oscillations in two-
dimensional (2D) electron systems carries more information
about spin-orbit and Zeeman couplings. But up to now, there
has been no satisfactory analytical description of the kinetic
phenomena in 2D electron systems with SOI in strong and es-
pecially in quantizing magnetic fields. The direct employment
of the eigenstates basis [1] for calculation of kinetic properties
of the 2D Rashba system in a strong magnetic field leads to
very complicated expressions. It is forced almost from the first
steps either to turn to numerical calculations [2,3], or to make
approximations like the momentum-independent spin-splitting
energy [4, 5]. This makes more difficult the interpretation of
the results obtained in such a way, as well as the understanding
of the whole physical picture.

In the present work, we obtain the analytical expressions
for the conductivity tensor of a 2D Rashba system in the ladder
approximation. The spin-orbit as well as the Zeeman splitting
of the electron energy are properly allowed for in our calcula-
tions. On the basis of these results, we perform the analysis
of the beatings of the SdH oscillations of the kinetic coeffi-
cients, as well as of their behavior in the classical magnetic
fields region. The results are in good agreement with the ex-
perimental data [7,8], and with the results of a recent numerical
investigation [3].

1. Model

We consider an 2D electron gas in the presence of the Rashba
SOI. The electrons move in an external orthogonal magnetic
field B = ∇ × A and in a random field U(r) due to pointlike
impurities. The one-particle Hamiltonian of the considered
system has the form

H+ U = π2

2m
+ α( σ × π) · n + 1

4
gωcσz + U(r) . (1)

Here π = p− eA/c is the operator of the kinematic electron
momentum; σ is the vector formed by the Pauli matrices; α

and g are the Rashba spin-orbit and Zeeman couplings, respec-
tively; ωc = |e|B/mc is the cyclotron frequency; n is the unit
normal vector to the considered 2D system.

The eigenspinors and energy levels of the Hamiltonian H (1)
of a free (U(r) = 0) Rashba electron in a magnetic field are well
known [1]. But they are very inconvenient to use for analytical
calculations. However, H commutes with Hamiltonian of the
“ideal” electron in a magnetic field

H0 = π2

2m
+ 1

2
ωcσz , g0 = 2 . (2)

It allows us to perform the all calculations in the more conve-
nient Landau basis. Indeed, it is easy to check that resolvent
of Hamiltonian H can be expressed in the following form

Ĝ(E) = E −H0 +
[
α( π × n)+ ωcδn

] · σ

(E +mα2 −H0)2 −
2
B/4

, (3)

where δ = (g − 2)/4 is the relative deviation of the effective
Zeeman coupling from its ideal value g0 = 2;


B = 2
√

2mα2E +m2α4 + ω2
cδ

2 =
√

2 + 4ω2

cδ
2 . (4)

is the magnetic field-dependent frequency of the spin preces-
sion of the electron with energy E; 
 is the same frequency
in the absence of a magnetic field. Expanding the right hand
side of (3) into the partial fractions, one can express it through
resolvent of the “ideal” electron Hamiltonian (2). The same
representation can be obtained for the averaged resolvent of
the Rashba system in the SCBA [6]. It opens up the way for
analytical calculations of the kinetic properties of 2D Rashba
system in a strong magnetic field.

2. Results and discussion

Using this observation, we have obtained the analytical ex-
pression for the oscillating part of the DOS of an 2D Rashba
electron in a magnetic field. In the case of large filling numbers
(E � ωc), it has the following form

(n(EF) = 2m

π
exp

(
− π

ωcτ

)
cos 2π

E0

ωc
cosπ


B

ωc
. (5)
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compared with the measured [8] results for the InGaAs/InAlAs-
heterostructure at gate voltages Vg = 0 V and Vg = −0.3 V. The
experimental data are denoted by the solid lines and the theoretical
ones by dashed lines.

It follows from (5) that the main period of the SdH oscillations
is determined by the total electron concentration n = m(EF +
mα2)/π = mE0/π , regardless of the spin-orbit interaction
magnitude. On the other hand, the period of the SdH oscillation
beatings (5) is determined by the spin precession frequency (4)
which depends on the magnetic field even in the absence of
Zeeman splitting. The location of the k-th node of beatings is
determined by the condition

Bk = 2mc

|e|

√

(2k + 1)2 − (g − 2)2
. (6)

We have calculated the conductivity tensor σ in the ladder
approximation. The obtained expression for σ looks as if the
current were generated by charge carriers of one type with total
concentration n and mobility µ = |e|τ/m, where τ is the life-
time of the one-electron states. In the classical magnetic fields
region (ωcτ � 1), it takes the usual Drude–Boltzmann form.
Therefore, the Rashba SOI has no effect on the conductivity
magnitude (in the ladder approximation) everywhere over this
region of magnetic fields.

Let us proceed now to the discussion of the magnetotrans-

port in the 2D Rashba system in the quantizing magnetic fields
region. In the large filling factors (E � ωc) region, we extract
in the linear approximation the oscillating part of the longi-
tudinal resistance that is expressed through oscillating part of
DOS (5)

(ρ(B)

ρ0
= (n(EF)

n
(0)
F

. (7)

Here, ρ0 and n0
F are the resistance and DOS in zero magnetic

field, respectively.
Let compare our results with experimental data obtained

in [7, 8]. The equation (6) allows the couplings α and g to
be found from the measured beating nodes location Bk . This
is illustrated Fig. 1 which presents the results of least-squares
fitting of (6) in variablesB−2, (2k+1)2 to the measured [7] lo-
cations of the SdH oscillation beating nodes of the longitudinal
resistance of a InGaAs/InAlAs-type heterostructure. The slope
of the fitted straight line and the point of its intersection with
the ordinate axis yield the values
 = 2.47 meV and g = 4.25
for the spin precession frequency in the absence of magnetic
field and the g-factor, respectively. This values are in good
agreement with the results 
 = 2.46 meV and g = 4.4± 0.2
obtained in [7].

We have performed numeric analysis of the SdH oscilla-
tions of the longitudinal resistance ρ (Fig. 2) for parameters
(g = 4,E0 = 108.93 meV,
 = 5.13 meV, and g = 3.8,E0 =
98.85 meV, 
 = 5.59 meV) corresponding to the gate volt-
ages Vg= 0 V and Vg=−0.3 V for the InGaAs/InAlAs-hete-
rostructure investigated in [8]. The parameters g and 
 were
calculated from the positions of two successive nodes B1, and
B2, using (6), whileE0 was adjusted to the SdH oscillation pe-
riod. At Vg = 0 V, the calculated value
 = 5.13 meV is close
to the result 
 = 5.4 meV of [8], whereas at Vg = −0.3 V,
the calculated value 
 = 5.59 meV is in excellent agreement
with the value 
 = 5.6 meV obtaned in [8]. The results of ρ
calculation are compared in Fig. 2 to the experimental curves
from [8]. It can be seen that the theoretical results reproduce
well the period and beating nodes location of the measured
magnetoresistance oscillations. Some difference in oscillation
amplitude is due to the fact that the temperature smearing of
the Fermi level was not taking into account in our analysis for
simplicity. The negative magnetoresistance observed in [8] lies
outside the ladder approximation.
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Manifestation of spin-orbit interaction in tunneling
between 2D electron layers
I. V. Rozhansky and N. S. Averkiev
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. An influence of spin-orbit interaction on the tunneling between two 2D electron layers is considered. Particular
attention is payed to the relation between the contribution of Rashba (γR) and Dresselhaus (γD) terms in spin-orbit
Hamiltonian. It is shown that without scattering of the electrons, the tunnel conductivity can either exhibit resonances at
certain voltages or be totally suppressed over the whole voltage range, depending on the relations between γR and γD. The
elastic scattering broadens the resonances in the first case and restores the conductivity to a finite magnitude in the latter one.
It is demonstrated that these effects open possibility to determine the parameters of spin-orbit interaction and electron
quantum lifetime in experiments on tunneling between low-dimensional electron layers without external magnetic field.

Introduction

Spin-orbit interaction (SOI) plays an important role in the
widely studied spin-related effects and spintronic devices. In
the latter it can be either directly utilized to create spatial sep-
aration of the spin-polarized carries or indirectly influence the
device performance through spin-decoherence time. In 2D
structures two kinds of SOI are known to be of the most im-
portantce, namely Rashba and Dresselhaus mechanisms. The
first one characterized by parameter γR is due to the structure
design asymmetry while the second one characterized by γD
is due to the bulk crystallographic asymmetry. The energy
spectra splitting due to SOI can be obtained in rather well-
developed experiments as that based on Shubnikov–de Haas
effect. However, these experiments can hardly tell about the
partial contribution of the two mechanisms. Determination of
γR and γD separately is a more challenging task. Still, in some
important cases spin relaxation time τs and spin polarization
depend on the relation between γR and γD. In this paper we
put our attention on the tunneling between 2D electron layers,
which turns out to be sensitive to γR and γD. The feature of the
system considered is that the energy and in-plane momentum
conservation put tight restrictions on the tunneling. Without
SOI the conductivity exhibits delta-function-like maximum at
zero bias broadened by elastic scattering in the layers [1]. Dif-
ferent situation is realized when there is SOI of Rashba type
with γR having the opposite signs for the two layers [2]. In this
case the peak of the conductivity occur at voltage correspond-
ing to the energy of SOI. In this work we consider arbitrary
Rashba and Dresselhaus contributions and show how qualita-
tively different situations can be realized. In some cases the
structure of the electrons eigenstates supresses the tunneling at
ever voltage. At that the scattering is important as it restores
the features of conductivity containing information about SOI
parameters. Finally the parameters γR and γD can be obtained
in the tunneling experiment which unlike other spin-related ex-
periments requires neither magnetic field nor polarized light.

Calculation

We consider the system of 2D electron layers separated by a
wide enough barrier at zero temperature (Fig. 1). Its quantum
state can be described by the Hamiltonian [1]:

H = Hl0 +Hr0 +HT, (1)

E

eU

Fig. 1. Energy diagram of two 2D electron layers at T = 0.

where H is the total Hamiltonian of the system, H0 is exact
Hamiltonian for the layer, HT is the tunnel coupling term. In-
dices r, l stay for the right and left layer respectively. In repre-
sentation of secondary quantization (1) can be expanded with
account for the elastic scattering and SOI (we omit expressions
for Hl0, they are similar to Hr0 ):

Hr0 =
∑
k,α

εrkc
r+
kα c

r
kα +

∑
k,k′,α

V r
kk′c

r+
kα c

r
k′α +HrSO ,

HT =
∑
k,α

t
(
cr+kα c

l
kα + cl+kαcrkα

)
,

(2)

where k is the wavevector, α is spin variable, t is transparency
of the barrier and V is the scattering potential. The term HrSO
describes the spin-orbit part of the Hamiltonian:

Ĥ rSO = γ rR (σ × k)z + γ rD
(
σxkx − σyky

)
, (3)

where σi are the Pauli matrices. The operator of the tunnel
current can be expressed as [1]:

I = ie

h̄
t
∑
k,α

cr+k,αc
l
k,α −cl+k,αcrk,α . (4)

In order to calculate the current we solve the equations which
describe the time evolution of the creation and annihilation op-
erators averaged over ensemble of impurities with uncorrelated
arrangement.

Results

We have performed the calculation of tunnel current for arbi-
trary relation between Rashba and Dresselhaus contributions
in the layers. The results show that qualitatively different sit-
uations are possible depending on the relations between γR
and γD in the layers. In the absence of SOI (γ rR = γ lR = 0,
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Fig. 2. Tunnel conductivity, a: EF = 10 meV, γR = γD = 0,
τ = 2 × 10−11 s; b: same as a, but γRkF = 0.6 meV; c: same as b,
but γD = γR; d: same as c, but τ = 2× 10−12 s.

γ rD = γ lD = 0) and without scattering the energy spectrum for
each of the layers forms a paraboloid:

E(k‖) = E0 +
h̄2k2

‖
2m

± eU, (5)

where k‖ is in-plane wavevector, E0 is the size quantization
level, m is the electron’s effective mass and U is the exter-
nal voltage. Energy and momentum conservation requires
Er = El , kr‖ = kl‖. It is satisfied at U = 0 only so that a
nonzero external voltage does not produce any current despite
it produces empty states in one layers aligned to the filled states
in the other layer (Fig. 1). The differential conductivity dI/dU
would have a resonance at U = 0 as shown in Fig. 2(a). This
figure except for the curve d shows the results of the calculation
for very small scattering yet not strictly equal to zero for the rea-
sonances to be of a visible width. The corresponding quantum
lifetime of the electrons τ is taken τ ≈ 10−11 s. SOI compli-
cates this picture as it splits the spectra into two subbands. If
there is no Dresselhaus contribution and the Rashba terms in the
layers are of the opposite sign, i.e.γ rD = γ lD = 0, γ rR = −γ lR the
spectra consist of two paraboloid-like subbands “inserted” into
each other. Fig. 3 shows their cross-sections for both layers.
The right layer is shifted higher on the energy scale by external
voltage so that the cross-section of the “outer” subband of the
right layer coincides with that of the “inner” subband of the left
layer (solid curves). At that the conditions Er = El , kr‖ = kl‖
are satisfied. Moreover the orientation of the spins in these
states (shown by the arrows in Fig. 3) is the same also. This
situation, pointed out in [2], reveals itself in sharp maximum
of the conductivity at eU = ±2γRkF, kF =

√
2mEF/h̄, EF

being the Fermi energy (Fig. 2(b)). From this dependence γR
can be immediately obtained by the position of the peak.

Another special case occurs if additionally Dresselhaus term
of the same magnitude exist in the layers so that γ lR = −γ rR,
γ lD = γ rD = γ rR. The corresponding energy spectra and spin
orientations are shown in Fig. 4. In this case the tunneling
is allowed only at few points of intersection between spectra
shown in Fig. 4(a) and (b) and the conductivity remains neg-
ligibly small over the whole voltage range (Fig. 2(c)). The
elastic scattering on impurities plays a significant role in the
tunneling phenomena under study as it partly removes the re-
strictions of momentum conservation. For the first two of
the cases discussed above this results in broadening of the
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Fig. 3. Cross-section of electron energy spectra in the left (a) and
right (b) layer for the case γ lR = −γ rR, γ lD = γ rD = 0.
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Fig. 4. Cross-section of electron energy spectra in the left (a) and
right (b) layer for the case γ lR = −γ rR, γ lD = γ rD = γ rR.

peaks into Lorentz shaped curves with the characteristic width
δ = h̄/(eτ ). For the third case the weakening of momentum
conservation restores the manifestation of SOI in the depen-
dence of conductivity on voltage, the maximum appears at the
splitting energy as shown in Fig. 2(d). As the calculations
show, for arbitrary γR and γD the dependence has a compli-
cated form with a number of maxima, being very sensitive to
both contributions individually. The origin of such sensitivity
is the interference of spin angular dependencies in the elec-
tron’s eigenstates in the layers.

Conclusions

It has been demonstrated that in the system of two 2D elec-
tron layers separated by a potential barrier SOI in the layers
can reveal itself in the tunneling current. The difference in
spin structure of eigenstates in the layers results in a kind of
interference in the tunnel conductivity being sensitive to the
parameters of SOI. In some cases an elastic scattering can play
a positive role as it brings up the traces of SO interaction oth-
erwise not seen due to destructive interference.
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Evanescent states and spin-dependent tunnelling
in 2D electron systems with spin-orbit coupling
V. A. Sablikov and Yu.Ya. Tkach
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Fryazino, 141190 Russia

Abstract. We show that total spectrum of electron states in 2D system with spin-orbit coupling contains two branches of
evanescent states in addition to propagating states. One branch is described by imaginary while the wave vector of the other
branch is complex, i.e. these states do not only decay with distance but also oscillate. The evanescent states manifest
themselves in the tunneling through a barrier giving rise to such features as an oscillatory dependence of the transmission
probability on the barrier width, spin polarization of tunnel current.

Introduction

Generation of spin-polarized currents in nonmagnetic nanos-
tructures attracts presently considerable interest. Several ways
are used to solve this problem such as spin injection from fer-
romagnet or semi-magnetic semiconductors, optical excitation
by polarized light, but of most interest is the idea to use spin-
orbit coupling for this purpose. In this direction, much attention
is paid to the structures, in which the strength of spin-orbit cou-
pling is spatially non-uniform. In the simplest case, this is a 3D
layered structure or a strip structure in 2D systems. Perel’ et
al [1] have shown that an electron beam is polarized as it tunnels
through a barrier layer with Dresselhaus spin-orbit coupling.
However, the total electron flow turns out to be unpolarized
if the distribution function of incident electrons is symmetric
with respect to the momentum parallel to the barrier, i.e. if the
current is normal to the layer. The spin polarization of elec-
trons passing trough a 2D strip with Rashba spin-orbit coupling
has been considered by Khodas et al [2] for over-barrier trans-
port. An initially unpolarized beam splits into two polarized
beams as it passes through the strip, so that the spin polariza-
tion of high degree can be obtained for some directions of the
transmitted beam.

In the present paper, we show that high spin polarization
can be obtained in 2D system if electrons tunnel through a strip
barrier with Rashba spin-orbit coupling, even if the momentum
distribution function is symmetric in the transverse direction.
This result follows from the analysis of the total spectrum of
electron states in a 2D system with spin-orbit coupling, in-
cluding evanescent states. They exist in the forbidden energy
band and are important for bounded systems and tunnelling
processes. We find two branches of the evanescent states, one
of which decays monotonously with distance and the other os-
cillates decaying. These states result in unusual features of the
tunnelling, such as an oscillatory dependence of the transmis-
sion probability on the barrier width and the generation of spin
flow.

1. Complex band structure

Consider a 2D electron gas with Rashba spin-orbit coupling
caused by an electric field perpendicular to its plane. Electron
states are defined by the Hamiltonian:

H = h̄
2(p2

x + p2
y)

2m
+ α
h̄
(pyσ̂x − pxσ̂y) .

2
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Fig. 1. A schematic view of complex band structure of 2D electron
gas with spin-orbit interaction. Energy is shown as a function of k′x
and k′′x for: (a) ky<a and (b) ky>a. Branch 3 is presented by a line
along the real energy trajectory on complex plane (k′x, k′′x ).

The energy depends on wave vector k = (kx, ky) and spin vari-
able s: ε(kx, ky, s). It is important that k can be complex, since
a bounded system is considered. For simplicity, suppose that
the system is infinite in y-direction and bonded in x direction,
hence only x-component can be complex, kx = k′x + ik′′x . The
energy spectrum contains three branches shown in Fig. 1:

1. Propagating states defined at k′′x = 0. This branch is
splitted by spin. The energy gap at k′x = 0 depends on ky .

2. Decaying states defined at k′x = 0. This branch con-
nects the branches of extended states along the imaginary axis.
Branch 2 is also splitted by spin. The minimal energy for first
and second branches is εmin = −mα2/2h̄2.

3. Decaying and oscillating states, which exist at certain
trajectories in the complex plane (k′x, kx) for the energy below
the minimal value εmin. These trajectories are real energy lines,
which are defined by the following equation:

(a2 − k′x2
)(a2 + k′′x 2

) = a2k2
y ,

where a is a characteristic wave vector of spin-orbit splitting,
a = mα/h̄2. There are four pairs of values (k′x, k′′x ), which
correspond to one value of energy. They differ by signs of k′x
and k′′x , For a given value of k′x or kx , the states of branch 3 are
doubly degenerate by spin. The spin functions are as follows:

|s〉 =
(
χ

1

)
, where χ = −a ky − k

′′
x + ik′x

a2 + ik′xk′′x
.

Though the wave number |k′x | describing the oscillations and
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Fig. 2. The transmission coefficients for up and down polarized
electrons as a function of the barrier width (the barrier height is
2.25 εmin, the electron energy is 1.21 εmin and ky = 0.55a).

the spatial decrement |k′′x | are connected, their ratio is not re-
stricted and changes strongly along the trajectories. In partic-
ular, close to the top of branch 3, |k′x |>|k′′x | if ky<a, i.e. the
wave functions oscillate and slowly decrease with distance. It
worth noting that the particle current is absent for each state of
branch 3.

2. Tunnel currents

The oscillations of the wave functions in the forbidden energy
band give rise to nontrivial features of the tunnelling through a
barrier with spin-orbit coupling. Consider two half-planes of
2D electron gas without spin-orbit coupling separated by a bar-
rier strip with spin-orbit coupling and the barrier higher that the
Fermi energy. An electron incident from the left is described
by the wave function |kx, ky, s〉. The wave function of a re-
flected electron is a superposition of states with opposite spins,
|ψr,s〉 =

∑
s′ rs,s′ |−kx, ky, s′〉. Similarly, the wave function of

transmitted electrons has the form |ψt,s〉 =
∑
s′ ts,s′ |kx, ky, s′〉.

The wave function in the barrier region is a superposition of four
states corresponding to branch 3 of the spectrum with complex
wave vectors. Boundary conditions for wave functions give an
equation set for the matrices of reflection coefficients rss′ and
transmission coefficients ts,s′ . Finally, the particle and spin
currents through the barrier are obtained.

The below-barrier oscillations of the wave functions give
rise to unusual feature of the transmission coefficients of elec-
trons with a wave vector kx , ky and spin directed up and down,
T↑ = (|t↑,↑|2+|t↑,↓|2)1/2 and T↓ = (|t↓,↓|2+|t↓,↑|2)1/2. Ow-
ing to the four-wave interference, the transmission coefficients
oscillate with increasing the barrier width d , as Fig. 2 shows.
These oscillations may be observed if the electron beam is inci-
dent on the barrier at some angle. If the incident electron beam
is unpolarized, the transmitting beam acquires a polarization,
which depends on the incident angle and the barrier width.

Of more interest is other case when the electron flow is di-
rected normally to the barrier. Consider the particle and spin
flows produced by a voltage V applied to left a right electron 2D
reservoirs. The electric current J is determined by the partial
currents of states |kx, ky, s〉 averaged over the electron distri-
bution function in the energy layer eV and over spin states.
This current decreases monotonously with the width d. The
oscillations of the partial currents disappear in the total current
because of the averaging. However the spin current through

2 4 6 8 10
a d

0.15

0.10

0.05

ζ

Fig. 3. The polarization efficiency ζ as a function of the barrier
width for the barrier height 9 εmin and electron energy 6.25 εmin.

the barrier is not trivial. First, it is nonzero even if the distribu-
tion function is symmetric with respect to ky and 2D electron
gases are unpolarized. Second, its spin polarization unusually
depends on the barrier width and Fermi energy. As soon as we
consider the spin averaged over quantum states and distribu-
tion function, the spin current is a tensor. In the experiment
under discussion, the spin current is directed along x-axis. The
x-component of the spin current is a vector 〈 )JS〉, which has all
three components defined. The partial spin currents polarized
in x and z directions are odd functions of the transverse momen-
tum ky . For this reason, the components 〈JS,x〉 and 〈JS,z〉 turn
to zero if the electron distribution function is symmetric about
ky momentum. The partial spin current with y-polarization is
an even function of ky and therefore the y-polarized compo-
nent of the spin current 〈JS,y〉 is not zero. Thus the spin flow is
polarized in y-direction. The polarization efficiency, defined
as

ζ = 〈JS〉
J
,

oscillates with the barrier width d, as it is shown in Fig. 3. The
oscillations of ζ are caused by the interference of the evanes-
cent states. The amplitude of polarization efficiency increases
with the Fermi energy, until εF is far below the bottom of the
third branch εmin. But in the vicinity of εmin, the polarization
efficiency oscillates with εF.
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Spin injection and depolarization mechanisms
in ferromagnetic Schottky diodes
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Abstract. Detailed investigations of electroluminescence (EL) in composite ferromagnetic (Au/Co/Au)/GaAs Schottky
contacts with near-surface n-doped InGaAs/GaAs quantum wells, located at depth dC = 20−100 nm, have been performed
in magnetic fields B up to 10 T and low temperature T = 1.5 K. The EL band, corresponding to recombination of 2DEG
with injected holes, at B > 2 T shows circular polarized Landau levels (LLs) with polarization degree PC significantly
larger than that in the nonmagnetic Au/GaAs contact, thus evidencing about efficient spin injection. The dependencies of
PC(B) systematically decrease with increasing dC and show non-monotonic character at high B correlated with filling of the
LLs, reaching maximum values of PC at B = 7−8 T (≈ 40% for dC = 20 nm).

Introduction

Circular-polarized semiconductor light sources are of a great
importance for spintronics [1]. They use the carrier spin degree
of freedom, possibility to control of which promises fast and
low power elements for future opto-electronics. Many inter-
esting device schemes had been proposed during last years [2].
To realize such devices an efficient spin injection into the ac-
tive area is required. Many problems have to be solved, in first
order the problem of the conductivity mismatch at a metal-
semiconductor interface [3]. One of the promising ways to
solve the problem of electrical spin injection is to use a Schot-
tky diode (SD) with the contact made of a ferromagnetic metal
(FM) having sufficiently high Curie temperature [4, 5, 6]. It
was established also that a thin oxide tunnel layer between the
FM contact and semiconductor can help to overcome the con-
ductivity mismatch problem [7]. The first observation of the
spin injection in a forward biased diode was reported in Ref. [5]
These studies emphasized the problem related to a low quality
of the FM-semiconductor interface and resulting low quantum
efficiency of the FM SD.

In this contribution we present results of investigations of
spin injection in the composite FM (Au/Co/Au)/GaAs Schottky
contacts with near-surface GaAs/InGaAs/GaAs quantum well
(QW) active region, located at different depth dC=20−100 nm
from the contact. Previously we have shown that introducing
of the intermediate Au layer between the FM and semiconduc-
tor results in a significant increase of the interface quality and
higher EL quantum efficiency in the FM SDs [8]. We have
found that the values of PC of the circular polarized EL sig-
nificantly exceed ones in the nonmagnetic Au/GaAs SD, thus
evidencing about efficient spin injection.

1. Experimental

Nominally undoped InxGa1−xAs/GaAs QWs with thickness
of 7 nm and indium content x = 0.16−0.2 were grown on the
n-type doped (Si: 3×1017 cm−3) buffer GaAs layer by a metal-
organic vapor phase epitaxy at atmospheric pressure [9]. The
n-doped capping GaAs layer with thicknesses dc = 20, 30 and
100 nm for different samples has smaller donor (Si) concentra-
tion of 8× 1016 cm−3. In this work, SDs with FM Au/Co/Au
sandwich structure and reference sample with non-magnetic

Au contact were studied. Total metal sandwich thickness did
not exceed 120 nm. Before metal deposition the heterostruc-
tures were exposed to air to form a natural GaAs surface oxide
layer of ≈ 2 nm in thickness [9]. The ohmic contacts to the
n-doped GaAs substrates were formed by alloying of tin pads.

EL in a Faraday geometry (perpendicularly to the sample
surface and the easy magnetization axis of the FM film) was
measured in a magnetic cryostat, in superfluid He (temperature
T � 1.5 K) with magnetic fields up to B = 10 T. EL emission
was measured from the substrate side. The degree of circular
polarizationPC(B)was defined as PC(B) = (I+−I−)/(I++
I−), where I+ and I− — are the intensities of the right- and
left-hand polarized interband emission spectrum.

2. Electroluminescence in a magnetic field

Independently on type of the contact metal, DSs begin to emit
at a threshold forward bias of≈ 1.3 V [8]. We suggest that this
occurs when the Fermi level in the FM is aligned with the va-
lence band of the semiconductor as shown in the band diagram
in Fig. 1(a). The injected holes transport and relax to the In-
GaAs/GaAs QW where they recombine with a 2DEG, present
in the QW due to doped barriers. At lowB the EL band is wide
and structureless while atB > 2 T it splits into several lines (0-
0, 1-1, . . . ), corresponding to transitions between different LLs
of electrons and holes. The total EL intensity increases withB.
Also, PC decreases for higher LLs. This fact points that the re-
combination is not connected with the acceptor-bound hole for
which PC is the same for different LLs [10]. Contrary, the
decrease of PC for higher LLs evidences about partial spin re-
laxation of holes, injected and relaxed in the QW: higher LLs
correspond to higher values of k-vector with more effective
spin relaxation due to hh-lh mixing [12].

Several distinct features of the EL band has to be empha-
sized. First, the EL is circular polarized (Fig. 1(b)) with a
polarization degree PC(B) in the FM SDs significantly larger
than that in the reference Au/GaAs Schottky contact for all
values of dC (Fig. 2). While in the nonmagnetic DS PC is
related to the Zeeman splitting of the hole QW levels, much
higher value of PC in the FM DSs unambiguously evidences
about efficient injection of spin-polarized carriers, obtained in
the studied FM DSs. Similar behavior of PC(B) in SDs with
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current is 10 mA. On the right scale — the linewidth FWHA for the
1st LL in the Au/Co/Au contact with dc = 30 nm.

different dC, which systematically decreases with increasing of
the dC, points to the fact that the spin relaxation during transport
of injected holes can be accounted for by some depolarization
factor, approximately constant at B > 2 T. Absence of satura-
tion in PC(B), as usually observed at B = 2−4 T [13], when
the FM film is fully magnetized, evidences about the main role
of the spin relaxation processes during transport of the injected
spin-polarized holes and their relaxation into QW’s states be-
fore recombination.

It is seen that PC(B) shows non-monotonic behaviour with
smooth maxima at B ≈ 4 T and 7–8 T (Fig. 2). An anal-
ysis of the EL spectra shows that the following minima of
PC(B) correlate with a disappearance of the 3rd and 2nd LLs
in the spectra, at filling factors ν = 4 and 2, correspond-
ingly. From the observed ν one can estimate 2DEG density
n2D = νeB/h ≈ 4× 1011 cm−2 for all DSs. The peculiarities
ofPC(B) correlate also with the divergence of the LLs energies
from the linear dependencies, expected for the single-particle
electron states (inset, Fig. 1(b)). The observed non-linearities
at even ν-s were explained by a many-body effects [11]. Simul-
taneously with emptying of the LLs a significant increase of
the LL linewidth occurs (Fig. 2, right scale). This is attributed
to the absence of free carriers (electrons) in the 2DEG system
which screen the long-range coulomb potential fluctuations at
these particular conditions, when the electron Fermi-level EF
passes in between the LLs (at even ν values) [14]. Correlation
of the PC peculiarities and screening effect points to a signifi-
cant contribution of the spin scattering on the coulomb centers
(donors) in spin relaxation of the injected holes. On the other
hand, a gradual decrease of PC(B) takes place at highB > 8 T,
when the linewidth continues to drop due to effective screen-
ing by 2DEG at ν < 2. It is related to the spin polarization of
electrons in a partially filled 1st and 2nd LLs, which leads to
relative reducing of the I+ as compare to the I−.

Thus, efficient spin injection have been demonstrated in the
heterostructures with a forward biased composite Au/Co/Au
FM Schottky contact. For small distances (20–30 nm) from
the contact to the active QW layer the polarization degree of
the electroluminescence can be as high as 40% at high B and
low temperature. Major influence of transport and intra-QW
processes on spin relaxation of injected carriers is found and
discussed.

References
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Inverse population of the spin subbands in magnetic junctions
with spin injection
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Abstract. Conditions are found which provide inverse population of the spin subbands in spin-valve type magnetic junctions
at experimentally attainable current densities∼ 107−108 A/cm2. The conditions correspond to effective spin injection at the
input boundary of the collector ferromagnetic layer and suppressed injection at its another boundary. The proper matching
conditions between the ferromagnetic layers under their antiparallel orientation assure stability of the magnetic fluctuations
at any currents.

Introduction

Spin injection in magnetic junctions breaks spin equilibrium in
the ferromagnetic layers and can lead to inverted spin popula-
tion of the spin subbands and lasing effect. Such a possibility
was discussed in [1], where rates were calculated of the radia-
tive transitions between spin subbands, and small optical in-
teraction length (∼ 10−7 cm) was found. However, a problem
remains of finding the conditions which provide high enough
spin injection level without instability of the magnetic fluc-
tuations in ferromagnetic layer. We show that some specific
choice of the layer materials is needed that assures required
boundary conditions at the layer interfaces.

1. Spin injection

We consider a spin-valve type magnetic junction, containing a
ferromagnetic layer 1 with pinned lattice magnetization, free
ferromagnetic layer 2 and nonmagnetic contact layer 3. The
semi-infinite layer 1 placed in −∞ < x < 0 range contacts
with the finite thickness layer 2 in 0 < x < L range, that, in
its turn, contacts with the layer 3 in L < x <∞ range. A very
thin spacer is placed between layers 1 and 2 to prevent direct
exchange interaction between the layers. The current flows
along positive direction of the x axis (1 → 2) perpendicular to
the layers (CPP mode).

The nonequilibrium part of the electron spin polarization
(P(x) in the layers satisfies spin diffusion equation [2]

d2(Pi

dx2 − (Pi
l2i

= 0 (i = 1, 2, 3), (1)

where li are longitudinal spin diffusion lengths.
The boundary conditions at the interface between layers 1

and 2 under current flowing in 1 → 2 direction take the fol-
lowing form [3]:

J1 cosχ = J2, (2)

N1(P1 = N2(P2 cosχ, (3)

where

Ji(x) = h̄

2e

{
Qij − eniDi d(Pi(x)

dx

}
(4)

are spin current densities, Ni = (ni/2)
(
g−1
i+ + g−1

i−
)

, gi± are

partial density of states at the Fermi level for spin up (+) and
spin down (−) subbands, χ is the angle between the magne-
tization vectors of the contacting layers, Qi are conductivity

polarizations, ni are electron densities, Di are spin diffusion
constants. The cosχ factor in (2), (3) is due to change in quan-
tization axis under electron passing from one layer to another.
At the interface between layers 2 and 3 such a change is absent,
so cosχ = 1 should be put there. Under the opposite current
direction (2 → 1), cosχ → (cosχ)−1 substitution in Eqs. (2),
(3) should be made.

We confine ourselves to the case of thin layer 2, λ ≡
L/l2 � 1. The solution of Eq. (1) with boundary condi-
tions (2) and (3) for the layer 2 takes the form

(P2(x) = j

jD2

Q1ν12 cosχ

ν12ν23 + cos2 χ
, (5)

where jD2 = en2D2/l2. The ν12 = (jD2/jD1)(N1/N2) and
ν23 = (jD3/jD2)(N2/N3) parameters describe spin current
matching at the interfaces. They can be taken in the form
of a spin resistance ratio [3]:

νik = Zi

Zk
, Zi = ρili

1−Q2
i

, (6)

where ρi are resistivities.
AtZ1 � Z2 the layer 1 works as an ideal injector, in which

the spin polarization is equilibrium ((P1 = 0), while the spin
equilibrium breakdown occurs in the layer 2. In the opposite
case,Z1 � Z2, an ideal collector regime takes place, when the
spin equilibrium is disturbed in layer 1 and remains unchanged
in layer 2.

Earlier (see, e.g., [4]), the injection from ferromagnetic
metal to semiconductor was considered, when Z1 � Z2, as
well injection from a ferromagnetic metal to the same metal
with antiparallel orientation of the magnetic moment (Z1 =
Z2, χ = 180◦). In those cases, as can be seen from Eq. (5),
(P2 ≤ j/jD2 � 1 estimate is valid, so that the injection effi-
ciency is rather low.

2. Inversion of the spin subband population

Under inverted population conditions, the magnetic junction
emits, rather than absorbs, electromagnetic radiation on an av-
erage. For simplicity, we consider an isotropic energy depen-
dence on the crystal momentum ε±(p). Then the net emission
condition can be write down in the following form:

|pF−| > |pF+| , (7)
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where pF± are the Fermi momenta for the spin subbands of the
layer 2. This condition can be represented as

(P2 < −P̄2 < 0, (8)

where P̄2 is equilibrium spin polarization in layer 2.
The diffusion equation (1) refers to the case |(P | � 1. To

satisfy that condition and (8), we should have negative (P2
and |P̄2| � 1. Under forward current (in the 1 → 2 direction),
χ = 180◦, i.e. antiparallel magnetization orientation is needed.

As it was noted, j/jD2 ratio is small. However, the second
multiplier in the right-hand side of Eq. (5) can take large value
at ν12 � 1, ν12ν23 � 1 (or Z2 � Z1 � Z3). Therefore,
despite the smallness of the j/jD2 ratio, the |(P | quantity
may be larger significantly than that small ratio. Such an effect
allows a simple physical interpretation. Under fulfillment of
the conditions indicated, effective injection from layer 1 to
layer 2 takes place, while the injection from layer 2 to layer 3
is suppressed.

To realize the conditions Z2 � Z1 � Z3 corresponding to
high spin injection efficiency, a half-metal [5] may be chosen
for the layer 1 (the Heusler alloys or chromium dioxide are
possible candidates), in that case spin resistance Z1 is high
because the conduction spin polarizationQ1 is close to 1 (see
Eq. (6)). Semiconductor such as silicon with large Z3 value
may be taken for the nonmagnetic layer 3. Large Z3 value can
be achieved in the case due to high resistivity and larger spin
diffusion length. The layer 2 in which nonequilibrium spin
polarization appears may be a ferromagnet such as gadolinium
with P̄ ≈ 0.14 [6]. Thus, the current induced spin injection
level can be enhanced significantly by proper choice of the
layer material and parameters.

The current density jinv, which is necessary to reach spin
inversion, may be estimated from (5) as jinv ≈ jD2P̄ /Q1ν12.
At P̄ = 0.14−0.35, jD2 ≈ 1010 A/cm2, Q1 ≈ 1 and ν12 ≈
100, that corresponds to nearly complete spin polarization of
the layer 1, we obtain jinv ∼ (1.4−3.5)× 107 A/cm2.

Rough estimates made in free electron approximation give
the following frequencies for resonant transitions between spin
subbands: 120 THz, 80 THz and 46 THz in Co, Ni and Gd,
respectively.

3. Stability of magnetic fluctuations

To realize inverted population and laser effect, the magnetic
junction is to be stable against fluctuations. In accordance with
Refs. [7,8], two factors affect the fluctuation stability, namely:
i) spin torque due to current driven transverse spins [9,10],
and ii) effective exchange field due to injected longitudinal
spins. As estimates show, under required matching conditions
Z2 � Z1 � Z3 the role of the first mechanism is small, so that
we may take only the effective exchange field into account.

In such a case, the stability against magnetic fluctuations
corresponds to minimum of the magnetic energy [11]. The
energy U per unit area of the layer is

U

4πM2L
= −h cosχ − ha

2
cos2 χ

−
(
j

j0

)
ν12 cosχ

ν12ν23 + cos2 χ
, (9)

where h = H/4πM , ha = Ha/4πM , H and Ha are the exter-
nal magnetic field and anisotropy field, respectively, M is the

U
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L
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π
2
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Fig. 1. The junction magnetic energy as a function of the magnetic
layer relative orientation (h = 0,ha = 0.1, ν12 = 100, ν23 = 0.001).

saturation magnetization in layer 2,

j0 = 4πMjD2

µBα2n2Q1
∼ 6× 107 A/cm2, (10)

α2 is sd exchange constant, µB is Bohr magneton. The energy
as a function of the χ angle with different current densities and
ν12 � 1, ν12ν23 � 1 is shown in Fig. 1. At zero current, there
are two minima at χ = 0 and χ = 180◦. The minimum at
χ = 0 disappears with the current rising, so that the only min-
imum at χ = 180◦ remains, which corresponds to antiparallel
orientation of the magnetic layers. Under these conditions,
both inverted spin population and stability are assured.
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Abstract. The electron spin resonance (ESR) of electron states in the Ge/Si system with Ge quantum dots (QD’s) has been
investigated. To localize electrons in potential well at the Si/Ge interface near Ge QD, two types of QD samples were grown:
1) a four-layer stacked QD’s structure; 2) a SiGe/Si/SiGe quantum well structure with QD’s embedded in the middle of the
strained Si channel. Both structures show similar ESR signals, which we attribute to electrons localized in the Si quantum
well the at Ge/Si interface. The linewidth (H is about 0.6 G that gives the lower limit of transverse spin relaxation time of
∼ 10−7 s. This type of signal was not observed in the reference structures without QD’s. The g-tensor is axially symmetric
with the principal values gzz = 1.9995 and gxx = gyy = 1.9984, where Z‖ [100] is the growth direction of structure.

Introduction

Strong confinement in low-dimensional structures such as qua-
ntum wells (QW’s) and quantum dots (QD’s) leads to a signifi-
cant increase of spin lifetimes [1]. Extremely long spin lifetime
is expected in Ge/Si QD’s system due to weak spin-orbit (SO)
coupling in Si. Ge/Si QD’s are formed by strain epitaxy and
exhibit a type II band lineup, where localization inside the dot
occurs only for holes. Electrons can localized in nearby Si due
to strains around QD’s. Tensile strain in Si around Ge QD’s
causes splitting of the sixfold-degenerate(-valley and separa-
tion two lower(-valleys along the [001] growth direction and
four upper in-plane (-valleys. The conduction band edge in
Si just above and below the Ge QD is formed by two lower(-
valleys yielding the triangle potential well for electrons near
the Si/Ge boundary. The spin of electron strongly confined
in all three dimensions in Si is excellent candidate for solid
state spintronics and future quantum computation applications.
However, the binding energy of electrons in this potential well
is very small (<10 meV) [2]. One way to enlarge of electron
binding energy is growth of vertical stack of Ge QD’s. An
accumulation of strains from different QD’s layers in a stack
leads to increase of the potential well depth. Second way to
confine electron is embedding of Ge QD’s layer in the middle
of strained Si channel in the SiGe/Si/SiGe QW structure.

For successive spin manipulation in QD it is necessary to
know such fundamental spin properties as effective g-factor,
which defines the duration of a π pulse, and spin relaxation
time. These values usually are obtained from ESR-measure-
ments. Commonly used opinion is that the size dispersion
of self-assembled QD’s leads to broadening of ESR-line and
makes impossible its observation. Here we show that this fac-
tor has no significance for electrons in Si/Ge system with QD’s
in contrast to other semiconductor systems, where SO inter-
action have more higher value. We performed direct ESR-
measurements on both types of structures with electrons local-
ized at the Ge/Si interface nearby Ge QD’s. We demonstrate
that the strains in the structure have a crucible effect on the
g-factor value of electron on Ge/Si QD’s. Contrary, a binding
energy of electron plays negligible role.

Si, undoped, 10 nm

Si, undoped, 10 nm

strained Si, 9 nm

strained Si, 9 nm

Si0.75 0.25Ge

Si0.75 0.25Ge relaxed

Si0.75 0.25Ge spacer

Si cap

+ ++

– quantum dot

1 type 2 type

n-Si 0.3 µm

n-Si 0.3 µm

+ ++n doping+

Fig. 1. Samples structure.

1. Samples and experiment

Two types of structures with self-assembled Ge/Si QD array
were prepared for ESR measurements: 1) four-layer stacked
QD’s structure, 2) SiGe/Si/SiGe QW structure with QD’s.

Samples were grown by molecular-beam epitaxy on
n-Si(001) substrate with a resistivity of 1000 
cm. The den-
sity of QD’s is ∼ 1011 cm−2 in both structures. The STM
shows that the average QD lateral size is l = 20 nm and height
is h = 1.5 nm. The details of growth is described in papers
[2,3] and samples structure is shown in Fig. 1.

According to calculations using effective-mass approxima-
tion [2] the localization of electron in 1 type structure occurs
between second and third layer of QD’s at the top of Ge QD’s.
The binding energy of electron in this structure is ≈ 60 meV.
In the second structure the binding energy for electrons is
≈ 100 meV. We investigate ESR with a standard Bruker X-
band spectrometer operating at frequency close to 9.38 GHz at
sample temperatures 3.9–20 K.

2. Results and discussion

Both structures with QD’s show similar ESR signals, which
we attribute to electrons localized in the Si potential well at
Ge/Si interface near the top of Ge dot (Fig. 2). The observed
ESR line has inhomogeneous broadening. The width of ESR
line (H is about 0.6 G for magnetic field H ‖ Z, where Z is
the growth direction [001] of structure. For in-plane magnetic
field H ⊥ Z ESR lines become broader and weaker. The
linewidth (H for H ⊥ Z is approximately two times larger,
than(H for H ‖ Z. The g-tensor is axially symmetric with the
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principal values gzz = 1.9995 and gxx = gyy = 1.9984. The
difference between g-factors in 1 and 2 structures is about ≈
10−4. The angular dependence of g-factor is described by: g =
(g2
zz cos2([) + g2

xx sin2([))
1
2 , where [ is the angle between

magnetic field and axis Z (Fig. 3). This type of signal was not
observed in the reference structures without QD’s.

The obtained value of gzz is exactly coincided with parallel
component of g-factor in Si g‖ = 1.9995. This is explained
by coincidence of growth direction of structure Z with axis of
electron’s ellipsoid. A value of gxx = gyy is coincided with
g⊥ = 1.9984. So the symmetry of g-tensor is the same as sym-
metry of isoenergetic surface. Electron g-factor in the bulk Si
is 1.9987 and its value is determined from ESR experiments,
which are generally carried out on donors. The donor state is
built from wave functions of six(-valleys and its g-factor is a
consequence of mixing ellipsoids: 1

3g‖ + 2
3g⊥ = 1.9987. In

our case the strains in Si due to buried Ge QD’s lead to sepa-
ration of two lower (-valleys along [001]-direction and four
in-plane (-valleys. Thus no mixing of ellipsoids is occurred,
and we observed pure g‖, when H is parallel to ellipsoid’s axis,
and g⊥, when H is perpendicular to this axis.

So, the strains in Si around a Ge QD strongly affect the
magnitude of the g-factor. The splitting between (-valleys
depends on the value of biaxial strain (εzz−εxx) [4]. A decrease
of biaxial strain can caused a narrowing energy gap between
(-valleys and increasing contribution of upper (-valleys to
the electron g-factor. This can lead to a change of electron
g-factor. The value of biaxial strain is practically the same for
all QD’s in the array, because it is determined by the aspect
ratio h/l. Namely this fact gives a chance to observe the ESR
signal of electrons localized on Ge QD’s.

The change of electron binding energy has negligible effect
on the value of g-factor. A shift of electron energy due to differ-
ence of potential wells in two types of investigated structures is
∼ 50 meV. One can estimate the g-factor value from following
equation: δg ≈ λ

(E
, where λ is the constant of SO interaction,

and (E is the energy gap between electron level and nearest
band. In Si λ ≈ 44 meV and (E ≈ 4 eV. The change (E on
≈ 50 meV has not a noticeable effect on g-factor. That is why
the difference in binding energy of electrons in our samples
does not lead to difference of g-factor values.

The second important parameter for value of g-factor is
a Ge content in the localization area of electron. In Ge the
SO interaction is an order larger than in Si, and small amount
of Ge can lead to a significant change of electron g-factor.
According to our theoretical calculations g-factor in (-valley
in Ge is determined as gGe(‖ = 2.04. The tails of electron wave
function penetrate barrier of potential well. Then g-factor is
determined by: gel = α×gSi+β×gSiGe, where α is the part of
wave function inside Si potential well, β is the part penetrating
a SiGe barrier, α + β = 1. In our experiments the growth
temperature of Ge QD’s in 1 and 2 structures differs: four-
fold stack QD’s structure has the higher growth temperature
500 ◦C and QW structure — 300 ◦C. The higher temperature
leads to mixing of Ge and Si inside QD’s. Analysis of Raman
measurements shows that a Ge content in high temperature
QD’s is ∼ 0.7. Then the wave function penetration is higher.
A calculation give β = 0.0025 in this case. Finally the change
of g-factor due to this effect is ≈ 10−4, that is observed in
experiments.

The time∼ 10−7 s, calculated from width(H = 0.6 G, is
the lower limit of the transverse spin relaxation time T2. The
observed linewidth is determined by disorder in QD’s array.
Based on the above discussion we conclude that the strain fluc-
tuations in array of QD’s and deviation of Ge content in QD’s
can result in inhomogeneous broadening of ESR line.

Well pronounced anisotropy of ESR linewidth (H(H ⊥
Z)/(H(H ‖ Z) ≈ 2 is explained by anisotropy of spin re-
laxation processes, arising from a special form of SO interac-
tion, similar to Rashba interaction for electrons in asymmetric
QW’s. This signifies that the spin relaxation is controlled by
fluctuating effective in-plane magnetic field, related to asym-
metry of QD’s. Decoherence in QD’s can be caused by per-
turbation of ground state by time-varying fields and mixing in
exited states with higher angular momentum due to SO inter-
action.
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Spectroscopic evidence of extended states in the quantized
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Abstract. The influence of the inter-layer coupling on formation of the quantized Hall conductor phase at the filling factor
ν = 2 was studied in the multilayer GaAs/AlGaAs heterostructures. The disorder broaden Gaussian photoluminescence line
due to the localized electrons was observed in the quantized Hall phase of the isolated multi-quantum well structure. On the
other hand, the quantized Hall phase of the weakly-coupled multilayers emitted the unexpected asymmetrical line similar to
that one exhibited by the metallic electron systems. We demonstrated that the observed asymmetry is caused by a partial
population of the extended electron states formed in the quantized Hall conductor phase due to the inter-layer percolation.
A sharp decrease of the single-particle scattering time associated with these extended states was observed at the filling factor
ν = 2.

Introduction

The integer quantum Hall effect is observed in layered struc-
tures consisting of weakly-coupled two-dimensional electron
layers when the magnetic field induced gaps (h̄ωc, with ωc
being the cyclotron frequency) are larger than the inter-layer
tunneling bandwidth (t) [1]. The phase diagram determining
the behavior of the weakly-coupled layered systems in a high
magnetic field was put forward in Ref. [2] where two principal
phases corresponding to a miniband metal state and an isolat-
ing quantized Hall state were distinguished. As compared to
the 2DEG, the electronic phases of the layered systems reveal
several novel properties. Contrary to the 2DEG, where the
metallic phase exists at a single energy, the phase diagram of
the layered system exhibits the metallic phase for a finite range
of energies and magnetic fields. Furthermore, in the layered
system the disorder influences the electron tunneling between
different layers resulting in a third phase, which separates the
metallic and quantized Hall phases and in which the electrons
are localized quantum mechanically, but their classical trajec-
tories are extended [3]. While the modification of the metallic
quantum Hall phase predicted in the layered three-dimensional
electron system were confirmed experimentally [4], no influ-
ence of the inter-layer electron correlations on the insulating
quantized Hall phase was reported to date.

1. Experimental

The aim of this work is to investigate experimentally the den-
sity of states (DOS) and the nature of the electron states in
the quantized Hall phase of the layered quantum Hall systems
and to verify theoretical predictions cited above. We stud-
ied GaAs/AlGaAs semiconductor superlattices (SL) where the
inter-layer tunneling can be easily tailored by variations of the
barrier widths and heights. The magneto-PL and the magneto-
resistance were measured in the structures with t varying from 0
[isolated multi-quantum wells (MQW)] to 55 meV (strongly-
coupled SL). Moreover, the effect of the inter-layer coherence
on the formation of the quantized Hall phase was studied in
the weakly-coupled multilayer structures where the inter-layer
coherence was controlled by as grown random variations of the
barrier thicknesses.
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Fig. 1. Transversal and Hall resistances measured in the weakly-
coupled (GaAs)65(Al0.18Ga0.82As)15 SL at T = 0.3 K. Inset
schematically demonstrates the phase diagram of the quantum Hall
layered system presented in Ref. [3]. The shaded areas are the re-
gions of the quantized Hall conductor where the extended states were
predicted. The intervals shown by solid and dash arrow lines indi-
cate the regions of the extended states with and without the disorder
driven inter-layer tunneling.

2. Results and discussion

The magneto-resistance data obtained in one of the weakly-
coupled SLs (t = 1 meV) are shown in Fig. 1. At the magnetic
field 10 T the transverse and Hall resistivities develop a clear
zero-resistance state and a plateau respectively, corresponding
to the filling factor ν = 2 . In the MQW the analogous plateau
was found at 8 T. In quantizing magnetic field the electron
system of the weakly-coupled SL transforms to the electrons
localized in isolated quantum wells; their two-dimensionality
was proved by PL measured with the magnetic field inclined
by the angle α = 45◦. Therefore, in the regime of the quantum
Hall effect the optical response of the weakly-coupled SL is
expected similar to that one of the MQW structure.

The PL spectra obtained in some of the heterostructures
studied here are shown in Fig. 2. The broad PL lines due to
the recombination of the electron-hole pairs in the respective
minibands were detected in the strongly-coupled SL. No im-
portant influence of the magnetic field was found in this SL.
The observed asymmetry of the PL line is caused by a partial
occupation of the electron miniband and indicates the metallic
character of the electron system. At this, the high-energy side
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Fig. 2. PL spectra measured at T = 1.6 K: (a) in the strongly-
coupled SL at B = 0 T (thick line) and B = 10 T (thin line);
(b) characteristic broadenings of the Fermi edge h̄/τo measured in the
weakly-coupled (GaAs)65(Al0.18Ga0.82As)15 SL at T = 1.6 K, cor-
responding PL spectra are shown in inset; (c) magneto-capacitance
measured in the same weakly-coupled SL.

of the PL line is determined by the broadenings of both the
electron states on the Fermi surface and the holes recombining
with the electrons. In such case the intensity of the PL line can
be calculated according to Ref. [5]:

I (ω) = I0
[
1/2− 1/πarctg(2τoδ
)

]
, (1)

where I0 is the PL intensity of the completely occupied mini-
band, δ
 = h̄ω − 2EF, where EF is the Fermi energy and
τo is the characteristic relaxation time which determines the
Fermi edge broadening. This relaxation time is defined by the
formula:

h̄/τo =
[
(h̄/τe)

0.5 − (h̄/τh)
0.5

]2
, (2)

where τe(h) is the electron (hole) single-particle scattering time.
Thus, the asymmetry of the PL lines caused by the broadening
of the Fermi edge provides a spectroscopic evidence of the
metallic phase and consequently, of the extended electron states
at the Fermi energy.

As expected, the zero-field PL measured in the MQW struc-
ture and in the weakly-coupled SL revealed the same kind
asymmetry indicating the Fermi edge as in the strongly cou-
pled SL.

In the regime of quantum Hall effect the metallic phase of
the 2DEG shrinks to a single energy state. In such case a par-
tial occupation of the metallic phase is impossible to observe
and therefore, a symmetric Gaussian (due to the unavoidable
random character of the MQW) PL line is anticipated. In-
deed, the PL observed in the MQW structure in quantizing
magnetic fields revealed the Gaussian line associated with the

disorder broadened lowest Landau level. On the contrary, the
quantized Hall phase created in the weakly-coupled multilay-
ers emitted an unexpected PL line with asymmetry increasing
with the increasing magnetic field [shown in inset to Fig. 2(b)].
Comparison of the PL measured in the quantized Hall phase
with the zero-field PL demonstrated that the observed asym-
metry is caused by a partial population of the extended elec-
tron states formed in the insulating quantized Hall phase of the
weakly-coupled multilayer system. In such case, according to
Eq. (1) the shape of the high-energy side of the asymmetri-
cal PL line is determined by the broadenings of the electron
states on the Fermi surface. The fit of the PL performed by
Eq. (1) resulted in determination of the characteristic relax-
ation time τo associated with the single-particle scattering time
of the electrons at the Fermi energy. A sharp increase of the
characteristic broadening h̄/τo and consequently, decrease of
the single-particle scattering time was observed at the filling
factor ν = 2. This is caused by the corresponding decrease
of the screening efficiency in the quantized Hall phase. No
variation of the single-particle scattering time was found in
the strongly-coupled structure where the quantum Hall effect
was not observed. The magneto-PL data were completely con-
sistent with the sharp minimum of the magneto-capacitance
observed at the filling factor ν = 2 [shown in Fig. 2(c)], which
is also associated with the decrease of the screening efficiency
in the quantized Hall phase. Both the tunneling strength and
the inter-layer coherence were shown to significantly influence
formation of the observed extended states.

3. Conclusion

We demonstrated a remarkable modification of the spectral
shape of the PL lines in the quantizing magnetic fields, which is
associated with the formation of the extended states at the Fermi
surface of the quantized Hall phase of the weakly-coupled SLs.
These extended states may be caused by the disorder driven
inter-layer tunneling predicted in [3]. Our data demonstrate
that the extended states expand over a large energy range of
the quantized Hall phase.
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Abstract. The interference quantum correction to the conductivity and its temperature and magnetic-field dependence with
taking into account the spin relaxation processes is investigated. The results of numerical and real physical experiments are
reported. We show that the shape of the magnetoresistance is nonuniversal beyond the diffusion regime, when the close
trajectories with small number of collisions are of importance. It is sensitive to anisotropy of scattering and correlation of
impurity distribution.

Interference quantum correction to the conductivity arises from
interference of electron waves scattered along closed trajecto-
ries in opposite directions. An external magnetic field applied
perpendicular to the two-dimensional (2D) layer destroys the
interference and, thus, influences the quantum correction. In
systems of spin-less particles this results in anomalous negative
magnetoresistance. In the systems, in which the spin-orbit cou-
pling is relatively strong and the spin relaxation processes can-
not be neglected, the magnetoconductivity is nonmonotonic.
Its shape is determined by the relationship between the phase
and spin relaxation times, τφ and τs , respectively.

Theoretically, this problem was studied only for the case of
random distribution of scattering centers and isotropic scat-
tering. As a rule, these conditions are not fulfilled in real
semiconductor structures. The scattering by ionized impuri-
ties dominates often in semiconductors at low temperatures.
This scattering is strongly anisotropic in high-mobility het-
erostructures with remote doping layers. Besides, the impurity
distribution is correlated to some extend due to the Coulomb
repulsion of the impurity ions at the temperatures of crystal
growth.

In this paper we investigate the interference quantum cor-
rection to the conductivity beyond the diffusion regime with
taking into account the spin relaxation processes. The results
of numerical and real physical experiments are reported.

The weak-localization phenomenon is described in the frame-
work of quasiclassical approximation which is justified under
the condition kFl � 1, where kF is the Fermi wave vector,
l is the transport mean-free path. In this case the conductivity
correction is expressed through the classical quasiprobability
densityW for an electron to return to the area of the order λFl

around the start point [1,2,3]

δσ = −σ0
λFl

π
W = −2πl2G0W, (1)

where G0 = e2/(2π2h̄), λF = 2π/kF, and σ0 = πG0kFl is
the Drude conductivity. Prefix quasi- means thatW takes into
account the dephasing of interfering waves caused by external
magnetic field and inelastic processes. To find W and l, we
simulate the motion of a particle over the 2D plane with scat-
tering centers in it. This technique was described in details
in [4]. Here is outline only. The plane is represented as a lat-
tice. The scatterers with a given cross-section are placed in a
part of lattice sites with the use of a random number generator.
A particle is launched from some random point, then it moves

with a constant velocity along straight lines, which happen to
be terminated by collisions with the scatterers. After collision
it changes the motion direction. If the particle passes near the
starting point at the distance less than d/2 (where d is a pre-
scribed value, which is small enough), the path is perceived as
being closed. Its length, li , and enclosed algebraic area, Si , are
calculated and kept in memory. The particle walks over the
plane until it escapes the lattice. As this happens one believes
that the particle has left to infinity and will not return. A new
start point is chosen and all is repeated.

This approach was used to study the weak localization for
the spin-less particle in [4]. It has been shown that obtaining
from the simulation procedure the parameters of closed paths,
one can calculate the interference quantum correction to the
conductivity and its magnetic field dependence (see Eq. (20)
in [4]). Taking into account the spin relaxation processes leads
to the following expression for the correction:

δσ (b) = −2πlG0

d N

∑
i

cos(bSi)

[
exp (−liγs)

+1

2
exp (−2liγs)− 1

2

]
exp

(−liγφ) . (2)

Here, the summation runs over all closed paths, N is the total
number of paths, γφ and γs are the phenomenological parame-
ters describing the phase and spin relaxation and corresponding
in real systems to the ratios τ/τφ and τ/τs , respectively, where
τ is the transport relaxation time. The lengths and areas in
Eq. (2) are measured in units of l and l2, respectively, the mag-
netic field b is measured in units of transport magnetic fields,
Btr = h̄/(2el2).

The simulation has been carried out for three systems. In
system A the scatterers are distributed randomly, the scattering
is isotropic that physically corresponds to a short-range scat-
tering potential. In the system B the scatterers are distributed
randomly and scattering is anisotropic. The angle dependence
of scattering probability for this case corresponds to that for
the heterostructure with δ doped barrier in which impurities
are spaced from the 2D gas of density of about 1012 cm−2 by
a distance of 7 nm. The ratio between the transport and quan-
tum relaxation time for this anisotropy is equal to two. Finally,
the system C is characterized by isotropic scattering, but the
distribution of scatterers is quite correlated.

Figure 1 shows the magnetoconductivity(σ(b) = δσ (b)−
δσ (0) calculated from Eq. (2) for system A with γs = 1/3
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and different τφ/τ values (that is equivalent to the different
temperatures). In the same figure the curves calculated within
framework of the diffusion approximation [5] are presented. It
is clearly seen that the diffusion theory is failed. The higher the
temperature is, the stronger the discrepancy is evident. In the
high magnetic field, b � 1, the results differ qualitatively. This
is because that the one or several conditions of the diffusion
regime (γφ � 1, γs � 1, and b � 1) are not fulfilled in the
numerical experiment. Thus, the expression from [5] being
applied by experimentalist beyond the diffusion regime can
give inadequate information about the spin and phase relaxation
times.

Let us compare the magnetoconductivity obtained for sys-
tems A, B, and C (see Fig. 2). As one would expected the
behavior of δσ (b) beyond the diffusion regime, when the mag-
netoconductivity is determined by the closed paths with small
number of collisions, depends on scattering details. So the
depth of the antilocalization minimum is less in the system B
with anisotropic scattering. The magnetoconductivity for the
system C demonstrates the saturation of (σ at b > 40−50.
Analysis of the statistics of closed paths shows that such pe-
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Fig. 3. The magnetoconductivity as a function of normalized mag-
netic field measured at T = 0.44 K for the two values of hole density
p = 8× 1011 cm−2 and 5.8× 1011 cm−2 (symbols). Dashed lines
are the best fit by the expression from [5] with γs = 0.051 and
γφ = 0.016. Solid lines are the results of the simulation procedure
with γs = 0.040 and γφ = 0.014.

culiarities directly follow from the difference in the area dis-
tribution functions at S < l2. There is a appreciable deficit
of the paths with small area enclosed in systems B and C as
compared with system A.

The real experiment has been performed on gated heterostruc-
ture GaAs/InxGa1−xAs/GaAs of p-type. The heterostructure
consists of a 250 nm-thick undoped GaAs buffer layer, carbon
δ-layer, a 7 nm spacer of undoped GaAs, a 8 nm In0.2Ga0.8As
well, a 7 nm spacer of undoped GaAs, a carbon δ-layer and
200 nm cap layer of undoped GaAs. In order to treat the ex-
perimental results (see Fig. 3), we have used the parameters of
closed paths li and Si obtained during the simulation for the
model system B. Then, the experimental (σ -vs-b plots have
been fitted by Eq. (2) with γφ and γs as the fitting parameters.
The results of the best fit are shown in Fig. 3 by the solid lines.
It is seen that the simulation procedure describes the data more
adequately as compared with the standard diffusion theory [5]
(shown by the dashed lines).

In summary, the study of interference quantum correction
to the conductivity beyond the diffusion regime shows that the
shape of the magnetoresistance curves in systems with the fast
spin relaxation is nonuniversal and sensitive to the scattering
details.
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Abstract. We show that non-Markovian effects lead to dependence of the Hall coefficient R on the magnetic field B. Two
types of the non-Markovian effects, specific, respectively, for diffusive and ballistic processes, are discussed. Both types of
the effects can be interpreted in terms of small change of the effective scattering cross-section σeff (θ). In the presence of the
magnetic field this cross-section becomes asymmetric: σeff (θ) �= σeff (−θ), which leads to the correction to the Hall
coefficient δR. We show that the diffusive processes lead to a small correction δRdiff/R ∼ C1 + C2(ωcτ)

2 (here C1 � 1,
C2 � 1 are numerical coefficients which depend on the type of disorder, ωc is the cyclotron frequency, and τ is the transport
scattering time). This correction depends parabolically on B and exists in all range of classically weak magnetic fields. At
the same time ballistic returns lead to a sharp dependence δRball on B, concentrated in the region of very weak B where
ωcτ ≤ β0 (here β0 = a/l � 1 is the gas parameter, a is the characteristic size of the scattering centers, and l is the mean
free path). This dependence does not have parametrical smallness in β0: δRball/R ∼ 1 for ωcτ ≤ β0.

Introduction

The magnetotransport properties of the 2D semiconductor sys-
tems has been intensively discussed in literature during the
past three decades. Most of the publications were devoted
to the case of the degenerate 2D electron gas where the elec-
trons move in the plane perpendicular to the magnetic field and
scatter on a random impurity potential. In this situation only
the electrons with energy close to the Fermi energy partici-
pate in conductance. The simplest theoretical approach to the
problem is based on the Boltzmann equation which yields the
following expressions for the components of the conductivity
tensor: σxx = σ0/(1+ ω2

cτ
2), σxy = σ0 (ωcτ)/(1+ ω2

cτ
2).

Here σ0 = e2nτ/m is the Drude conductivity at B = 0 and
n is the electron concentration. The resistivity tensor, which
can be obtained by inverting the conductivity tensor, has even
simpler form:

ρxx = m

e2nτ
, ρxy = mωc

e2n
= RB, (1)

where R = 1/enc is the Hall coefficient. Hence, in the frame
of Boltzmann equation ρxx and R do not depend on magnetic
field. Measurements of ρxx and R in experiment are widely
used to find n and τ .

It is known, however, that ρxx and R might become field-
dependent due to several reasons of both classical and quantum
nature. The most beautiful quantum phenomenon leading to
sharp dependencies of R and ρxx on B is the Quantum Hall
Effect, which is observed in strong magnetic fields. Another
quantum effect — weak localization, leads to negative magne-
toresistance (MR): the decrease of ρxx with B, concentrated in
the region of weak magnetic fields [1]. At the same time, weak
localization does not lead to dependence of R on B [2]. The
dependencies of both ρxx and R on B might be also caused by
the quantum effects related to electron-electron interaction [3].

Besides quantum effects, there exist some purely classi-
cal phenomena, leading to violation of Eqs. (1). In particu-
lar, these formulae do not work in systems with several types
of charge carriers and in systems with macroscopic inhomo-
geneity. Another type of classical phenomena, which can be
obtained in homogeneous system with one type of charge car-
riers, are non-Markovian phenomena (so called “memory ef-
fects”). Though such phenomena have classical nature, they
are not accounted for by the Boltzmann equation. Corrections

to the kinetic coefficients arising due to the memory effects
are usually proportional to the gas parameter β0 = a/l (where
a is the size of the scattering potential and l is the mean free
path) which is typically small: β0 � 1. Nevertheless, the non-
Markovian effects are known to lead to a number of non-trivial
magnetotransport phenomena in 2D disordered systems such as
magnetic-field-induced classical localization [4, 5], high-field
negative [4,5,6,7,8] and positive [9] MR, low-field anomalous
MR [10,11,12,13,14], and non-Lorentzian shape of cyclotron
resonance [15].

The MR, caused by non-Markovian effects, arises due to
repeated returns to the impurity which was already visited
by the diffusing electron. It was studied both in classically
strong (ωcτ � 1) [4, 5, 6, 7, 8, 9, 15] and classically weak
(ωcτ � 1) [10, 11, 12, 13, 14] magnetic fields. Diffusive re-
turns, involving closed paths with a large number of scatterings,
usually lead to smooth MR, while the ballistic returns might
lead to a sharp MR, concentrated in region of the small mag-
netic fields [10, 11,12,13,14]. In particular, for the case when
electrons scatter on hard disks of radius a, the ballistic MR can
be expressed in terms of a dimensionless function f (z) (the
analytical expression for this function was given in Ref. [11])
via δρxx/ρ = −β0f (ωcτ/β0) . This MR is caused by mem-
ory effects specific for ballsitic returns after one scattering act
(see Fig. 1(c), (c′)) [10]. It is concentrated in the region of
low fields, where ωcτ ∼ β0 � 1. In spite of large number of
works, devoted to the study of the role of the non-Markovian
effects in the MR, the dependence of R on B, induced by non-
Markovian effect, was studied (to the best of our knowledge)
only in the case ωcτ � 1 [4].

1. Theoretical results

In this paper we present a theoretically calculated dependence
of R on B, caused by non-Markovian effects, for the case of
weak fields (ωcτ � 1). Two types of the non-Markovian ef-
fects, specific, respectively, for diffusive and ballistic returns,
are discussed. Both types of the effects can be interpreted in
terms of small change of the effective scattering cross-section
σeff(θ) as illustrated in Fig. 1. In the frame of the usual Boltz-
mann equation, the scattering on one disk is described by differ-
ential scattering cross-section σ0(θ), (see Fig. 1(a)), the scat-
tering acts on different impurities being independent. The im-
portant property of the single scattering act is the symmetry
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Fig. 1. Processes of single scattering on impurity 1 and processes
of diffusive (b), (b′) and ballistic (c,) (c′) scattering on a complex of
impurities including double scattering on impurity 1. Single scat-
tering cross-section is symmetric σ0(θ) = σ0(−θ) both for the case
B = 0 and for the case B �= 0. Multi-scattering processes can
be accounted for in terms of effective cross-section which remains
symmetric in the absence of field: σeff (θ) = σeff (−θ) for B = 0.
Magnetic field curves trajectories as shown in (b), (b′), (c), (c′) by
dashed lines. As a result, the symmetry with respect to inversion of
θ fails: σeff (θ) �= σeff (−θ) for B �= 0.

with respect to replacement of θ by −θ (reciprocity theorem):
σ0(θ) = σ0(−θ) Indeed, the inversion in time of the process
shown in Fig. 1(a) leads to a process shown in Fig. 1(b), corre-
sponding to the scattering on the angle−θ,. This is the property
which provides that R does not depend on B.

The Drude–Boltzmann approach does not take into account
processes of double scattering on a certain impurity after dif-
fusive (Fig. 1(b), (b′)) or ballistic (Fig. 1(c), (c′)) return to it.
These are typical non-Markovian processes, since an electron,
propagating along closed loop (ballistic or diffusive) “keeps
memory” about position of the impurity which it already visited
before (impurity 1 on Fig. 1(b), (b′), (c), (c′)). Such processes
are not accounted for by usual Boltzmann equation. However,
they can be included in the frame of the Drude–Boltzmann ap-
proach by introducing of the effective scattering cross-section
σeff(θ) on the impurity where double scattering takes place
(impurity 1 in Fig. 1(b), (b′), (c), (c′) [11,16]. For B = 0, the
effective cross-section remains symmetric for the processes
shown in Fig. 1(b), (b′), (c), (c′): σeff(θ) = σeff(−θ). How-
ever, in the presence of the field this cross-section becomes
asymmetric: σeff(θ) �= σeff(−θ) (forB �= 0). The point is that
the influence of the magnetic field is different for the processes
where closed return path is passed clockwise (see Fig. 1(b),
(c)) and counterclockwise (see Fig. 1(b′), (c′). As a result,
there appear a correction to R.

The calculation of the field-dependent effective cross-secti-
on can be done with the use of the methods developed in
Refs. [11,17]. As a result, one can find that diffusive (Fig. 1(b),
(b′)) and ballistic (Fig. 1(c), (c′)) processes lead to the correc-
tion δR = δRdiff + δRball, where

δRdiff

R
= C1 + C2(ωcτ)

2,
δRball

R
= g (ωcτ/β0) . (2)

Here C1 and C2 are dimensionless coefficients which depend
on the type of the disorder (in particular, for isotropic scat-
tering C1 = β0/2π , C2 = 0) and g(z) is the monotonous
dimensionless function such that g(0) ∼ 1 (this implies that
ballistic correction does not have parametric smallness in β0)
and g(z) ∼ 1/z3/2 for z → ∞. We have found analytical
expression for g(z) in the case of scattering on hard disks.

2. Conclusions

We show that the diffusive processes lead to small correction
δRdiff which depends parabolically onB and exists in the range
of classically weak magnetic fields (ωcτ � 1). At the same
time, ballistic returns lead to very sharp dependence δRball
on magnetic field, concentrated in the region of very small
magnetic fields, where ωcτ ≤ β0. This dependence does not
have parametrical smallness in theβ0: δRball/R ∼ 1 forωcτ ≤
β0.
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Abstract. We study the current-voltage characteristics (I (V )) of a quasi-one-dimensional channel in a transistor structure
with in-plane side gates (IPGT), created on the bases of AlGaAs/GaAs heterostructures with a two-dimensional electron gas
(2DEG), in nonlinear conditions. We have found an asymmetric I (V ) and negative differential conductivity (NDC), which
can be explained by the asymmetry of the potential of the gates with respect to the source and drain, and by the heating of
the electrons in the percolation net in the δ-doped layer in AlGaAs, which brings about the transfer of electrons into the pits
of the fluctuating potential and, as a result, the accumulation of charge.

Introduction

Studies into the nonlinear conductivity of quantum conductors
and quantum contacts are currently being paid special atten-
tion, because this nonlinearity is thought to be connected to the
processes of electron-electron interaction in one-dimensional
systems. Measurements of the conductance characteristics
(G(UG), UG — the gate voltage) are conducted under small
(as compared to the intersubband and Fermi energies) voltage
of the source and drain (USD), which are applied along the
quantum conductor. There have also been many studies which
propose to use a quantum channel for injecting hot electrons
into a 2D- system or into a quantum dot. In these applica-
tions, the voltage USD may be significantly higher. Theory
predicts that for USD > EF (where EF is the Fermi energy
of electrons in the source reservoir) it may be possible to ob-
serve the appearance of a section on the I (V ) with negative
differential conductance, both when the current flows in one
one-dimensional subband [1], and when it flows along several
subbands [2].

1. Experimental

In this work we study the transport of electrons in a quasi-
one-dimensional channel of a transistor with side gates, cre-
ated on the basis of a heterostructure GaAs/AlGaAs with a
2DEG. In the initial structures with 200 Å AlGaAs spacer
layer and two delta layers doped with Si the concentration
of the two-dimensional electron gas and the mobility of elec-
trons at temperature 10 K were: n ∼ 1.4 × 1011 cm−2 and
µ ∼ 3× 105 cm2/V s. In this work, the transistors were made
in two stages. First mesa-structures of size 100 × 100 µm
were formed by using optical lithography and conventional
AuGeNi Ohmic contacts to the source, drain and gates regions
were added. Afterwards, insulating grooves dividing channel
and gates were formed by using the methods of electron-beam
lithography and ion etching by a low energy Ar+-ion beam. An
image of the resulting structure, obtained by using a scanning
probe microscope (SPM), is shown in Fig. 1. The length of the
channel (0.7 µm) is several times less than the length of the
free-path of the electrons, which is estimated to be 2 µm. The
geometric width of the channel that resulted after etching was
about 0.3µm. The measurements were conducted by attaching
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Fig. 1. SPM image of the IPGT.
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Fig. 2. Variation of conductance GSD(UG) of the IPGT, obtained
while sweeping UG in different directions.

electrodes in the following way. The source (S) was grounded,
and potentials with respect to S were applied to the gates (G)
and the drain (D), so that the sum of the constant and alternat-
ing (f = 130 Hz) voltages, USD = V= + V∼, was applied to
the drain in order to measure the differential conductivity. In
addition, the structure was illuminated by an infrared LED of
output P < 100µW during the measurements, if not indicated
otherwise.

The dependence of the channel conductivity GSD(UG) =
dISD/dUSD on the gate voltageUG for alternating voltage am-
plitude of V∼ = 100 µV and V= = 0 V is shown in Fig. 2.
It can be seen that this dependence has two clearly defined
plateaus for gate voltages UG ≈ 1.5−2 V and UG ≈ 3.5−5 V.
We also note that the conductivity corresponding to the first
plateau is very close to the value G0 = 2e2/h ≈ 0.077 mS
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Fig. 3. Current-voltage (a) and differential conductivity (b) depen-
dencies on drain voltage obtained for different constant gate voltages.

(e is the charge of an electron, h is Plank’s constant), which
corresponds to the conductivity of the quantum point contact
(wire) for the first subband.

Measurements of I (V ) (the dependence on the voltage
USD of the constant current component of the drain ISD) and
of the differential conductivity of the structure G(USD) were
conducted for fixed gate voltages UG = 2 V, and thus we
would expect that only one subband would influence the con-
ductivity of the channel, and the maximum current should
not exceed Imax = G0EF. For our samples this is about
I0max ∼ 0.3−0.4 µA. However, as can be seen from the mea-
surement results shown in Fig. 3a, the current at the peak of
the characteristic is significantly higher than I0max. This leads
us to suppose that with increase in the voltage USD subbands
other than the first also begin to transfer electrons, and the in-
clusion of each successive subband does not bring about the
appearance of peculiarities on the I (V ). These peculiarities
with a period of about 0.2 µA appear on the I (V ) shown in
Fig. 4, which were obtained for our same sample but without
illumination.

Another interesting feature of the I (V ) shown in Fig. 3a
is the significant asymmetry with respect to the polarity of the
voltageUSD. In addition, for the I (V ) obtained at gate voltage
UG = +2 V, there are regions with a negative slope for both
polarities of the USD voltage and for all other I (V ) s with a
negative bias voltage. I (V ) measurements are carried out for
constant (average) current through the structure; however, the
presence of NDC and the current instabilities that it gives rise to
are confirmed by the dependencies of differential conductivity
of the channel on the USD shown in Fig. 3b.

2. Discussion

Asymmetry in the I (V )of quantum channels has been observed
earlier [2,3]. It was explained by the fact that the gate voltage
is fixed with respect to the source, while the drain voltage with
respect to the source may change during the measurements.
The instability of the current through the channel had been ob-
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Fig. 4. I (V ) characteristic of the structure obtained while sweeping
UG in different directions in darkness.

served by Kelly et al [3] and was explained by the presence of
NDC that had to do with the decrease in the transparency of the
potential barrier with an increase in USD. We note, however,
that the I (V ) shown in Fig. 4 and obtained without illumina-
tion is different in that it displays significant hysteresis; this
indicates that the redistribution of the charge in the structure
and its localization changed during the measurements(about
20 min). It may be shown that the reason for the redistribu-
tion of charges in the structure for such low USD cannot be
the transport of electrons in real space from the 2DEG layer to
the AlGaAs layer but it could be the accumulation and redis-
tribution of charges in the fluctuation potential in the AlGaAs
layer which was δ-doped with silicon. A similar situation was
considered in [4] when analyzing the instability of currents
observed in structures with 2DEG.

Analysis shows that the charge density and the width of
the stripe of the layer with positively charged Si+ donors close
to the conducting quasi-one-dimensional channel determines
the shape and width of the potential profile of the channel, and
also, as a result, the intersubband energies. The positive charge
distributed in the layer is compensated by the charge in the DX-
centers and by the free electrons which are in the percolational
net of channels and “lakes” formed by the fluctuation potential.
A change in the drain voltage brings about not only a change
in the potential of the drain, but also a change in the density of
charge in the doped layer.
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Abstract. We present the results of numerical modelling for scanning gate microscopy/spectroscopy (SGM/SGS) of
quantum channel with constriction. Calculations show that a small quantum dot with three outlets can be formed when the
tip of SGM is approached to quantum point contact (QPC). The steering of electron wave is found in this system with
increasing voltage on the tip or the Fermi energy.

Introduction

Scanning Gate microscopy (SGM) uses the conducting tip of
anAtomic Force Microscope as a moveable local gate that scat-
ters electron waves in nanostructures based on two-dimensional
electron gas (2DEG) [1]. We report on computer simulation
of the SGM tip effect on a quasi-one-dimensional channel
with constriction in SGM/SGS techniques. We have recently
demonstrated electron wave steering in small three-terminal
quantum dots formed at a Y-junction [2]. Here we suggest a
similar device in which the three-terminal system can be con-
trolled by the SGM tip. Both the tip position and more impor-
tantly the amplitude of the potential perturbation induced by
the tip can be used to intentionally send electrons to one of the
outlets.

Results

We modelled a GaAs/AlGaAs structure in which 2DEG is lo-
cated in 8 nm GaAs quantum well, 35 nm beneath the surface.
We supposed that the QPC and quantum channel were created
by local anodic oxidation. A cone-shaped tip was scanned
above the oxide layer with a negative voltage applied with re-
spect to the 2DEG. The oxide thickness was 11 nm. A 300 nm
thick vacuum layer was taken into account in the model. The
distance between the tip and the 2DEG was about 52 nm.

Our 3D electrostatic modelling shows that the tip pertur-
bation (both shape and height) strongly depends on the posi-
tion of the tip; especially close to depletion regions. In addi-
tion, contrary to previous calculations [3] we obtain that the
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Fig. 1. Perturbation of electron density in QPC [1011 cm−2] induced
by SGM tip. Correction to electron density is nonzero near depletion
regions forming constriction. Distance is plotted in nm.
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Fig. 2. Probability density and effective potential in the plane of
2DEG for the tip position xt = 830 nm, yt = 660 nm. Conductance
is G = 1.94e2/h.

half width of the tip perturbation in the 2DEG plane occurs
at a radial distance 2 times larger than the 2DEG depth (half
width a is 115 nm). This means that in small nanostructures
(narrow quantum channels, dots or ring interferometers) the
perturbation from the tip is no longer localized and has an in-
fluence on symmetry of the whole electron system. It is can
not be considered as a small additional spot of confining po-
tential (Fig. 1). Also, in a homogeneous 2DEG an expression
Ut = V0/(1+(r/a)1.75) approximates the tip perturbation bet-
ter than a Lorentzian [3]. Here r is radial distance from the tip,
V0 is height of the induced potential perturbation determined
by the voltage on the tip. The conductance is calculated by re-
cursive Green’s function method [4] for 2D effective potential,
obtained for fixed position of the SGM tip from 3D electro-
statics modelling. The conductance response δG(x, y) as a
function of the tip position is computed for a QPC situated in a
1200 nm wide channel with rigid walls. A strong modulation
of the conductance is obtained when the tip is scanned in the
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Fig. 3. Distribution of probabilty density and effective potential
in the plane of 2DEG. Dashed line shows the Fermi level (EF =
11 meV in 2DEG). The tip position is xt = 625 nm, yt = 410 nm.
Magnetic field is B = 0.03 T. a) Height of the tip bump is V0 =
12.5 meV, G12 = 0.6e2/h, G13 = 1.3e2/h. b) V0 = 13.8 meV,
G12 = 1.2e2/h, G13 = 0.54e2/h.

region close to a QPC. It originates from the complex interfer-
ence pattern generated by multiple reflections between the tip
potential and the boundaries (both the walls of the channel and
the QPC). Figure 2 shows that the tip bump can split electron
wave into several narrow directed beams: an open quantum
billiard is formed.

An interesting situation is arisen when the tip and the QPC
define a small quantum dot with three terminals. The param-
eters of the dot (size and coupling to the reservoirs) are easily
tuned by the tip position and voltage. The obtained dot has
two peculiarities: first, its conductance can be much smaller
than 2e2/h even if both inlet and outlet (or even two outlets)
are open. Secondly, the ballistic transport of electrons is ex-
tremely sensitive to small displacement of the tip away from
the symmetry axis. Also, the electron flow changes outlet if
the voltage on the tip or magnetic field is changed. It is worthy
of note that electrons can move to narrower constriction and
against Larmor gyration.

This effect can be monitored in the resistance of the device if
one performs a three-terminal measurement. For this purpose
the 2DEG should be cut a bit farther from potential of the tip
(Fig. 3). As shown in Fig. 4 and 5 the transmission coefficients
through outlets 2 and 3 change in antiphase and the difference
G12−G13 oscillates around zero when the voltage on the tip
is varied. This effect becomes stronger in a weak magnetic
field even if magnetic field doesn’ t change total conductance
G12 +G13 significantly.

In summary, we have performed numerical modelling of
the influence of SGM tip on electrostatics and conductance of
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Fig. 4. Conductance differenceG12−G13 as a function of the height
of the tip bump V0. The tip position is xt = 625 nm, yt = 410 nm.
The effect becomes more pronounced in a weak magnetic field.
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quantum channel with constriction. The microscopic behavior
of electron flow in a small quantum dot formed between SGM
tip and QPC was considered. We suggested an experiment that
allows to observe switching of the electron current between the
output ports of three-terminal quantum dot with increasing the
voltage on the SGM tip.
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Abstract. Vertical electron transport under the condition of strong Zener tunneling in constant electric field has been studied
experimentally. Some effects typical for weakly coupled superlattices (SLs) have been found. Transport properties are
analyzed based on models of charged walls and electric field domains dynamics.

Introduction

One of the main obstacles for creating THz Bloch generator
on the basis of semiconductor superlattices (SLs) [1] is the low
frequency current instability due to negative differential con-
ductivity (NDC) of the structure. The current instability results
in inhomogenity in the field distribution up to domain forma-
tion and, consequently, leads to spontaneous appearance of
parasitic low frequency current oscillations. Traditional stud-
ies of active properties of Bloch oscillator in constant electric
field E are mainly focused on finding the generation on the fre-
quencies lower than the Bloch frequency, ω < ωB = eEd/h̄,
where the SL differential conductivity is negative [2]. Attempts
of suppression of low-frequency instability by using different
ways and regimes of pumping by electric field haven’ t lead to
desired results yet [3].

In [4] it has been shown that in the SL with narrow minigap
and substantial interminiband tunneling it’s possible to realize
dynamic NDC that is positive on low ω < ωB frequencies and
negative on the frequencies higher than Bloch ω > ωB. Corre-
sponding energy spectrum can be achieved by using SL on the
base of GaAs/AlxGa1−xAs with wide quantum wells and nar-
row barriers with Al concentration ∼ 10−15%. The spectrum
of such SLs contains minigaps ∼ 10−20 meV wide and first
and second minibands∼ 10 and∼ 40 meV wide consequently.
Here it has to be noted that studied structures cannot be unam-
biguously considered as strongly or weakly coupled SLs (see
def. in [5]). In spite of relatively strong coupling between
neighboring wells (narrow, < 20A, and low, < 100 meV, po-
tential barriers), even in relatively weak electric field intermini-
band Zener tunneling becomes important enough that some
effects typical for weakly coupled SLs are observed in stud-
ied structures. In particular, such effects include sawtooth-like
plateaus on I–V characteristic, hysteresis, multistability and
spontaneous generation of low-frequency current oscillations
with wide (and even stochastic) spectrum.

In the report some properties of the electron transport in
weakly doped SLs with narrow minigaps under constant and
pulsed voltages are identified and analyzed based on models of
space-time dynamics of charged layers and domains of electric
field.

1. Experimental

1.1. Structures

Transport properties of weakly doped GaAs/AlxGa1−xAs SL
samples with different number of periodsN , well widthw and

Table 1. Sample parameters.

Sample 426 502 698 816
E0 (meV) 3.2 3.7 6.5 6.2
(E1 (meV) 11.2 14.8 11.8 10.7
E1 (meV) 14.4 18.5 18.3 16.9
Egap (meV) 7.1 7.9 18.0 13.9
E2 (meV) 21.3 26.4 31.6 30.8
(E2 (meV) 34.9 45.0 38.4 34.9
d = w + b,A 185+10 163+10 155+20 161+20
N 100 150 500 1000

barrier width b (Table 1) have been studied. The structures
were grown by MOCVD on the n+-GaAs (100) substrate with
concentration Ni = (1.0−3.5) × 1018 cm−3 (Si). On both
sides the SL is adjoined with n+-GaAs layersNi = (1.5−4)×
1018 cm−3 (Si). Carrier concentration in the SL region is about
1.0× 1015 cm−3.

Here E0, E1 — energies of the bottom and the top of first
miniband, E2 is the energy of the second miniband bottom,
(E1,2 is the width of the first (second) miniband, Egap is the
width of the minigap. The energy spectra were calculated using
the transfer matrix method.

1.2. Results

In the report the I–V characteristics of SLs measured under 4
and 77 K are presented.

The sawtooth dependence of average current on applied
voltage is established (Fig. 1): first, NDC regions alternate
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Fig. 1. Low-field time-averaged I–V curves for sample 698 at 4 and
77 K. Inset: Full I–V curve for 698 structure.
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Fig. 2. Full time-averaged I–V curves for sample 816 at 4 K. Inset:
Low-field part of I–V curve for 816 structure. BS, MS- bi- and
multistability. Arrows point to the regions of resonant tunneling
discussed in [6].
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Fig. 3. Current oscillations spectrum for sample 816 at 4 K under
up (principal frequency 169 MHz) and down (−130 MHz) voltage
sweeps at 1.46 V.

with positive DC regions and then with the increase of applied
voltage the jumps of average current are observed. These jumps
are caused by size increase of monopole — charge accumula-
tion layer that divides the SL into high and low electric field
domains. The monopole size depends on the doping level and
can amount to tens of superlattice periods. The observations
of current response under constant and pulse voltage allowed
to establish the existence of both static and dynamic modes of
strong and weak electric field domains. In some SL samples
hysteresis of I–V, effects of bi- and multistability (BS and MS)
(Fig. 2, inset) that directly define the sawtooth plateau shape
have been observed.

Outside of sawtooth region of I–V regular peculiarities were
found for voltages U ∼ N×(35 meV)/en, here n = 4, 3, 2,
e — electron charge (Fig. 2). These peculiarities are manifes-
tation of resonant tunneling effect of electrons between mini-
bands levels 1 → 2, 1 → 3, 2 → 3 of quantum wells located
n SL periods apart [6].

In NDC regions the spontaneous current oscillations are ob-
served; their principal frequency has non-monotonous depen-
dence on the applied voltage, and the full frequency spectrum
can contain several tens of harmonics. Here as an example the
frequency spectra for some of the observed current oscillations
waveforms are presented: from discrete for quasiharmonic os-
cillations (Fig. 3) to almost continuous — for chaotic (Fig. 4).
In narrow voltage regions bifurcational multiplication of cur-

0 1×109 2×109 3×109 4×109 5×109

f (Hz)

(a
rb

. u
ni

ts
)

U ~ 0.66 V

Fig. 4. Example of stochastic spectrum for 816 sample at 77 K at
0.66 V.

rent oscillations frequency has been observed, and with the
additional applied AC field halving of the frequency has been
observed also.

The peculiarities of sawtooth region of I–V characteris-
tic caused by complex space-time dynamics of charged layers
(dipoles, monopoles, tripoles) are discussed based on numeri-
cal simulation of drift-diffusion transport in n+−n−n+ struc-
tures. Possible reasons for appearance of periodic structures
on I–V characteristic for electron transport in SL with narrow
minigaps are analyzed on the models of resonant emission of
polar optical phonons with transverse (relative to the electric
field) heating and interminiband resonant tunneling.
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Electrons in vibrating quantum wells: absolute reflectivity,
true local quasienergy states, and related physical effects
in passive and active electron transport
L. S. Braginsky, M. V. Entin and M. M. Mahmoodian
Institute of Semiconductor Physics, Siberian Division of Russian Academy of Sciences,
Novosibirsk, 630090, Russia

Abstract. We have found positive answers to the following questions: 1. Can vibrating finite quantum well keep electrons in
a local state? 2. Can be the absolute reflectivity for electrons with positive energy, colliding with a potential which has zero
asymptotics on infinity?
The consequence of these statements are: 1. The vibrating potential well can be treated in the same way as a well with
constant potential, in particular for 2D, 1D or 0D confinement. 2. This well can serve as controlling ideal mirror for
Fabri–Perro electron interferometer. 3. The conductivity through this well is positive and vanishes for some values of the
Fermi level. 4. In asymmetric double-well structure the reflectivities from left and right vanishes for different electron
energies. 5. The active transport (photogalvanic effect) has at the same points zero derivative with respect to the Fermi level.

We study one-dimensional systems with vibrating potentials:

U(x)=(u+v sin(ωt))δ(x), (1)

U(x)=(u1+v1(t))δ(x+d)+(u2+v2(t))δ(x−d). (2)

Here v1(t) = v1 sin(ωt), v2(t) = v2 sin(ωt + ϕ), t is time,
h̄ = m = 1. The model (1) is used for the problem about
conductance of the structure, the model (2), besides that, for
the problem of quantum pump.

The vibrating potential barriers were under study in con-
nection with quantum pumps of photon- and phonon-assis-
ted tunnelling, quantum pumps [1]– [7], and resonant reflec-
tion [8]. The present study is concentrated on the properties of
such systems determined by the absolute reflection of particles
(high-frequency blockade).

In the problem of scattering the wave function on the left
and on the right of the well reads

* =
∑
n

e−i(E+nω)t (3)

×
{
δn,0e

ipnx + rne−ipnx left,
tne

ipnx right.

Here pn =
√
p2 + 2nω, p = √2E. In general, the scattering

is multichannel; each channel corresponds to emission or ab-
sorption of some oscillating field quanta ω. The multichannel
transmission amplitudes in the problem (1) obeys equations

tn(pn + iu)+ v
2
(tn+1 − tn−1) = pnδn,0. (4)

Similar equations for the problem (2) were found in [5].
At low temperature the conductance G and the derivative

of the stationary photogalvanic current J0 with respect to the
Fermi level EF are

G = G0

2
(T → + T ←) |E=EF , (5)

e
∂

∂EF
J0 ≡ G = G0 (T → − T ←) |E=EF . (6)

Here T = ∑
n |tn|2, G0 is a conductance quantum. The right

and the left arrows denote the direction of propagation of an
electron.

Unexpected feature of the considered systems is presence
of states with absolute ideal reflection. They can be searched
in the form (3) with all tn = 0 for n ≥ 0, r0 = −1 and rn = 0
for n > 0:

e−iEt θ(−x) sinpx +
∑
n<0

tne
−|pn||x|−i(E+nω)t , (7)

where

tn(pn + iu)+ v
2
(tn+1 − tn−1) = 0 (8)

for n < 0. The Eqs. (8) have normable solutions exponentially
decaying with n for n→ −∞. These solutions correspond to
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Fig. 1. Conductance of vibrating delta-well in unitsG0 vs parameters
of the potential u and v. The Fermi energy has values 0.5ω (a),
1.5ω (b). The minima of G achieve zero at EF = 0.5ω, but not at
EF = 1.5ω.
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Fig. 2. Quasienergies of blockade states versus amplitude of al-
ternating signal v. For convenience the expanded-bands scheme is
depicted. Vertical dashed lines mark the values v, when the local
states appear. Transmission coefficients are defined in the domain
of positive energies (white). Non-physical domain of negative en-
ergies is single-dashed. Cross-dashing marks forbidden values of v
(forbidden band), where conductance does not vanish for any EF.
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Fig. 3. The conductance (bold) and the derivative of photogalvanic
current on chemical potential (thin) in units ofG0 as a function of am-
plitude in the double-well structure. Dashed and dotted lines show
the transmission coefficients from left and right T → and T ←. The
inserts show the neighborhood of conductance zeroes with different
magnification. The parameters of the graph are: ω = 5, pF = π/2d,
ϕ = π/2, u1 = u2 = 0, v = v1 = v2.

absolute reflection with conservation of electron energy. The
demand of absolute reflection determines isolated eigenvalues
of incident particle energy. This blockade is explained by in-
terference of different channels of reflection.

The Fig. 1 shows the conductance for different energies.
In the first quasienergy band 0 < E < ω the conductance
vanishes on the curves in (u, v) plane. These zeroes correspond
to the eigenvalues for the Eq. (8), see the Fig. 2.

The double-well structure was subject of study as a sim-
plest example of quantum pumps [5,6]. Here we consider the
case of strong alternating signal. The figure 3 shows the con-
ductance G and the derivative of photocurrent with respect to
the Fermi level G as functions of v = v1 = v2 at u = 0. The
resonant case is chosen when just half of Fermi wavelength is
equal to the distance between the wells and the electrons can
be confined there.

In rough approximation the dependence of G is similar to
the case of single well (Fig. 1). The situation changes in the
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Fig. 4. The same domain as in the Fig. 3 for weak asymmetry of the
potentials: v = v1 = v2 − 0.1/d, the other parameters correspond
to Fig. 3. For these values the main picture does not change, while
the neighborhood of conductance zeroes undergoes strong changes:
T → has only right peak, while T ← has left peak. Zeroes of T →
and T ← (inserts a) and b)) become separated (insert c)).

vicinity of zeroes (inserts to 3). In a symmetric case the zero is
replaced by very narrow peak, surrounded by two zeroes of G
and G. This structure is explained by the splitting of single-well
local states due to overlapping of their wave functions. That
results in typical behavior of the stationary current: it vanishes
near the local level of a single well which is double-splitted.
The resonances are exclusively narrow.

The Fig. 4 shows the influence of weak asymmetry: v1 =
v = v2− 0.1/d. The rough picture does not change, while the
fine structure change essentially: the transparency of the well
from the left T → and from the right T ← vanish but for different
values of amplitude. Hence the asymmetric system plays role
of “single-sided ideal mirror ”. The quantity G vanishes in the
point where t→ = t←.

Thus, we have demonstrated that the vibrating potential
well (wells) can in resonant conditions produce full blockade
of transport through the structure. The absolute reflectivity
can be utilized for controlled confinement in low-dimensional
structures of electrons with positive energies.
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Ponon dispersion in graphene
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Abstract. Taking into account constraints imposed by the lattice symmetry, the phonon dispersion is calculated for graphene
with interactions between first and second nearest neighbors. We show that only five force constants give a very good fitting
to elastic constants and Raman frequencies observed in graphite.

Introduction

Since the discovery of graphene — a single atomic layer of
graphene, main attention has been devoted to its electronic
properties. More recently, Raman spectroscopy extends to in-
vestigations of graphene. For interpretations of the Raman
scattering as well as of the transport phenomena, the detailed
knowledge of the lattice dynamics and the electron-phonon in-
teractions is needed.

The first-principles calculations of dynamical properties for
graphite and graphene (and also for diamond) show that distinc-
tions between the phonon frequencies in graphene and relating
ones in graphite are negligible in comparison with the exper-
imental errors for that frequencies in graphite. This could be
intuitively expected for the highest frequencies because inter-
actions between the layers in graphite are weak.

Our aim here is to find an analytical description of the
phonon dispersion in graphene. This can be done within the
framework of the Born–von-Karman model for the honeycomb
graphene lattice with interactions only between first and sec-
ond nearest neighbors, but the constraints imposed by the lattice
symmetry should be taken into account.

1. Symmetry constraints on the dynamical matrix

Graphene consists of two atoms in the unit cell and correspond-
ingly two sublattices. Each atom, for instance, A0 has three
first neighbors in the other sublattice, i.e., B and six second
neighbors in the same sublattice A. For the nearest neighbors
(in the B sublattice), the Fourier transform of the dynamical
matrix has the form

φAB
ij (q) =

∑3
κ=1,

AB
ij (Bκ) exp(iqBκ), (1)

and similar form for the next neighbors (in the A sublattice).
Symmetry group C6v of the honeycomb lattice places con-

straints on the dynamical matrix. To obtain them, we intro-
duce variables ξ, η = x ± iy transforming under the rotation
C3 around the z-axis (taken at the A0 atom in the A sublat-
tice) as follows (ξ, η) → (ξ, η) exp(±2πi/3). In the ro-
tation, the atoms change their positions B1 → B2 → B3,
A1 → A3 → A5, and A2 → A4 → A6. Therefore, all
the force constants ,AB

ξη (Bκ) with the different κ (as well as

,AB
zz (Bκ)) are equal to one another, but the force constants

with the coincident subscripts ξ or η transform as covariant
variables. For instance,

,AB
ξξ (B1) = ,AB

ξξ (B2) exp (2πi/3)

= ,AB
ξξ (B3) exp (−2πi/3). (2)

The relation between ,AA
ξξ (Aκ) with κ = 1, 3, 5 (and also

for κ = 2, 4, 6) has the same form. The constants αz =
,AB
zz (B1), γz = ,AA

zz (A1), α = ,AB
ξη (B1), and γ = ,AA

ξη (A1)

are evidently real. The constant β = ,AB
ξξ (B1) is real because

the reflection (x, y)→ (x,−y) with B1 → B1 belongs to the
symmetry group. Besides, for the first and second neighbors,
we have one complex force constant δ = ,AA

ξξ (A1).

Two force constants ,AA
zz (A0) and ,AA

ξη (A0) for the atom
A0 can be excluded with the help of conditions imposed by
invariance with respect to the translations of the layer as a
whole in the x/z directions. Using the equations of motion
and Eqs. (1),(2), we find this stability condition

,AA
ξη (A0)+ 6,AA

ξη (A1)+ 3,AB
ξη (B1) = 0 (3)

and the similar form for the zz components.
The force constants α, β, γ , δ obey another condition

α − β + 6[γ − Re δ] = 0 . (4)

resulting from invariance with respect to the rotation of the
layer around the z axis

2. Dispersion of the bending out-plane modes

In the first and second neighbor approximation, the out-plane
vibrations uA

z , uB
z in the z direction are not coupled with the

in-plane modes. The corresponding dynamical matrix for the
out-plane modes has the form(

φAA
zz (q) φAB

zz (q)
φAB
zz (q)

∗ φAA
zz (q)

)
, (5)

where

φAA
zz (q)

=2γz[cos(
√

3qy)+2 cos (3qx/2) cos (
√

3qy/2)−3]−3αz,

φAB
zz (q)

= αz[exp (iqx)+ 2 exp (−iqx/2) cos (
√

3qy/2)]. (6)

The phonon dispersion for the out-plane modes is found

ωZO,ZA(q) =
√
φAA
zz (q)± |φAB

zz (q)|. (7)

Expanding Eq. (7) in powers of the wave vector q, we find the
velocity of the acoustic out-plane mode propagating in the layer

sz = a
[−.75αz − 4.5γz

]1/2 =
√
C44/ρ, (8)

where we use the well-known formula for the velocity of the acoustic
z-mode propagating in the x-direction in terms of the elastic constant
C44 and dencity ρ of a hexagonal crystal. Because the interaction
between the layers in graphite is weak, we can correspond the values
of C44 and ρ to graphite.
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3. Dispersion of the in-plane modes

The dynamical matrix for the in-plane vibrations has the form similar
to that for the in-plane mode (5), but instead of the functions φAA

zz (q)
and φAB

zz (q) we have to substitute respectively the 2× 2 matrices

φAA(q) =
(
φAA
ξη (q) φAA

ξξ (q)
φAA
ξξ (q)

∗ φAA
ξη (q)

)
, (9)

φAB(q) =
(
φAB
ξη (q) φAB

ξξ (q)
φAB
ηη (q) φAB

ξη (q)

)
. (10)

The matrix elements φAA
ξη (q) and φAB

ξη (q) are obtained from φAA
zz (q)

andφAB
zz (q), Eqs. (6), respectively, with substitutions γ andα instead

of γz and αz. The off-diagonal elements are given by

φAA
ξξ (q)

= δ
[
exp(i

√
3qy)+2 cos (3qx/2+2π/3) exp(−i√3qy/2)

]
+δ∗

[
exp(−i√3qy)+2 cos (3qx/2−2π/3) exp (i

√
3qy/2)

]
,

φAB
ξξ (q)

= β
[
exp (iqx)+2exp (−iqx/2) cos (

√
3qy/2−2π/3)

]
. (11)

The matrix elements for the B sublattice can be obtained from that
ones for the A sublattice by C2 rotation (x, y)→−(x, y) from the
graphene symmetry group.

The optical phonon frequencies for the in-plane branches at T
and K are found

ω
in−pl
1,2 (T) = √−6α, doublet,

ω
in−pl
1,2 (K) =

√
−3α − 9γ , doublet,

ω
in−pl
3,4 (K) =

√
−3α − 9γ ± 3β. (12)

Using Eqs. (9)–(11), we find in the explicit form the in-plane mode
dispersion for theG−K direction and an algebraic equation of the
forth order have to be solved for theM point as well as for points of
the general position.

The in-plane vibrations make a contribution into the elastic con-
stantsC11 andC12. The corresponding relation between the dynam-
ical matrix elements and the elastic constants can be deduced taking
the long-wavelength limit (q → 0) in the matrices (9) and (10). We
write the squared velocities of the LA and TA in-plane modes in the
form

C11/ρ = a2(s1 + |s2|), (C11 − C12)/2ρ = a2(s1 − |s2|),
s1 = −4.5γ − .75(α − |β|2/α), s2 = 2.25Re δ − .375β,

corresponding them to elastic constants and density of graphite.
The calculated phonon dispersion is shown in Fig. 1. Notice,

first, that the sound velocities (for the long waves, q → T) are
isotropic in the x − y plane as it should be appropriate for the C6

symmetry of graphene. Second, the in-plane LO/TO modes atT, the
in-plane LO/LA modes atK , and the out-planeZA/ZO modes atK
are doubly degenerate, because graphene is the non-polar crystal and
the C3v symmetry of these points in the Brillouin zone admits the
two-fold representation (observation of splitting of that modes in
graphene would display the symmetry braking of the crystal).

For lack of information about graphene, we compare the present
theory with experiments on graphite. We prefer to obtain more
accurate fitting for the higher frequencies because the absence of
the neighboring layers in graphene affects more intensively the low
frequencies. Moreover, the low frequencies in graphene for the
out-plane branches have to be less than their values in graphite,
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Fig. 1. Calculated phonon dispersion for graphene.

since the atoms are more free to move in the z direction in graphene
comparatively with graphite.

Thus, we have only two force constants αz and γz to fit four Ra-
man frequencies of the out-plane modes and one elastic constantC44.
The constant αz is determined by the Raman frequencyωZO, Eq. (7).
The sound velocity sz, Eq. (8), is very sensitive to the small vari-
ation of γz and becomes complex for γz > 0.2 × 105 cm−2, that
is only 10% greater than the value used for Fig. 1. This indicates
that graphene is nearly unstable with respect to transformation into a
phase of the lower symmetry group at T. From the results of fitting,
one can see also that the phonon frequencies for the z modes turn
out less than their values in graphite.

Fitting of the in-plane branches is unsensitive to the imaginary
part of the constant δ. Therefore, it is taken as a real parameter. Thus,
for the in-plane mode, we have to fit eight Raman frequencies and
two elastic constants using three force constants. Results of fitting
are presented in Fig. 1. Notice, that the extent of agreement of the
present theory with the data obtained for graphite corresponds to the
comparison level between the first-principal calculations for graphite
and their experimental data. We see only qualitative discrepancy in
the subsequence of the levels at M: in Fig. 1 the highest level is the
LO mode, whereas the crossover of the TO and LO modes is found in
the first-principl calculations on the T-M line (similar to T-K line),
yielding the TO mode higher atM . We examined versions with the
crossover. The agreement with experiments is not so good in these
cases as for one that shown in Fig. 1, but the discrepancies of the
order of 50 cm−1 between the different experiments as well as the
distinctions between graphene and graphite do not allow us to choose
the version conclusively. The experiment on graphene would clarify
this point.
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Introduction

The quantum Hall effect (QHE) regime may be regarded as a se-
quence of quantum phase insulator-metal-insulator transitions
when the density of states of 2D system in quantizing magnetic
fields is scanned by the Fermi energy. In terms of this concep-
tion the transition regions between adjacent QHE plateaux, as
well as the width of appropriate ρxx(B) peaks, should get more
and more narrow as the temperature approaches zero. In the
theoretical framework of scaling [1] the width of the transition
regions goes to zero as

δBi→(i+1) ∼ T κ, (1)

where κ = 1/zn, n = 7/3 is the critical index of localization
length and z = 1 is the dynamical critical index.

The pioneer experimental study of Wei et al [2] on low mo-
bility InGaAs/InP heterostructures has strongly supported the
power law behavior of Eq. (1). The evolution of the width
of the ρxx peaks and of the inverse maximal slope of the
ρxy steps, (dρxy/dB)−1

max, as a function of temperature cor-
responds to (1) with nearly universal value of exponent κ =
0.42 ± 0.05 for several Landau levels. The scaling behavior
withκ = (0.42−0.46)has been reported later for QHE plateau-
to-plateau transition in GaAs/AlGaAs heterostructures and in
p-SiGe quantum wells, but in series of experimental works the
universality of exponent κ was questioned (see references in
review article [1]).

In a work of Shahar et al [3] a transport regime distinct from
the critical scaling behavior was reported to exist asymptoti-
cally close to the transition at very low temperatures. Studying
the QHE-to-insulator transition in a variety of GaAs/AlGaAs
and InGaAs/InP samples at temperatures down to 70 mK, they
found an exponential dependence of ρxx on filling factor (FF)
on the both sides of the critical FF value νc ((ν = |ν − νc|):

ρxx = exp(−(ν/ν0(T )) (2)

and emphasized that the effective transition width ν0(T ) ap-
pears to vary as αT + β rather than to exhibit T κ scaling be-
havior. It means that even at T = 0 the transition is of a finite
width.

Experimental results and discussion

To estimate the width of a band of delocalized states in our n-
InGaAs/GaAs and p-Ge/Ge1−xSix samples we have analyzed
magnetoresistance data in transition region between the first
and second (1 → 2) QHE plateaux. We used the description of
σxy(B) dependences in terms of so-called scattering parameter

s = exp(−(ν/ν0(T )). (3)
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Fig. 1. Hall conductivity plotted as a function of magnetic field for
InGaAs/GaAs sample at different temperatures. The inset shows
a scattering parameter s, derived from σxy according to (4), as a
function of filling factor ν (νc = 1.5).
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Fig. 2. Temperature dependence of ν0(T ) plotted in a log-log scale
for InGaAs/GaAs sample.

For 1 → 2 plateau-to-plateau transition the scattering pa-
rameter can be extracted according to

σxy = 2− s2/
(

1+ s2
)
. (4)

On Fig. 1 the Hall conductivity in transition 1 → 2 plateau-
plateau region as a function of magnetic field at different tem-
peratures for n-InGaAs/GaAs heterostructure with electron
densityns = 2.3×1011 cm−2 and mobilityµ = 1×104 cm2V/s
is presented. The dominant contribution to disorder for inves-
tigated InGaAs/GaAs samples is of short-range character (a
scattering on interface roughness [4]).

Fig. 2 shows ν0(T ) dependence extracted according to Eq. (3)
for the same sample as in Fig. 1. We see a rather good power-
law scaling in the temperature range from 1.8 K to 8 K with a
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Fig. 3. A linear graph of ν0(T ) plotted againstT for Ge/GeSi sample.
Solid line is the best fit. Inset: dependence of ν0(T ) plotted in a log-
log scale.

critical exponent κ = 0.48± 0.04.
Fig. 3 depicts ν0(T ) dependences presented on a log-log

graph (see inset) and in a linear scale for p-Ge/Ge1−xSix het-
erostructures with hole density ps = 2.4×1011 cm−2 and mo-
bility µp = 1.1 × 104 cm2V/s and predominantly long-range
impurity potential (a scattering on remote impurities [5]). It is
seen that the data cannot be satisfactorily described by a power
law ν0(T ) ∼ T κ (it is not a straight line on a log-log plot). On
the other hand the data are much more compatible with a linear
dependence

ν0(T ) = αT + β (5)

with α = 0.027, β = 0.076.
In the theoretical work of Pruisken et al [6] and in re-

cent works [7–9] it is emphasized an essential importance of
short-range random potential scattering for experimental prob-
ing of scaling phenomena as the long-range potential fluctua-
tions dramatically complicate the observability of the quantum
critical phenomenon. The art experiments of W. Li et al [9]
onAlxGa1−xAs/Al0.33Ga0.67As quantum wells with controlled
short-ranged alloy potential fluctuations confirmed universal
scaling with κ = 0.42 ± 0.01 for plateau-plateau transitions
in the range 0.0065 < x < 0.016. For larger values of x an
exponent κ increases to ∼ 0.58 due to clustering of Al atoms
which introduces correlation in the sample that may change the
nature of disorder destroying therefore the universal scaling.

On the other hand, in opinion of Pruisken et al [6] the linear
in T behavior of ν0(T ) is semiclassical in nature and should
be observed in samples with predominantly slowly varying po-
tential fluctuations. The most simple and natural reason of the
linear ν0(T ) dependence, namely, the thermal broadening of a
quantum critical phase transition, is suggested and confirmed
by calculation in the work of Coleridge and Zawadzki [10].

The answer on the main question about the finite T →
0 width of QHE transitions, we think, may be found in the
works treating the influence of Coulomb interactions on the
screening of smooth disorder potential [11]. The theory in-
cludes screening within Thomas–Fermi approximation appro-
priate for a smooth disorder.

The effect of electron-electron interaction manifests in that
the regions of the third kind occur in the sample in addition to
the local areas of full and empty Landau levels presented in the
noninteracting system. The new “metallic” regions are ones
in which the local electron density is between zero and that of

the full Landau level. Then the percolation description must
be revised as the metallic region percolates through the sample
over a finite range of magnetic field near the critical value. One
therefore expects transition between QHE plateaux to have a
finite width in filling factors even in the low temperature limit.

Conclusions

In summary, qualitatively different temperature dependences
of QHE plateau-to-plateau transition width ν0(T ) are observed
for investigated n-InGaAs/GaAs heterostructures with predom-
inantly short-range scattering potential and for p-Ge/GeSi het-
erostructures with predominantly smooth character of disor-
der. As the real scaling behavior, ν0(T ) ∼ T κ , with expo-
nent κ = 0.48± 0.04, close to the theoretical value, has been
observed for InGaAs/GaAs, the semiclassical in nature linear
temperature dependence of ν0(T ) takes place for Ge/GeSi sam-
ples. Thus, our results are in accordance with conclusions of
Refs. [6–9] that the dominant scattering mechanism of elec-
trons should be of a short-range character in order to experi-
mentally observe the true low-temperature asymptotics of the
quantum phase transition — the scaling behavior of ν0(T ).
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Abstract. The stationary photocurrent is studied both analytically and by computer simulations in 2D regular and random
system of asymmetric antidots: oriented semidisks and cuts with different reflectivity of sides.

The problem of stationary flow created by monochromatic
fields in the systems with no inversion symmetry has a long
history [1]– [4], but recently the interest to it has been renewed
in connection to quantum pumps [5]– [8] and artificial 2D an-
tidot lattices [9]– [12].

In the present report we study a 2D system of artificial
scatterers in a monochromatic electric field. Namely, such
scatterers are considered as oriented semidisks or cuts with
one specular and another diffusive sides like those depicted in
Fig. 1. The case of rare scatterers is studied analytically in the
framework of kinetic equation approximation. The comparison
of results for cuts and semidisks exhibits different polarization
dependence. In particular, the linear polarization in x and y
directions results in opposite values of electric current for the
case of semidisks and different values for the model of cuts.

The stationary current is described by expression ji =
αijkEjE

∗
k + c.c. At T = 0 (a degenerate Fermi gas) the ex-

pressions for components of photogalvanic tensor αijk read

αxxx = −A
[
(2− 2s)+ C

]
axxx (1)

αxyy = A
[
(2− 2s)axxx − Caxyy

]
(2)

Re(αyxy) = −A
[
(2− 2s)axyy + C

2
(axyy − axxx)

]
. (3)

Here, A = e3VFτ
3/(πτc(1+ω2τ 2)), C = s(1−ω2τ 2)/(1+

ω2τ 2), τc = 1/ncv (cuts) or τc =
√

3R2/(8rdv) (semidisks) is
the characteristic scattering time on asymmetric scatterers (nc
is the concentration of cuts,D is the cut length,R is the distance
between semidisks, rd is the radius of semidisk, v = √2ε/m
is the electron velocity), τ = τiτc/(τi + τc), where τi is the
relaxation time of scattering on impurities; τ and τc are taken
at ε = εF. We assume the power dependence of τi on electron

i
f

(a) (b)

x

y

E
ϕ

ϕ

Fig. 1. Considered models of oriented scatterers. Left panel: model
of vertical cuts with specular left side and diffusive right side. Right
panel: model of triangular lattice of oriented semidisks. The electric
field E cos (ωt) is linear-polarized under angle θ to x−axis.
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Fig. 2. Dependence of the rescaled absolute value of ratchet velocity
vf (θ)/vf (θ = 0) on the polarization angle θ for the cuts (top points
at θ = 0.7) and semidisks (bottom points at θ = 0.7) models;
corresponding theory is shown by smooth curves.

energy, τi ∝ εs . The quantities aijk depend on the model
of asymmetric scatterers. For the cuts model these quantities
are equal to: axxx = 1/48, axyy = −1/16. For semidisks
axxx = −axyy = 1/12. The formulas (1–3) with s = −1/2
follow also from the exact solution of the problem for cuts
obtained in [12].

We performed numerical simulations of the cuts and semi-
disks models. The regular triangular lattice of semidisks is
studied by computer simulations. This study was concentrated
mostly on the case of moderately dense system. Neverthe-
less, the intersection of the applicability domains of analytical
theory and simulations were also examined.

The Newton equations were solved numerically between
collisions. The Maxwell (or Fermi–Dirac) equilibrium at tem-
peratureT is generated with the help of the Metropolis thermal-
ization algorithm as it is described in [11]. The computation
time along one trajectory is about few hundred thousands of
microwave periods. Some results are shown in Figs. 2 and 3.
They are in a very good agreement with the obtained theoretical
expressions both for the cuts and semidisks models.

We also studied the effect of external magnetic field on elec-
tron dynamics in considered systems in presence of alternating
electric field. The dense system exhibits many features of dy-
namic chaos. In particular, strong geometric resonances are
observed in magnetic field caused by commensurability of the
cyclotron radius and the lattice period.

For experiments on photogalvanic current in asymmetric
nanostructures it is important to know what are the effects of
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Fig. 3. Dependence of the rescaled velocity of ratchet vf /VF on the
rescaled collision time τc/τi obtained by numerical simulations of
the cuts mode (symbols) forωτi = 4.7; 7.05; 9.4 (from top to bottom
respectively at τc/τi = 1). The full curves show the theoretical
dependence for corresponding ωτi multiplied by a numerical factor
Q = 0.54. Here, the equilibrium Fermi–Dirac distribution has the
temperature T/EF = 0.1 and eEτiVF/EF = 4.2; the polarization
angle θ = 0.
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Fig. 4. Dependence of ratchet current angleψ on a rescaled magnetic
field rd/RL ∝ B at θ = 0; curve with circles shows numerical data
for the semidisks model with R/rd = 2.5.

a magnetic field B perpendicular to the 2DES plane on the
strength of current and its directionality. An analytic solution
of the kinetic equation becomes much more complicated com-
pared to the cases considered above. This is especially the case
when the Larmour radiusRL of electron motion becomes com-
parable with the size of asymmetric antidots. Therefore, the
numerical simulations in this case become especially impor-
tant. For the semidisks Galton board the effects of magnetic
field have been studied in [11]. They clearly show that the
ratchet current becomes quite weak when the Larmor radius
RL becomes smaller then the semidisk radius rd. This follows
from so called “memory effects”, the suppression of transport
in conservative 2D system due to multiple returning of electron
in strong magnetic field to the starting point.

However, in the regime with rd/RL ∼ 1 a relatively weak
magnetic field can significantly affect the directionality of pho-
togalvanic current. This is illustrated in Fig. 4, where a mod-
erate magnetic field changes the direction of current almost
on 180 degrees. We attribute the origin of this strong angu-
lar dependence to a significant change of scattering process in
the regime when rd/RL ∼ 1 related to multiple collisions of
electron with a semidisk.

For a structure of width 100 µm a microwave field of
strength eE = 1 V/cm generates a current of about 20 nA
at R ∼ 1 µm and electron density ne = 2.5× 1011 cm−2. At

R ∼ 100 nm the mean free path at room temperature becomes
larger than the size of semidisks. Thus, the photogalvanic ef-
fect can be used for creation of room temperature detectors of
radiation in teraherz range.
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of RFBR No. 04-02-16398, Program for support of scientific
schools of the Russian Federation No. 4500.2006 and INTAS
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Acoustoelectric current through anisotropic quantum wire:
effect of impurities
V. A. Margulis and I. A. Kokurin
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Abstract. The acoustoelectric (AE) current through an anisotropic parabolic quantum wire contained a system of ionized
impurities is investigated. Using the kinetic approach the formula for impurity-assisted component of AE current is
obtained. It was shown that presence of impurities leads to appearance of new oscillation peaks on the dependence of AE
current on the chemical potential (which is controlled by the gate voltage) due to the fact that transitions between any
dimensional sub-bands are allowed. The effect of temperature on the impurity-assisted current is studied.

Introduction

The interaction of surface acoustic waves (SAW) with elec-
trons in mesoscopic systems has been attracting growing at-
tention. In particular, the acoustoelectric (AE) effect (dc cur-
rent induced by the SAW) was investigated experimentally in
quantum channels defined in GaAs-AlxGa1−xAs heterostruc-
tures [1,2]. It was shown the AE current undergoes giant quan-
tum oscillations as a function of the applied gate voltage [1],
having maxima between the plateaux of the quantized conduc-
tance. The experimental study [2] presents step-like behavior
of the AE current through a channel.

This problem has been considered theoretically in several
papers [1,3–9]. The most of authors [6–9] used kinetic ap-
proach to describe the electron-SAW interaction, and the SAW
was represented as a flux of monochromatic ultrasonic phonons
with frequency ωq = sq, where s is the sound velocity, q is
the phonon wave vector. We will keep to above approach too.

Taking into account the potential possibility of the creation
of various nanodevices based on AE effect it is necessary to
investigate the effects of various defects of the structure on AE
current. We know only one paper [8] where effect of impuri-
ties on AE current through low-dimensional system was inves-
tigated. Furthermore, very sophistical mathematical technique
(non-equilibrium Green’s function method) has been used to
take into account effect of impurities on AE current. Here we
offer a simple approach that does not pretend to the presenta-
tion of the exact solution, but it will facilitate (as we assume)
the qualitative interpretation of the problem.

1. Statement of the problem

The aim of the present work is to study the behavior of the
AE current through an anisotropic parabolic quantum wire in
the presence of the ionized impurities inside the wire. We
consider a system that consists of two bulk electronic reser-
voirs connected by a quantum wire. We assume that the reser-
voirs temperatures are equal, the same is true for electrochem-
ical potentials. Thereby we exclude from consideration all
transport effects except the acoustoelectric one. To model the
quantum wire we use anisotropic parabolic confining potential,
V (x, y) = (m∗/2)(ω2

xx
2 + ω2

yy
2), where m∗ is the effective

mass of the electron; ωx , ωy are the characteristic frequencies
of the parabolic potential.

We consider wire that contains Ni impurities modelled by
the potential V (r) = ∑Ni

j=1 U(r − Rj ), where U(r − Rj ) is
the potential of a single impurity located at point Rj . In our

case U(r) is screened Coulomb potential

U(r) = ze2

εr
exp(−r/r0), (1)

where ze is the impurity charge, ε is the dielectric constant
and r0 is the screening radius that in our case is of the order of
Thomas–Fermi screening length.

It is convenient to use the Fourier transformation for the
impurity potential

U(r) =
∑

q

Cqe
iqr, Cq = 4πze2

V0ε

1

q2 + r−2
0

. (2)

Here V0 is the normalization volume.
Eigenfunctions of the one-particle spinless Hamiltonian in

a quantum wire are given by

|mnk〉 = ,m(x),n(y) 1√
L
eikz, (3)

where L is the wire’s length, and,n(x) are the eigenfunctions
of harmonic oscillator, k is the electron wave vector along the
wire. The spectrum corresponding to wave functions (3) has
the form

Emnk = h̄ωx(m+ 1/2)+ h̄ωy(n+ 1/2)+ h̄2k2/2m∗, (4)

where m, n = 0, 1, 2, . . .

2. Calculation of AE current

To calculate AE current through the quantum wire we use ki-
netic approach [6,7]

J = 2e
∑
mn

∫ ∞

−∞
dk

2π
v(fmnk(z). (5)

Here (f is the non-equilibrium component of electron dis-
tribution function that is the solution of the kinetic equation
v∂(f/∂z = I [f ] [6], with the boundary condition (f = 0
for z = ∓L/2 [at k > 0(k < 0)], v = ∂Emnk/∂(h̄k) is the
electron velocity, I [f ] is the collision integral. Phonons obey
the distribution Nq = N0δq,q0 [8] with N0 = SV0/h̄s

2q0, S is
the sound intensity. We assume the phonon beam propagates
along a wire, q0 = (0, 0, q0).
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To calculate transition probability that determines the col-
lision integral we use the second order of perturbation theory.
The matrix element of such transition is given by

W±
αα′ =

∑
α′′

〈α′|H e−i|α′′〉〈α′′|H e−ph|α〉
Eα′′ − Eα ∓ h̄ωq

+
∑
α′′

〈α′|H e−ph|α′′〉〈α′′|H e−i|α〉
Eα′′ − Eα′ ± h̄ωq

, (6)

where H e−ph and H e−i are electron-phonon and electron-im-
purity coupling operator, respectively, and |α〉 = |mnk〉. The
first term in Eq. (6) describes transitions where at first the elec-
tron absorbs (emits) phonon and then interacts with impurity,
and the second term describes processes occurred in reverse
sequence.

We have for the collision integral I [f ] = I+[f ]+ I−[f ],
where the sign +(−) corresponds to processes of phonon ab-
sorption (emission)

I±[f ] = 2π

h̄

∑
α′

∣∣W±
αα′

∣∣2 [f F(E′)

−f F(E)
]
δ
(
E′ − E ∓ h̄ωq

)
, (7)

where f F(ε) = [e(ε−µ)/T + 1]−1 is the Fermi distribution
function, µ is the chemical potential, T is the temperature.

In the case of electron-phonon interaction we have for the
matrix element

M
±q
α,α′ = Dq(Nq + 1/2∓ 1/2)1/2δk′,k±q0δm′mδn′n, (8)

whereDq is the electron-phonon coupling constant that for the
case of piezoelectric (PE) interaction and for the deformation
potential (DP) is given by

DPE
q = Mλ(eq)(h̄/2ρ0V0ωq)

1/2,

DDP
q = D(h̄q2/2ρ0V0ωq)

1/2,

where ρ0 is the mass density,Mλ(eq) is the PE coupling tensor
(in our case it is the constantMλ(eq)→ M),D is the DP con-
stant. Note that for relatively small frequencies (1–3 GHz, as in
the experiments in Refs. [1,2]), the PE interaction dominates.

For the electron-impurity interaction, we have

〈α′|V (r)|α〉 =
Ni∑
j=1

∑
q

Cqe
−iqRj 〈α′|eiqr|α〉. (9)

These matrix elements were calculated exactly, but we do not
write them because of the cumbersome form.

Combining Eqs. (5)–(9) we obtain the expression for the
impurity-assisted component of the AE current. This expres-
sion is very cumbersome and we do not write it here. Some
analysis of this expression is presented in the next section.

3. Discussion

The analysis of the expression for the impurity-assisted current
shows that its dependence on the chemical potential is oscil-
latory one in the general case. The presence of the impurities
leads to appearance of new oscillation peaks because transi-
tions between any dimensional sub-bands are allowed.

Note that the use of kinetic approach gives the following
fact: AE current through the perfect channel decays at sound
frequencies ωq less than threshold value ωth = 2m∗s2/h̄ [6].
It is well-known that this restriction can be broken if the cur-
rent will be calculated with regard to impurity scattering [8],
or scattering in the region of conducting-channel contact with
electronic reservoirs [7]. Our consideration leads to breakdown
of the above restriction too, namely, we have non-zero current
for the case of any sound frequency.

Let us note that it is not enough to sum only impurity-
assisted current and AE current under ballistic regime [9]. To
find the correct total current it is necessary to take into account
that presence of the impurities does not change the total number
of electron transitions, but they are redistributed among differ-
ent scattering mechanisms. It is clear that the probability of
the second-order processes is much smaller than the first-order
one. Thus, our consideration represents the small correction to
the current due to impurity scattering.

The analysis shows that decreasing of the lateral size of the
system leads to increasing of the impurity-assisted current that
can be associated with growing role of the impurity scattering
in thin wires. The amplitudes of the oscillation peaks strongly
correlate with location of each scattering center.

Note that our consideration does not pretend to the pre-
sentation of the exact solution. Using this approach we want
to display the qualitative features in behavior of the impurity-
assisted AE current. The main complexity of our model is
the difficulty in application of the first Born approximation in
Eq. (9). However we hope that our consideration represents
qualitatively correct results.
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Electron transport in crossed nanocylinders with point contact
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Abstract. Electron transport in a four-terminal nanodevice consisting of two crossed conductive nanocylinders is
considered. The evident formula for the ballistic conductance of the device is found from the first principles. Sharp
conductance dips stipulated by resonance scattering on the contact are shown to appear in the conductance of the first
cylinder. The conductance between the cylinders has resonant behavior. The form and the positions of resonant peaks are
studied. We have shown that the maximal value of the conductance between the cylinders does not exceed a unit of
conductance quantum due to the limited transparency of the point contact.

Introduction

The theoretical interest to the electron in transport crossed
nanocylinders is stipulated by recent experimental studies of
crossed carbon nanotubes [1–2]. A number of interesting theo-
retical models based on tight-binding approximation has been
suggested to study physical properties of the contacts between
nanotubes [3–6]. However the most of theoretical investiga-
tions are focused on the electron transport in nanotubes of suf-
ficiently small diameter. At the same time, the diameter of
tubes used in some experiments [1] were in the range of 25–
30 nm. The application of the tight-binding approach to this
systems is somewhat difficult because it requires considerable
amount of computer time. Furthermore physical meaning of
the phenomenon is sometimes smeared in sufficiently accu-
rate but very complicated models. Thus it should be useful to
study the electron transport through the contact between two
nanotubes using a simple model which allows an exact ana-
lytical solution. The purpose of the present paper is the theo-
retical investigation of the electron transport in a four-terminal
nanodevice consisting of two crossed nanotubes with a point
contact between them. Each tube is modelled by a conductive
cylindrical surface of radius rj (j = 1, 2).

1. Hamiltonian and conductance

If we ignore the contact between cylinders then electronic states
are described by the unperturbed Hamiltonian H0 = H1 ⊕H2
where H1 and H2 are electron Hamiltonians in the first and
the second cylinder respectively. The electron wave function
in this case consists of two independent parts ψ1 and ψ2. The
Hamiltonian H of contacted nanocylinders is a point pertur-
bation of the operator H0. To define this perturbation we use
linear boundary conditions at the point of contact.

We introduce two independent cylindrical coordinate sys-
tems and denote the point on the cylinder by q = (z, ϕ). Then
the Hamiltonian Hj has the form

Hj =
p2
z

2m∗
+ L2

z

2m∗r2
j

, (1)

where m∗ is the electron effective mass, pz and Lz are the
projections of the momentum and the angular momentum onto
the axis of the cylinder.

The spectrum of the Hamiltonian Hj is given by the sum

of the continuous part p2
z /(2m

∗) and the discrete part E(j)m =
εjm

2 where εj = h̄2/(2m∗r2
j ) andm is the magnetic quantum

number.

The boundary values for the wave function ψj of the elec-
tron in j -th cylinder are determined with the help of the zero-
range potential theory [7–9]. The theory shows that the elec-
tron wave function ψj (q) has the logarithmic singularity in a
vicinity of the contact point q0

ψj (q) = −uj ln ρ(q, q0)+ vj + R(q), (2)

where ρ(q, q0) is geodesic distance between the points q and
q0, uj and vj are complex coefficients, and R(q) → 0 with
q → q0.

It is clear that the boundary conditions at the point of contact
are some linear relations between u1, v1, u2, and v2. In the
paper, we use the following form for the boundary conditions{

v1 − b1u1 = au2,

v2 − b2u2 = a∗u1.
(3)

Here the coefficients b1 and b2 determine the strength of the
zero-range potential at the point of contact and a is a dimen-
sionless parameter responsible for the coupling of the wave
functions in different cylinders. According to the zero-range
potential theory [7] the parameters bj can be represented in
terms of the scattering lengths λj by the relation bj = 2 ln λj .
It should be noted that the zero-range potential is attractive and
the strength of the potential decreases with increasing of λj .
The limit λj → ∞ corresponds to the absence of the point
perturbation.

In the paper, we investigate the conductanceG11 of the first
cylinder and the conductanceG21 from the first cylinder to the
second one. According to the Landauer–Büttiker formula the
zero-temperature conductance Gji can be expressed in terms

of transmission coefficients T ji
m′m from the state with magnetic

quantum numberm in i-th cylinder to the state withm′ in j -th
cylinder. Solving the Schrödinger equation for the Hamilto-
nian H with the boundary conditions (3), we obtain transmis-
sion coefficients of the system. Using Landauer’s formula we
get the following equation for the conductance G11(µ)

G11(µ)

G0
=N(µ)− (ImQ1)

2|Q2|2
|Q1Q2−|a|2|2−2

|a|2 ImQ1 ImQ2

|Q1Q2−|a|2|2 . (4)

HereN(µ) is the number of states with energy less than µ and
Qj(E) is the Krein’s Q-function that is the renormalized Green
function of the Hamiltonian Hj . The explicit form forQj(E)
may be found in Ref. [9]

Qj(E) = i

rj k
(j)
0

+ 2
∞∑
m=1

(
i

rj k
(j)
m

− 1

m

)
+ 2 ln

rj

λj
, (5)
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where h̄k(j)m =
√

2m∗(E − E(j)m ), Re km ≥ 0 and Im km ≥ 0.

2. Results and discussion

ConductanceG11 as a function of the Fermi energy µ is repre-
sented in Fig. 1. If the contact between the cylinders is absent
(a = 0) then equation (4) contains only the first term and the
dependenceG11(µ) is step-like (dotted line in Fig. 1). The sec-
ond term in equation (4) is responsible for the back-scattering
on the contact point and the last term is stipulated by the trans-
mission of electrons from the first cylinder to the second one.
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Fig. 1. Conductance G11 as a function of the chemical potential µ:
(a) r1 = r2, λ1 = λ2 = 3r1, a = 0.1; (b) r1 = r2, λ1 = λ2 = 5r1,
a = 5. Dotted line represents the conductance of the unperturbed
cylinder.

The presence of the zero-range perturbation at the point of
contact leads to appearance of virtual levels Ẽ = ER − iT in
the spectrum of the Hamiltonian H . Positions of the virtual
levels are defined by equation

Q1(Ẽ)Q2(Ẽ)− |a|2 = 0. (6)

The scattering on the virtual levels lead to a number of dips
on the dependence G11(µ). If the coupling between the wave
functions on different cylinders is weak (|a| � 1) then the
virtual level Ẽ is situated in the vicinity of the root Ẽ1 of the
equation Q1(Ẽ1) = 0. The conductance has only one dip
on each plateau in this case (Fig. 1(a)). The dip is situated
near the point ReQ1(E1) = 0. The maximal depth of the dip
equals G0. If λ1 � r1 then the dip is situated near the right
edge of the conductance plateau. With decreasing λ1, the dip
shifts to the lower energies and disappears reaching the left
edge of plateau.

An additional conductance minima appears on the graph
G11(µ) if the coupling between the wave functions on different
cylinders is sufficiently strong |a| ≥ 1 (Fig. 1(b)). These min-
ima are stipulated by splitting of the virtual levels due to the
interaction between electron states on the different cylinders.
In the case of strong point perturbation (λj � rj ) and weak
interaction between the wave functions (a � 1) the dips of the
conductance are absent.

Let us consider now the conductance G21 which corre-
sponds to the transmission of electrons from the first cylinder
to the second one. Using the asymptotics of the wave function
in the second cylinder and Landauer’s formula, we obtain the
following equation

G21(µ) = 4G0
|a|2 ImQ1 ImQ2

|Q1Q2 − |a|2|2 . (7)

The conductanceG21(µ)vanishes when the Fermi energyµ
coincides with E(2)m . The asymmetric resonance peak appears
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Fig. 2. The dependence G21(µ). All parameters of the system are
the same as in Fig. 1(a). The inset shows a fragment of the same
curve in a vicinity of µ = 4ε.

in a vicinity of the zero µ = E
(2)
m (Fig. 2). The form of the

peak is similar to the Fano resonance line shape, however the
dependence G21(µ) at T = 0 is not smooth in contrast to the
Fano curve.

Our analysis shows that the maximal value of the conduc-
tance G21(µ) never exceed G0. We relate this fact to limited
transparency of the point contact. Similar results have been
obtained in Ref. [6] for several crossed junctions of small nan-
otubes. It should be noted, that the resistance of the value
16.8 k
 ≈ G−1

0 has been observed experimentally in crossed
carbon nanotubes at T = 4.2 K [1].
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Abstract. The diffusion contribution of the hole-hole (h-h) interaction to conductivity is analyzed in gated
GaAs/InGaAs/GaAs heterostructures. We show that the decrease of the interaction correction to the conductivity with the
lowering Drude conductivity results from both the compensation of the singlet and triplet channels and from the arising of
the prefactor αi < 1 in the conventional expression for the interaction correction.

The new interest in the electron-electron (e-e) and hole-
hole (h-h) interaction is associated with discussion of the na-
ture of metal-like temperature dependence of the conductivity
observed at low temperature in some 2D systems, e.g., in n-
Si MOSFET and in dilute 2D hole gas in AlGaAs/GaAs and
GeSi/Ge structures (see [1] and references therein). One of
the reason for such behavior of σ(T ) can be the renormaliza-
tion of the interaction correction at lowering of the tempera-
ture and/or changing of the conductivity. Such renormaliza-
tion was theoretically studied in framework of the theory of
the renormalization group (RG) in [2, 3]. Two terms com-
ing from the singlet and triplet channels and having differ-
ent sign in favor of the localization and antilocalization, re-
spectively, determine the value and sign of the correction. In
conventional conductors at high value of the Drude conduc-
tivity σ0 = πkFlG0 � G0 (where kF and l are the Fermi
quasimomentum and the mean free path, respectively, and
G0 = e2/(2π2h̄)) the initial value of the amplitude γ2, which
controls the triplet channel, is small, and the net effect is in
favor of localization. At σ0 � (10−15)G0 or in dilute systems
this amplitude may be enlarged due to e-e correlations and may
lead to metallic sign of dσ/dT [3].

The role of the interaction correction in disordered 2D sys-
tems when kFl tends to 1, i.e., at crossover from weak to strong
localization was studied significantly less. Experimentally it
was studied in the simplest single-valley electron 2D system
GaAs/InGaAs/GaAs with small g-factor [4]. It was shown that
at σ0 � (12−15)G0 [kFl � (4−5)] the net value of the inter-
action correction decreases rapidly with decreasing σ0. Such
behavior can result from the compensation of the contribu-
tions from the singlet and triplet channels or from suppression
of the both contribution with decreasing σ0. It is impossible
to separate these effects in the systems with small g-factor.
The situation changes drastically for the case of large enough
g-factor because the contribution from triplet channel can be
strongly reduced in available magnetic field while the contri-
bution from singlet channel is not changed. The hole 2D gas
in strained GaAs/InGaAs/GaAs structures meets this require-
ment.

In this paper, we present the results of experimental study of
the h-h contribution to the conductivity in the heterostructures
GaAs/InGaAs/GaAs which were grown by metal-organic va-
por phase epitaxy on semi-insulator GaAs substrate. Two field-
effect transistors in the form of the Hall bar with aluminium
gate electrode prepared from each of the waffles 3856, 3857
with close parameters were investigated.
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Fig. 1. The B-dependences of ρxx (a) and ρxy (b) measured at
T = 1.4 K for different hole density controlled by the gate voltages.
The parameters for different curves are p = 8 × 1011 cm−2, σ0 =
59.6G0, σ(T = 1.4 K) = 56.9G0 (curves 1); 4.5 × 1011, 9.9G0,
6.8G0 (curves 2); 3.9× 1011, 8.1G0, 4.37G0 (curves 3); 3× 1011,
3.9G0, 0.36G0 (curves 4); 2.6× 1011, 3.2G0, 0.027G0 (curves 5).

The magnetic field dependences of ρxx and ρxy at T =
1.4 K for different gate voltages for one of the samples inves-
tigated are presented in Fig. 1. It is clearly seen that despite
the very large difference in the conductivity values at B = 0,
the magnetoresistance (MR) curves are very similar: the sharp
negative MR at low magnetic field, which results from sup-
pression of the interference contribution to the conductivity, is
followed by the parabolic-like MR which results from interac-
tion correction.

The unique property of this correction is that it contributes
to σxx but not to σxy . This fact opens a straightforward way
to extract interaction correction reliably even when the correc-
tion value is small. One has to find such contribution to σxx
which is absent in σxy . The weak localization (WL) correc-
tion and ballistic part of the interaction corrections are reduced
to renormalization of the transport relaxation time and can be
accounted through the temperature and magnetic field depen-
dence of the mobility for. Thus σxx and σxy can be written as

σxx(B, T ) = epµ(B, T )

1+ µ2(B, T )B2 + δσ hh
xx (B, T ), (1)

σxy(B, T ) = epµ2(B, T )B

1+ µ2(B, T )B2 . (2)

The value of the interaction correction δσ hh
xx (B, T ) depends

on the Fermi-liquid parameter Fσ0 and on the magnetic field
through the Zeeman splitting

δσ ee
xx

G0
= αiF (Fσ0 , B) ln T τ, (3)
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Fig. 2. The T -dependences of (σxx at different magnetic fields
for two σ0 values. The symbols are the experiment; the curves
are calculated dependences with: (a) αi = 1, Fσ0 = −0.4 (solid
curves); Fσ0 = −0.35 (dotted curves); (b) αi = 1, Fσ0 = −0.4
(dotted curves); αi = 0.5, Fσ0 = −0.43 (solid curves).

where αi = 1 for σ0 � G0, and F(Fσ0 , B) is obtained in [5].
Thus, knowing the hole densitypwe can find µ(B, T ) from

experimentalσxy-vs-B dependences using Eq. (2) and calculate
the first term in Eq. (1). The difference between experimental
value of σxx and this term should give the h-h correction to the
conductivity. The change in δσxx with temperature

(σxx(T , B) = δσxx(T , B)− δσxx(T0, B)

(whereT0 is lowest temperature) at different magnetic fields are
presented in Fig. 2(a) for large enough σ0 value, σ0 � 30G0.
Comparison with the theory (solid curves) shows that the data
are well described with αi = 1 and Fσ0 = −0.4.

Analogous data treatment was carried out for lower con-
ductivity. As Fig. 2(b) shows one cannot obtain reasonable
agreement with prefactor αi = 1 for any Fσ0 -values. It is not
surprising because theory predicts αi = 1 only for large σ0.
However, one can fit the data perfectly with αi = 0.5 and
Fσ0 = −0.43 [shown by solid curves in Fig. 2(b)].

To assure that the found change of Fσ0 and αi has not occa-
sional character we carried out systematical studies at succes-
sive decrease of hole density and σ0. There was recognized that
Eq. (3) with two fitting parameters, αi and Fσ0 , well describes
the experimental data down to σ0 ≈ 3.5± 0.3. All results for
αi and Fσ0 are summarized in Fig. 3.

Firstly, let us discuss the behavior of Fσ0 . It is seen that Fσ0
decreases with decreasing hole density, i.e., with increasing
rs . The sign of the interaction correction in Eq. (3) changes
at Fσ0 = −0.454 [5]. For structures investigated it occurs at
rs ≈ 2. Positive sign of δσ hh

xx at rs > 2 should lead to the fact
that the positive low-magnetic-field MR should transform to the
negative MR in higher magnetic field because of suppression
of the triplet channel. This fact graphically manifests itself in
behavior of ρxx(B) as local maximum evident for σ0 � 3.5G0
at B � 2.8 T [Fig. 1(a)]. However, experimentally such MR is
observed at noticeably larger rs-value, rs ≈ 2.5. This occurs
due to the suppression of the interference quantum correction
that results in strong negative MR. That is why the change of
the MR sign happens when the curvature of the positive MR
due to interaction becomes larger than that of the interference
induced negative MR.

Fig. 3(a) shows that the experimental dependence of Fσ0
strongly deviates down from theoretical curve with increasing
rs . The possible reason of the deviation is the renormalization
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Fig. 3. (a) The rs dependences of the Fσ0 . Symbols are the experi-
mental data; the curve is theoretical dependence. (b) The prefactor
αi as a function of the Drude conductivity for the structures investi-
gated (circles) and for 2D electron structure from [4]. (c) The Drude
conductivity dependence of rs .

of the Fermi liquid constant Fσ0 with decreasing Drude con-
ductivity which strongly changes with rs [see Fig. 3(c)]. This
effect was studied in the framework of RG theory [2,3] and our
experimental data are in qualitative agreement with this theory.

Let us now call attention to the behavior of the prefactor
in Eq. (3). Fig. 3(b) shows that αi decreases sharply when
σ0 lowers. The interaction correction with decreasing σ0 was
studied experimentally in the n-type 2D structures [4]. The
recalculated data of this paper presented in Fig. 3(b) demon-
strate analogous decreasing also. The possible reason of the
αi-versus-σ0 dependence is the interplay of the interference
and the interaction which is not taken into account in the RG
theory [2,3]. As shown in [6,7], the prefactor in WL magne-
toresistance appears just due to this interplay. For the best of
our knowledge the role of the interplay of the interaction and
the interference in the interaction correction to the conductivity
was not studied yet.

Thus, the decrease of interaction contribution to the con-
ductivity with decreasing σ0 results from both renormalization
of interaction constant Fσ0 and decrease of the prefactor in
Eq. (3), therewith the last effect is more pronounced.
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Abstract. The localization properties of the single-particle and collective excitations were investigated in the AlGaAs alloys
and in the intentionally disordered GaAs/AlGaAs superlattices by magnetoresistance and Raman scattering. It was shown
that the Landau damping determines the localization length of the collective plasmon-like excitations in bulk AlGaAs alloy.
Meanwhile, the localization lengths of both, the single-particle and collective excitations are limited by disorder in the
intentionally disordered superlattices. In this case the localization length of the individual electron was found to be
considerably larger than the localization length of their collective excitations. This suggests that the disorder has weaker
effect on the electrons than on their collective motion and that the interaction which gives rise to the collective effects
increases localization.

Introduction

One of the long staying problems of solid state physics is the
simultaneous influence of electronic interactions and disorder
on transport properties. It is well known that each of them act-
ing separately produces localization of carriers decreasing the
conductivity. Whereas, when both of them act simultaneously,
their effect depends on a particular arrangement of a disor-
dered electron system. In this work we present the experimen-
tal evidence that in the presence of the disorder the interaction
between electrons increases their localization. We compared
the localization properties of the low-lying excited states of
the Fermi system, such as the single-particle with those of the
collective electron excitations. In the fermion system the inter-
action does not considerably influence the transport properties
of a single electron, while it is fundamental for the formation
of the collective excitations (plasmons). Therefore, the com-
parison between the localization properties of the electrons and
the plasmons subject to the same random potential reveals how
the interaction influences localization.

1. Experimental

We measured the localization lengths of the electrons and their
collective excitations in a variety of samples in different disor-
dered electron systems such asAlGaAs alloys and GaAs/AlGaAs
intentionally disordered SLs. In the alloys the disorder was
provided by the alloy potential fluctuations, while in the super-
lattices the vertical (along the growth direction) disorder was
produced by a random variation of the well thicknesses. Differ-
ently doped 0.5 µm thick Al0.11Ga0.89As films were grown by
molecular beam epitaxy on semi-insulating (001) GaAs sub-
strates. The intentionally disordered (GaAs)m(Al0.3Ga0.7As)6
SLs (where the thicknesses of the layers are expressed in mono-
layers, ML) with various strengths of the disorder were grown
on semi-isolating and doped (001) GaAs substrates used to
measure Raman scattering of the plasmon-like modes and the
magnetoresistance respectively. In this case the disorder was
produced by a random variation of the well thicknesses (m)
around the nominal value 17 ML according to a probability
distribution. Such a disorder let us to control the spatial extent
of the wave functions of the elementary excitations propagat-
ing normal to the layers. The disorder strength was character-

ized by the disorder parameter δSL = (/W , where ( is the
full width at half maximum of a Gaussian distribution of the
electron energy calculated in the isolated quantum wells and
W is the miniband width of the nominal SL in the absence of
disorder. In order to form the degenerate electron system the
samples were homogeneously doped with Si.

2. Results and discussion

In a three-dimensional metallic system the electron phase-
breaking length coincides with the localization length. There-
fore, the electron phase-breaking lengths determined by the
weak-field magnetoresistance were used to acquire the local-
ization lengths of the single-particle electron excitations.
While, the localization lengths of the collective electron ex-
citations were obtained by Raman scattering [1]. It was shown
that in most of the bulk AlGaAs alloys the Landau damping
determines the localization lengths of the collective plasmon-
like excitations, while the electron localization was found due
to the random alloy potential. Because of the different nature
of the localization of the electrons and the plasmons, the direct
comparison between them was not possible. At the same time,
in certain conditions (when the plasmon energy is placed in
the range of the minigap of the single-particle spectrum) the
Landau damping is absent in the SLs. In such case the su-
perlattice disorder determines the localization of the plasmons
and the electrons. When the disorder limits the localization
properties of both the elementary excitations their localization
lengths may be compared.

The localization length of the single-particle and collec-
tive electron excitations obtained in the intentionally disor-
dered SLs are shown in Fig. 1. The phase-breaking lengths
of the electrons propagated perpendicular to the surface of the
disordered SLs associated with the corresponding electron lo-
calization lengths are depicted in Fig. 1(a) as function of the
disorder strength. These data exhibit remarkable decrease of
the phase-breaking length with the increasing disorder. The
electron localization lengths were calculated in the SLs with
different disorder strengths basing on the transmission matrix
technique. The transmission matrix has been used to obtain the
energy of the electron in the isolated well, the miniband width
of the periodic SL and the transmission probability of the struc-
ture as a function of the energy T (E). From this quantity the
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Fig. 1. Localization lengths of the single electrons (a) and their
collective excitations (b) measured in the (GaAs)m(Al0.3Ga0.6As)6

superlattices with different disorder strengths and the fixed electron
densitiesn = 5.0×1017 cm−3 andn = 1.7×1018 cm−3 respectively.
The bars show the calculated localization lengths of the electrons.

electronic localization can be characterized by the Lyapunov
exponent defined as:

λ(E) = − 1

2L
ln T (E) , (1)

whereL is the length of the system. For a given energy the elec-
tron localization length was determined as Lz(E) = 1/λ(E).
The electron localization lengths calculated by this way and
averaged over all the occupied electron states below the Fermi
energy are depicted in Fig. 1(a). The bars indicate the fluctua-
tions of the localization length obtained with different disorder
realizations. A good agreement between the calculated and
experimental data was obtained without use of any fitting pa-
rameter.

The localization lengths of the plasmons coupled to the
AlAs LO phonons (which reveal mostly the plasmon charac-
ter) were obtained in the SLs with different disorder strengths
by the fits of the Raman scattering intensities as in Ref. [1].
They are shown in Fig. 1(b). These data also reveal significant
decrease of the localization length of the collective plasmon-
like excitations with the increasing disorder.

Moreover, in the whole range of the disorder variation we
found the localization lengths of the collective excitations much
smaller than those of the single-particle ones. The difference
between the single-particle and collective excitations is due to
the electron polarization which basically determines the prop-
erties of the collective excitations. This suggests that the in-
teraction which gives rise to the collective effects increases
localization.

3. Conclusion

We demonstrated that the localization lengths of the collective
electron excitations measured in the metallic AlGaAs alloys is
limited by the Landau damping. In such case the calculated
wave number cutoff of the collective excitations was found in
good agreement with that one determined by their localization
length obtained by the Raman scattering experiments. This

proves the ability of the Raman scattering to determine the lo-
calization length of corresponding collective excitations. The
localization lengths of the single-particle and collective elec-
tron excitations were properly compared in the intentionally
disordered superlattices where, due to the absence of the Lan-
dau damping, both of them were limited by the disorder. In
this case we found the electron localization length significantly
larger than that of the collective plasmon-like excitations. Our
data show that the disorder influences the collective excita-
tions in a stronger way than that of the individual electron and
consequently, the interaction increases the localization. The
electron localization lengths calculated in the disordered SLs
were found in good agreement with the experimental data.
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Abstract. The strong temperature dependence of the conductance observed in multi-mode QPCs is explained by
electron-electron interaction — coherent scattering on the Friedel oscillations originating from the boundaries of the QPC.
Results of numerical modelling are reported.

Introduction

It is generally recognized that the conductance of quantum
point contacts (QPC) or quasi-one-dimensional constrictions
in two-dimensional electron gases (2DEG) is well described
by one-particle quantum physics. An exception to this rule is
the “0.7 feature” below the first conductance step. Starting
from Ref. [1], “0.7 anomaly” has been the subject of numer-
ous experimental and theoretical papers, while the high con-
ductance steps were neglected. However some measurements
indicate that even the high conductance regime [2,3] does not
always agree with single-electron picture. The measurements
in QPCs at low electron density (n = 1011 cm−2) in high mo-
bility 2DEG ( µ > 106 cm2/Vs) show that starting from the
second quantization step the average slope of the conductance
versus gate voltage is increased with increasing temperature
(Fig. 1). This temperature increase of the conductance can
not be explained by simple thermal averaging. Besides a non-
monotonic temperature dependent magneto-resistance was sur-
prisingly observed at very low magnetic fields [3]. This anoma-
lous temperature and magnetic field behavior requires taking
into account electron-electron interactions.

Results

It is known that, in the case of strong scattering, interaction
effects in open low-dimensional systems share a common ori-
gin: coherent scattering on Friedel oscillations [5,6]. Solving
this problem analytically in nano-constrictions is very difficult
because the potential is strongly position dependant. We re-
port on a fully numerical approach to take into account Friedel
oscillations in multi-mode QPC. Friedel oscillations originat-
ing from the boundaries of the QPC are considered and those
coming from impurities are neglected.

A self-consistent calculation of 3D electrostatics and trans-
port in nanostructures in presence of e-e interaction is very
complicated. The wave functions were therefore calculated
for some smooth potential of QPC U0(x, y) in a one-particle
approach. Electron densities n(x, y) were then computed at
different values of Fermi energyEF and temperature T (Fig. 2).
The interaction correction to 2D potential was determined by

T = 0.35 K
T
T
T
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= 5.38 K
= 6.78 K
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e
/h

)
2

Fig. 1. Experimental G(VSG) for different temperatures T , series
resistance is not subtracted (data taken from Ref. [2] with permis-
sion). Lithography size of split-gate window is 0.4×0.4 µm2. This
nanostructure was modelled in [4].

simple a formula:

δU(x, y) = α(/D,
where ( = n(x, y,EF, T )− n(x, y,EF, T

∗) (Fig. 3), T ∗ is a
high temperature,D = em/(2πh2) is 2D density of states, α =
1/2(1 + 3Fσ0 /(1 + Fσ0 )) is electron-electron interaction fac-
tor, Fσ0 is the interaction constant in the triplet channel which
depends on the interaction strength. Finally, the conductance
was computed solving the one-particle scattering problem with
the new potential U(x, y) = U0(x, y)+ δU(x, y,EF, T , T

∗)
which takes into account interactions. Influence of weak mag-
netic field was also studied.

The computation requires large computing resources. For
example, determining Friedel oscillations requires solving sev-
eral thousands of 2D scattering problems and integrating on
energy the local density of states. We therefore modeled e-e-
interaction in constrictions smaller than those studied exper-
imentally. The calculation region was 3 microns long and
0.7 microns wide. Size of mesh was chosen 5 nm. Two-
dimensional reservoirs were modeled by 500 nm clean chan-
nels (Figs. 2,3). Disorder was neglected.

To control the accuracy of computation we compared one-
dimensional electron densities n1D calculated in channel far
from QPC at different temperatures. At kBT < 0.5 meV
n1D(EF) almost doesn’ t depend on temperature (Fig. 2(b)).
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The deviation from some average line is within 0.5%.
Numerical modelling reproduces qualitatively the experi-

mental temperature dependence of the conductance [2,3]. Not
only the conductance curves are smoothed by increasing tem-
perature but they are also offset with respect to the centers
of quantization steps (Fig. 4a). The temperature-dependent
part of the correction to the conductance, associated with in-
teractions, is negative (insulating) and grows with decreasing

Modelling of e-e interaction(a)
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Fig. 4. Calculated conductance of clean channel with QPC as a
function ofEF at different T : (a) forU = U0(x, y)+α((T , T ∗)/D,
kBT

∗ = 0.4 meV, α = −6 (Fσ0 = −0.8, i.e. the spin-exchange
interaction is strong enough); (b) for U = U0(x, y).

temperature.
When e-e interactions are absent (δU(x, y) = 0) the smooth-

ing of the conductance steps is only observed with increasing
temperature (Fig. 4b). It is interesting that presence of e-e in-
teraction makes conductance steps steeper. Thus we conclude
that scattering on Friedel oscillations formed around clean QPC
contribute substantially to the observed temperature effects.
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Study of electrical conductivity of surface phases on silicon
in situ
D. A. Tsukanov, M. V. Ryzhkova and S. V. Ryzhkov
Institute for Automation and Control Processes FEB RAS, 690041, Vladivostok, Russia

Abstract. In present paper the dependence of electric conductivity of the Si(100)c(4× 12)-Al surface phase on the surface
morphology has been studied using LEED and four-point probe conductivity measurement techniques after the deposition
of Al on this surface. The growth of adsorbate islands acting as additional centers of charge carrier scattering leads to a
decrease in the conductivity. The conductivity of surface phases Si(111)

√
3×√3-In and Si(111)4× 1-In was investigated

by LEED and four-point probe method in situ in accordance with crystallographic directions of silicon (111) surface. It was
pointed out that directions in which conductivity has maximum magnitude for Si(111)

√
3×√3-In surface phase are

coincident with one for the maximum In atomic density, where as for Si(111)4× 1-In surface phase the directions of
maximum conductivity are coincident with directions of one-dimensional chaines of In atoms.

Introduction

The investigation of electric conductivity of surface superstruc-
tures (surface phases) on silicon is of the great interest from the
fundamental as well as technological viewpoint. It is connected
with the active development of silicon semiconductor devices’
technology and construction the new elements for microelec-
tronics as two-dimensional diode, two-dimensional transistor
etc. The surface phases on silicon are very perspective due
to its unique properties such as ultra small thickness (order of
atomic dimension), well-ordered structure, its own electronic
structure and so on [1]. The study of the electrical properties
for such materials begins in last time, see for example [2–5].
The fundamental problem is a clarification the mechanisms of
electrical conductivity. As basic the four-point probe method
for measurements of resistivity in situ is used with ultrahigh
vacuum technologies. It was shown [5] that surface phases of
adsorbates on silicon (for example, surface phases Si(100)2×1
and Si(100)-Au) are additional conducting channels on the sili-
con substrate. Also it was shown that the physical processes on
the surface (adsorption, formation of ordered structures, diffu-
sion etc.) have strong influence on the conductance for such
structures.

In this paper the correlated changes in the conductivity
and morphology of Si(100)c(4 × 12)-Al surface phase and
anisotropy of surface conductivity for In/Si(111) submonolayer
system was studied by low energy electron diffraction (LEED)
and four-point probe method in ultrahigh vacuum (UHV).

1. Experimental

The experiments were carried out in UHV chamber with base
pressure 5 × 10−10 Torr equipped by (LEED) and four-point
probe system. As substrates the Si(100) (15×5×0.5 mm3) wa-
fers n-type (P-doped) with resistivity 20 Ohm cm and Si(111)
(15 × 5 × 0.5 mm3) wafers n-type (P-doped) with resistivity
45 Ohm cm. Prior to introduction into the UHV chamber, the
substrates were cleaned in organic solvents. The final cleaning
was effected in UHV by flash heating at 1550 K. The thus pre-
treated samples exhibited a clear 2×1 and 7×7 LEED patterns
characteristic of the atomically clean Si(100) and Si(111) crys-
tal surface, respectively. The electrical conductivity of samples
was measured in situ using the four-point probe technique at
150 K by passing a direct current in the range from 10 to 150 A.

The distance between the tungsten probes situated in square
cones was about 1 mm. The surface phase Si(100)c(4 × 12)-
Al was formed by depositing aluminum to an 0.5 ML coverage
onto the Si(100)2 × 1 substrate surface. The surface phases
Si(111)

√
3×√3-In and Si(111)4 × 1-In were formed by de-

position of 1/3 ML and 1 ML In atoms, respectively, onto the
Si(111)7×7 surface at room temperature (RT) and subsequent
annealing of the substrate at 750 K. The Al and In coverage
was determined in accordance with phase diagrams for sub-
monolayer Al/Si(100) and In/Si(111) system [1].

2. Influence of indium islands on surface conductivity
of Si(100)c(4×12)-Al surface phase

Fig. 1 shows plots of the change of the conductivity of the
Si(100)c(4 × 12)-Al surface phase versus coverage of In de-
posited at RT. As can be seen, the conductivity exhibits a sharp
drop in the very early stage of In deposition, reaching a level
((σ = 0) characteristic of the initial clean Si(100)2 × 1 sur-
face. However, the decrease in the conductivity was much less
pronounced if the deposition of In was followed by vacuum
annealing of the sample at 700 K. The STM investigations [6]
of the In/Si(100)c(4×12)-Al surface showed that at RT deposi-
tion of In led to the appearance of a high concentration (about
5 × 1011 cm−2) of three-dimensional (3D) In islands on the
surface. Upon subsequent annealing at 400 K and lower, the
number of islands decreased to about 1 × 1011 cm−2 and the
remaining islands were arranged predominantly at the steps.
The variation of conductivity was analyzed using a model sys-
tem comprising a Si(100) substrate with a c(4×12)-Al surface
phase and the 3D adsorbate islands that played the role of ad-
ditional centers of charge carrier scattering. It was assumed
that only the change in the scattering from islands contributes
to the conductivity variations.

The total conductivity of a sample was defined as σ =
σ1 + σ2, where σ1 is the conductivity of a bulk substrate and
σ2 is a contribution due to the surface phase. As is well known,
the n-type conductivity can be expressed as σ = enµ, where
e, n, and µ are the electron charge, density, and mobility, re-
spectively [7]. In the case of scattering on neutral centers,
the electron mobility can be determined using the formula
µ = T kme3/20εh̄3N0 [8], where T is the temperature, k is
a constant, m is electron mass, ε is the permittivity, h̄ is the
Planck constant, and N0 is the concentration of neutral scat-
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Fig. 1. Plots of the conductivity changes(σ of the Si(100)c(4×12)-
Al surface phase versus coverage of In deposited without annealing
and with annealing at 450 ◦C.

tering centers. According to this formula, the experimentally
measured conductivity is inversely proportional to the concen-
tration of scattering centers.

3. Study of anisotropy of In/Si(111) surface phases
conductivity

The surface phase Si(111)
√

3×√3-In has interest for the study
of conductivity anisotropy due to its “quasy” one-dimensional
structure. So it was proposed that for this system the anisotropy
in surface conductivity can be observed as well as for single-
domain surface phases [9]. It is known that In atoms in this
surface phase take places in T4 sites on unreconstructed Si
surface, and In coverage is 1/3 ML [10].

In Fig. 2 the changes in surface conductivity vs. an angle of
direction of probes for Si(111)

√
3 ×√3-In surface phase are

shown. In this case the maxima of conductivity are observed
in directions closed to [12̄1] and [21̄1̄]. In the direction closed
to [101̄] and [11̄0] the minimum of conductivity magnitude
were observed. It is seen that maximums and minimums of
conductivity repeat through 60◦. If we compare this data with
model of this surface phase it is seen that crystallographic di-
rections in which the conductivity has maximum coincidences
with directions in which the distance between adsorbate atoms
is minimal ([12̄1] and [21̄1̄]).

It is known that free path for charge carriers is reversely
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Fig. 2. Dependences of the changes in conductivity of surface phases
Si(111)4× 1-In (�) and Si(111)

√
3×√3-In (•) versus the angle of

the rotation of four-point probe head in relation to crystallographic
orientation on the sample surface.

proportional to the distance between atoms in the cell [8,11].
It is seen from the experimental data: the directions where
maximum density of atoms coincidence with directions with
higher conductivity (Fig. 2).

The anisotropy of conductivity of Si(111)4 × 1-In surface
phase also was studied. This phase is formed at 1 ML of In
and consists from one-dimensional chains of In atoms sepa-
rated by Si rods [12]. As was shown in [9], the current along
direction 〈110〉 flow through the In chains, and along direc-
tion 〈211〉 flow through the subsurface region. In such manner
the conductance along In chains has to more higher than that
in previous case. It is also seen in our work. The conduc-
tivity maximums observed in directions [101̄], [11̄0], [01̄1]
(Fig. 2). Because the Si(111)4 × 1-In surface phase in our
experiment has the three-domain structure, the conductance
peaks repeated with period 60◦. In that time if we consider
atomic structure of surface phases, the peaks in conductivity
for the Si(111)

√
3×√3-In and Si(111)4×1-In surface phases

must have a difference in 30◦, as we can see on Fig. 2.
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Influence of thin heterolayer insertion on the electron transport
properties of GaAs/InGaAs/GaAs shallow quantum wells
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Abstract. Electron transport properties of shallow pseudomorphic double-side delta-doped GaAs/In0.12Ga0.88As/GaAs
quantum wells (QWs) with thin heterolayers in the QW center are studied. The influence of a 3 AlAs monolayers barrier or
3 In0.7Ga0.3As monolayers deep well in the QW center on the transport properties is investigated. Such insertions are shown
to change the subband structure, notably the envelope wave functions. This leads to the change in the dominant scattering
process and drastically affects the mobility.

Introduction

Quantum wells with complex potential profiles have attracted
substantial interest. Thin barriers or “deep” layers grown inside
the QW, thereby forming coupled or stepped QWs, may tune
the subband structure and give rise to desirable optical prop-
erties [1,2]. Other studies intended to employ thin barriers
as phonon walls in order to suppress electron-optical phonon
coupling and scattering [3,4]. Only few experimental studies
are devoted to the influence of the barriers on the transport
properties, but the conclusions are contradictory [5,6].

In this work the temperature dependence of the resistance
and the magnetoresistance at low and quantizing magnetic
fields B has been investigated for shallow pseudomorphic qu-
antum wells. The AlAs barrier or InGaAs deep well insertion
in the QW center are found to change the subband structure
and electron mobility.

1. Samples

The structures investigated here are based on GaAs/In0.12
Ga0.88As/GaAs pseudomorphic QWs grown by molecular-be-
am epitaxy on semi-insulating (100) GaAs substrates. First a
GaAs buffer layer of 0.6 µm was grown. An In0.12Ga0.88As
QW was grown with different well width LQW(11 or 16 nm)
and was symmetrically delta-doped by Si through 8.5 nm thick
GaAs spacer layers. The Si doping sheet concentration was
1 × 1012 cm−2. The capping layers are 75 nm thick i-GaAs
and 8 nm thick Si-doped GaAs. The substrate temperature was
510 ◦C for the pseudomorphic QW and 590 ◦C for the other
layers. Samples with (#4, #6) and without AlAs barrier (#3,
#5) were prepared for each well width. The barrier consists of
b = 3 monolayers (ML) ofAlAs grown in the center of the QW.
Sample #9 was grown with 3 ML of In0.7Ga0.3As deep well in

Table 1. Structural and transport parameters of the samples.

# 3 4 5 6 9
LQW (nm) 16 16 11 11 11
b (ML) 0 3, AlAs 0 3, AlAs 3, In0.7Ga0.3As
ρ0 (
/sq) 1586 5140 1338 8770 55800
nH (1012 cm−2) 0.52 0.57 0.59 0.73 0.62
µH (m2/Vs) 1.0 0.21 0.8 0.15 0.018
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Fig. 1. Subband structure of samples #5, #6 and #9.

the center of QW. Its thickness is below the critical one for this
composition, thus no quantum dot appears. Some structural
and transport parameters (at T = 4.2 K) of the samples are
reported in Table 1.

Here nH and µH are the Hall concentration and mobility,
respectively. Self-consistent calculations were performed to
determine the subband structure and envelope wavefunctions
(WF) for all samples. The conduction band profiles and the
WFs for samples #5, #6 and #9 are shown in Fig. 1.

2. Electronic transport

The temperature dependence of the resistance was measured
for all samples in the range 0.25–300 K. The samples with a
single QW (SQW) #3 and #5 show metallic behavior, i.e. the re-
sistance decreases (approximately linearly) with decreasing T .
The resistance of the corresponding samples with central AlAs
barrier (#4 and #6) increases with decreasing T by a factor
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Fig. 2. Magnetoresistivityρxx and Hall resistivityρxy for samples #5
and #6 at temperature T = 0.25 K.

∼ 3−7 at the lowest temperatures. The sample #9 shows the
most pronounced increase of the resistance by a factor ∼ 19.
Instead of the value of conductivity, the temperature variation
of the conductivity below T ∼ 10 K follows logarithmical law
which corresponds to manifestation of quantum corrections for
the two-dimensional systems.

The magnetoresistance and Hall effect were measured in
the T interval 0.25–4.2 K. From these data, for all structures,
the 2D Hall electron concentration nH and mobility µH were
determined. The subband concentration nSdH was determined
from the Fourier spectra of the SdH oscillations for the subband
with the highest mobility. It was found that in all samples thin
barrier or deep well insertions do not affect the subband con-
centration. As an example, in Fig. 2, the magnetoresistivity and
Hall resistivity for samples #5 and #6 are shown. Subband con-
centration is close to measured Hall concentration and agrees
with the calculated values.

In low applied B fields a large negative magnetoresistance
(NMR) is observed in all samples. Sharp component of NMR
is more pronounced in the samples with low conductivity and
has the order of magnitude ∼ e2/h. The experimental de-
pendence (σ(B) is in a good agreement with the calculated
according to weak localization theory curves with appropri-
ate dephasind parameter τφ . For samples #3–#6 the resistance
decreases about linearly in moderate field, before SdH oscil-
lations appear in the signal. At higher B fields quantum Hall
plateaus appear with integer factors i = 4 and i = 2.

In samples #3, #5 and #9 only one QW subband is filled at
low temperatures. As shown in Fig. 1, the central AlAs barrier
leads to a strong reconstruction of the wavefunction with hy-
brid states formation, when the WF magnitudes become equal
in the QW and in the delta-dopedV-shape well (WFψ0 andψ1).
This changes the dominant scattering mechanism from phonon
scattering (which is inherent in single QW) to ionized impurity
scattering on Si dopant in the δ-layer. Calculations of elec-
tron mobility due to ionized impurity scattering show strong
enhancement of the scattering for the hybrid states. This effect
weakens in the sample with a larger QW due to better con-

finement of the electrons because the subband level has lower
energy. Thus, hybrid state is originated from the shallowness
of the QW.

In sample #9 the introduction of the 3 ML of In0.7Ga0.3As
results in the strong mobility reduction (see Table 1) by a factor
∼40 compared with the SQW sample #5. Calculation shows
that in this case the wavefunction increases strongly in the area
of the deep well (see Fig. 1). It is the layer with small additional
well thickness, so the well width and depth fluctuations are
significant. So, interface roughness scattering and potential
fluctuations contribute into mobility decrease and lead to the
change of temperature dependence of the resistance. Note that
Hall concentration holds when deep layer is introduced, thus,
no carrier capture occurs.

In summary, the influence of a thin barrier or thin deep
well layer in the QW center on the electron transport and
subband structure is studied for shallow QWs with different
widths. AlAs thin barrier effectively displaces WF maximum,
while In0.7Ga0.3As deep well concentrates WF at the insertion.
The strong reconstruction of the wave function spatial profiles
and insertion of the novel heterointerfaces give a pronounced
change of dominant scattering mechanism and involve impu-
rity or interface roughness scattering.
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Abstract. For the dilute 2D-hole gas in a GeSi/p-Ge/GeSi multi-quantum-well, a low-temperature transition from a metallic
(dρ/dT > 0) to an insulator (dρ/dT < 0) behavior of resistivity ρ(T ) was observed at T ∗ = 1.5 K. Contrary, a 2D-elecron
gas within a n-InGaAs/GaAs double-quantum-well exhibits a monotonous “insulator-like” dependence of mobility µ(T )
(dρ/dT < 0) at T = 1.8−70 K in zero field. Temperature dependence of the Hall constant RH0(T ) has a non-monotonous
character. These temperature intervals for our samples correspond to the transition from the diffusive regime
(2πkBT τ/h� 1) to the ballistic one (2πkBT τ/h > 0.1). The value of temperature (T ∗) that corresponds to
maximum ρ(T ), a change in δσee(T ) and µ(T ) slopes, and the temperature dependence of BCR(T ), defined as
ρxx(BCR, T ) = ρxy(BCR, T ), are used for estimation the parameter kBT

∗τ/h̄ at the transition between the two regimes.

Introduction

In contrast to the extensively studied two-dimensional n-, p-
GaAs/AlGaAs heterostructures (HS), the transport and mag-
netotransport properties of n-InGaAs/GaAs and p-Ge/GeSi HS
remain much less understood. So far the electron-electron in-
teraction (eei) that gives a quantum corrections to the Drude
conductivity has been investigated, both theoretically and ex-
perimentally, only within the diffusive regime, which is ap-
plicable to the low mobility (µ) (small τ — transport relax-
ation time) 2DE(H)G and low temperatures [1]. More re-
cently, a systematic theory for the eei in the ballistic and in-
termediate regimes has been developed [2–4]. Largely mo-
tivated by these theories the experimental activity splash is
observed [5–7 and Refs. within]. However, we know only
one experimental work [6], where two regimes transition have
been clearly observed and the parameter 2πkBT τ/h̄ value have
been estimated. It is more difficult to extract experimentally
the parameter value because the theories do not divide the
interaction corrections into the diffusion and ballistic parts
and do not predict any specific features of these corrections.
In accordance the theories [3,4] crossover between the two
regimes is expected to occur at kBT τ/h̄ � 1/2π � 0.1. For
strong interaction (F 0

σ )
2/(1 + F 0

σ ) � 1 (in particular, in the
vicinity of “metal-insulator” transition (2D MIT B = 0) a
condition of the crossover between two regimes is modified
kBT τ/h̄� (1+ F 0

σ )1/2π [3,4].
Some questions are rises. What experiments present an

evidence of the apparent transition between two regimes and
that it allow to estimate the critical value of kBT τ/h̄? Is this
critical value universal for various 2D systems? How one is
agreement with the experimental data?

First of all, the outstanding and recent experiments on the
study of the dephasing rate τϕ−1(T ) temperature dependence.
According to the Fermi-liquid theory the τ−1

ϕ (T ) due to e-e
scattering is dominated either by a linear or quadratic term,
depending on regime: diffusive or ballistic, hence the kBT τ/h̄

value you have. In the experiment [5] for the GaAs/AlGaAs
HS with the low density 2DHG the parameter kBT τ/h̄ varies
with temperature from 0.06 to 0.8 for the lowest density and

from 0.1 to 0.9 for the highest density and the τϕ , extracted
from the magnetoresistance, is dominated by the T 2 term due
to p-p scattering in the ballistic regime Thus, the highest limit of
parameter kBT τ/h̄ value is 0.06–0.1 (kBT τ/h̄ < 0.06−0.1).

Further, Renard et al [6] has reported an experimental study
of quantum conductivity corrections in a low mobility, high
density 2DEG in a GaAs/AlGaAs QW in a wide T range
(1.5 K–110 K). These temperatures cover both diffusive and
ballistic interaction regimes for their samples. It has been there-
fore possible to study the crossover between these regimes for
both the longitudinal conductivity (σxx) and the Hall effect.
They perform a parameter free comparison of experimental
data for σxx at zero magnetic field, the Hall coefficient and
the magnetoresistivity with the recent theories of interaction-
induced corrections to the transport coefficients. This change
of behavior is observed at T = 20 K. This is in a qualitative
agreement with the theory [3,4], predicting the crossover to
occur at kBT τ/h̄ = 0.1 which corresponds to T = 30 K.

Experimental results and discussion

We performed the experiments on two 2D systems: multi-
quantum-well (MQW) p-Ge/GeSi and double-quantum-well
(DQW) n-InGaAs/GaAs.
1. Experimental data are presented for two samples p-Ge/GeSi
withps = 1.1(1.4)1011 cm−2,µp = 4.0(3.1)103 cm2/Vs, zero
field resistivity ρ0 = 15(16) k
/✷ (per layer) and low field
Hall ρxy(T ). The longitudinal and Hall resistivities have been
investigated in magnetic fields B⊥ ≤ 5.0 T at temperatures
T = (0.2−4.2) K. A non-monotonous temperature behav-
ior resistivity is revealed (Fig. 1). The “metallic” behavior
(δρ/δT > 0) takes place from 0.2 to 1.5K and changes to the
“insulating” behavior (δρ/δT < 0) at higher temperatures.

We believe that in our experiment the crossover between
diffusive and ballistic regimes with an assumption of smooth
character of random impurity potential may be responsible
for the non-monotonous ρ(T ) dependence. Critical value of
kBT τ/h̄ = 0.04.

2. We study n-InGaAs/GaAs DQW samples with ns =
2.3 × 1011 cm−2 and µ = 1.2 × 104 cm2/Vs. The measure-
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Fig. 1. Temperature dependence of zero-field resistivity.
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Fig. 2. Experimental temperature dependence of the critical mag-
netic field, for which ρxx(B, T ) = ρxy(B, T ).

ment of ρxx(B, T ) , ρxy(B, T ) and calculation of σxx(B, T ),
σxy(B, T ) were carried out in a wide T -interval (1.8–70) K.
In a low B⊥. the negative magnetoresistance (NMR) on a
ρxx(B, T ) was observed. The so-called T -independent point
(Tind) is seen at some BCR. At this value of magnetic field
we have also ρxx(B, T ) = ρxy(B, T ), i.e. ωcτ = 1. With
temperature increasing above 9 K BCR moves to low magnetic
fields (see Fig. 2). We think that BCR(T ) is connected with the
beginning of the τ(T ) dependence that, i.e. with the beginning
of the transition from diffusive to ballistic regime.

3. Extrapolation of the B2 dependences of the high-field
NMR (B � Btr) to zero field is used to separate the weak
localization and eei parts of the total quantum correction to
the conductivity as in the diffusive and ballistic regimes [8]. In
Fig. 3. we plot the experimental temperature dependence of eei
quantum correction to conductivity. As can be seen, the loga-
rithmic diffusive part vanishes at T > 9.0 K when the ballistic
part starts to vary linearly with temperature (see the inset of
Fig. 3). Therefore we believe that Fig. 3 establishes a crossover
from the diffusive to the ballistic limit in the behavior of the
interaction-induced correction to the zero-B conductivity. This
change of behavior is observed at T = 10 K (kBT τ/h̄ = 0.36).

Conclusions

The critical parameters kBT τ/h̄ for the p-Ge/GeSi MQW and
n-InGaAs/GaAs DQW differ an order of magnitude. It is
doubtful that critical value is universal for various 2D systems.
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Fig. 3. Experimental temperature dependence of eei quantum cor-
rection to conductivity (black dots) in a logarithmic scale. The same
data are plotted in a linear scale at the inset. The lines corresponds
to the ln(T τ) law at T τ < 0.38 and linear law at T τ > 0.38.
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Abstract. In this paper we report the results of numerical simulation of electron transport in a two dimensional Cr granular
films. Theoretical model based on two-dimensional array of Coulomb-blockade islands was developed. Potential and I−V
curves were numerically calculated and matched with experimental results. Transition from quasi-one-dimensional to
two-dimensional transport regime was observed and discussed.

Introduction

Granular films are promising candidates to replace lithograph-
ically defined islands and tunnel barriers in various single-
electron devices. Typical size of grains in such structures is
in the range of 2–20 nm, enabling operation of these devices
at temperatures higher than 4.2 K. The properties of granular
single-electron devices strongly depend on its parameters, i.e.
self capacitance of islands (grains), mutual capacitance and re-
sistance between grains, operation temperature, etc. For exam-
ple, granular structures with relatively low intergrain resistance
and high mutual capacitance were used as resistive elements
instead of traditional tunnel junctions in original SET transistor
(see Ref. [1]), more resistive structures were proposed to build
memory cell (see, for example [2]). In this paper we present the
results of numerical simulation of Cr two-dimensional struc-
tures which were earlier studied experimentally [3].

1. Experimental results overview

Our Cr films had the sizes of 1000 × 100, 500 × 100 and
200 × 100 nm2, while their thickness was 7–8 nm. The aver-
age grain size according to TEM image (Fig. 1a) was found to
be in the range of 10–15 nm. One can find detailed description
of the sample preparation technique in [3]. I−V curves of the
samples measured at low temperature (Tbath = 25 mK) demon-
strated Coulomb blockade phenomena. The Coulomb block-
ade threshold was measured to be 3–6 mV. Samples demon-
strated abrupt current switching from the blockade to the con-
ductive state. The typical amplitude of these current jumps
varied from 200 pA to 900 pA. Hysteretic behavior was also
observed: switching from the conducting to the blockade state
occurred at lower voltages than switching from the blockade to
conducting state. This behavior was reported for the first time
in Ref. [3].

2. Theoretical model and simulation results

We suppose that the observed peculiarities of single-electron
transport are related to the influence of the local charge traps
formed in the film. Fabrication technique allows “large” grain
formation, i.e., fusion of two or more grains together (Fig. 1a).
In our study we will follow the approach developed in [4] and
approximate our chromium granular film by a two-dimensional
array of conducting islands separated by tunnel junctions. “La-
rge” grain in contrast to other grains will be connected with

(a) (b)

Fig. 1. a) TEM image of the studied chromium film. One of the
“large” grains is bounded by the white line. b) Equivalent scheme
of “large” grain.

more than 4 neighbors depending on it’s geometry. Such a
configuration is shown in Fig. 1b.

The crossection of potential barrier formed by an array of
islands with “large” grain, i.e. the energy of the electron con-
secutively placed in every island of the array are represented
in Fig. 2. Without a loss of generality we placed “large” grain
symmetrically between the side boundaries of the array. One
can see a well pronounced minimum of potential, forming a po-
tential well. The depth of this potential well is about 0.5 meV.
With increasing the bias voltage (when it becomes equal to the
height of the potential barrier) the first electron passes a part
of the array and getting trapped in the potential well .

The potential curve of the array with one electron, trapped
in the potential well, is shown in the Fig. 2. It should be noted
that the height of the potential barrier near the “large” grain
increases by approximately 1 meV. Every excess electron on
the island of the array has a finite screening length (_ = 5−6
elementary cells for our structures) and acts as a soliton re-
pulsing from other soliton. So, the excess electron, trapped in
the “large” grain, will block the electrical transport through the
array. When this electron leaves the trap, the blockade is taken
down sharply and current starts to flow. Let us note that the
actual situation depends on temperature and position of other
electrons. For example, second electron can be trapped in the
“large” grain (one can see a small minimum shown by grey
curve in Fig. 2).
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To reproduce the dynamic behavior of the system we have
used Monte-Carlo technique. Typical I−V curve is presented
in Fig. 3. The abrupt switching between the blockade and con-
ductive states is clearly visible. In our simulation model we
were unable to take into account all factors affecting actual
experimental result, for example, background charge fluctua-
tions. Moreover, in real experiments these factors are smoothly
changing in time, so two subsequent measured I−V curves can
be slightly different [3]. So, we compare only typical switch-
ing parameters. One can see that the typical switching voltage
of 5–6 mV and current jump amplitude of 200− 300pA agree
quite well with our experiment. To move towards more realistic
situation one has to take into account the existence of multiple
“large” grains of arbitrary form located in an different points of
the array. It should be noted that, again in spite of a big param-
eters number (“large” grains number, its form and position),
I−V curves look similarly . All “large” grains increased the
total potential barrier height, switching voltage and the ampli-
tude of current jump. The calculated charge distributions over
the array are represented in Fig. 4. Discrete charges in the
blockade state (upper panel) are placed at the points where the
self-consistent potential is minimal. Slightly above the block-
ade threshold one can see the excess charges distributed along
two pathways (bottom panel). They are repulsed from the side
boundaries of the array and the trapped electron. Therefore,
current flows through very narrow pathways and the system
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Fig. 4. Average charge of the array islands in elementary charge
units. Bias voltage Vb slightly below blockade threshold (upper
panel) and above the blockade threshold (bottom panel). One can
see quasi-one-dimensional behavior.

can be considered as quasi one dimensional. With further in-
creasing of the bias voltage other tunnel junctions are becoming
unblocked and current starts to flow through the entire array.
As a result, system switches from quasi one dimensional state
to pure two dimensional state.

3. Conclusion

In this paper we have developed the numerical model describ-
ing the sharp current jumps from the blockade to the conduct-
ing state in non-regular two-dimensional tunnel junctions ar-
ray. Applying “large” grain model we have calculated poten-
tial distribution and I−V curves of our structures. Typical
parameters including the blockade threshold and current jump
amplitude agree well with the experimental results. Quasi-
one-dimensional and two-dimensional transport regimes were
observed and discussed.
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Abstract. The influence of disorder shape upon longitudinal σxx and Hall σxy conductivities has been studied theoretically
in the regime of integer quantum Hall effect (IQHE). It is shown that widths of IQHE plateaus as well as peak values of
longitudinal conductivity strongly depend on the ratio of disorder correlation length λ to magnetic length aH. In the case of
short-wavelength disorder, λ� aH, peak values of σ (N)xx are proportional to Landau level (LL) number N � 1,
σxx = 0.5Ne2/h. In the case of long-wavelength disorder, λ� aH, σ (N)xx are LL number independent with values
considerably less than 0.5e2/h. Our results are in good agreement with available experimental data.

1. Introduction

Despite the considerable progress in IQHE, there is no compre-
hensive theory of this intriguing phenomena up to date. An es-
sential component of understanding of IQHE is localization of
carriers by disorder potential of impurities [1]. In the regime of
IQH localization length ξN(E) ∝ (E −EN)−ν , where N � 1
is LL number, ν ≈ 2.3 is universal exponent [2,3]. Due to this
power law it becomes possible to distinguish between bands
of localized and extended states only considering samples of
finite dimensions Lx × Ly or (more naturally) non-zero tem-
perature T �= 0. As a result of localization the regions of zero
diagonal conductivity σxx = 0 and constant Hall conductivity
σxy (“plateaus”) as well as the regions of σxx �= 0 and varying
σxy (“P-P transitions”) can be observed.

In this paper we present numerical study of the problem
of plateau widths and peak values of longitudinal conductivity
supporting it by essential theoretical arguments. This problem
is of great interest [2] because plateau widths and peak values
of σxx reflect peculiarities of localization in magnetic field. It
was argued for the first time in the works of Khmelnitskii and
Pruisken et al [4] that peak values of longitudinal conductivity
are universal, i.e. independent of details of disorder and LL
number N � 1, σ (N)xx = 0.5e2/h. Eight years later this rela-
tionship was confirmed by numerical study of Huo et al [5] for
N = 1 in the case of short-range disorder. However, experi-
mental situation is not so clear. Peak values considerably less
than 0.5e2/h were found in Refs. [6,7,3] and explained [7] by
long-range nature of disorder in the studied samples. At the
same time IQH plateaus corresponding to N � 2 are usually
absent in the samples showing strict fulfillment of “0.5 law” for
the lowest LL N = 1 [8], which impedes the verification for
arbitrary N . Below we provide consecutive theoretical study
of the mentioned problem.

2. Model

Let us consider two-dimensional electron gas of finite dimen-
sions Lx × Ly at zero temperature T = 0 taking into account
only elastic impurity scattering of electrons, described by two-
dimensional disorder potential V (r). In fact this model allows
one to describe not only the effect of finite dimensions [9]
at T = 0, but also the effect of finite-temperature assuming
Lx = Ly = Lφ , Lφ ∝ T −p/2 being so-called phase-breaking
length [2]. Below we consider gaussian model of disorder,
modelling V (r) as

V (r) = V0

∑
k

F(|k|) exp(iϕk) exp(ikr), (1)

withF(k) = exp(−(k/k0)
2) and uniformly distributed random

phases ϕk = −ϕ−k, which gives zero mean value 〈V (r)〉 = 0
and gaussian form of correlators 〈V (r)V (r + l)〉/〈V 2(r)〉 =
exp(−l2/2λ2), λ = √2/k0 being a correlation length of disor-
der. The restriction applied to the shape of disorder potential
allows to describe it using two parameters, viz. the amplitude
V =

√
〈V 2(r)〉 and correlation length λ.

Absolute value of λ depends on type and degree of disorder
in a particular sample. In strong magnetic fields of several Tesla
typical value of magnetic length is aH =

√
h̄c/eB ∼ 100 Å.

This means both cases of short-wavelength disorder, λ� aH,
and long-wavelength disorder, λ � aH, can be realized in
the heterostructures. The case of short-wavelength disorder
realizes in InxGa1−xAs samples where it is due to randomness
in In and Ga positions, so λ ∼ 20Å. Long-wavelength disorder
typically realizes in modulation-doped GaAs quantum wells,
where we can estimate λ ∼ 500 Å.

The hamiltonian of noninteracting electrons in magnetic
field B and disorder potential V (r) is

Ĥ = (p̂− e/cA)2
2m∗

+ V (r), rotA = H = B. (2)

Applying appropriate gauge and (quasi)periodic boundary con-
ditions we obtain eigenenergies and eigenfunctions of hamilto-
nian Eq. (2) by direct numerical diagonalization. The diagonal
and Hall conductivities are given at T = 0 by the following
linear-response formulas [10,11]:

σxx(ω) = πe2

Sω

∑
i<F,f>F

|(vx)if |2δ(h̄ω + Ei − Ef ), (3)

σxy = e2h̄

S

∑
i<F,f>F

2Im{(vx)if (vy)f i}
(Ei − Ef )2 . (4)

Here indices i and f refer to the (microscopic) electronic
states, F is Fermi level, S = LxLy is area of a sample.
Since direct evaluation of static conductivity using Eq. (3)
gives senseless (zero or infinite) answer in the case of finite
system we redefine static longitudinal conductivity as σxx =
lim
→0

∫ 

0 σxx(ω)dω/
, keeping in mind h̄
 � δE, where

h̄
 plays the role of Fermi surface width, δE is mean distance
between (microscopic) energy levels. Using this definition we
can write σxx in terms of velocity matrix element squared and
averaged over Fermi surface 〈|vx |2〉 and density of states (DOS)
D(E) [10,14]:

σxx = πe2h̄SD2(EF)〈|vx |2〉. (5)
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3. Results and discussion
As follows from Eq. (5), diagonal conductivity σxx can be ex-
pressed as a product of DOS and typical value of velocity matrix
element v =

√
〈|vx |2〉. The first factor, D(E), reflects broad-

ening of LLs due to the presence of disorder. Calculated DOS
is shown in Fig. 1 for the cases of (a,b) long-wavelength and
(c,d) short-wavelength disorder. Our numerical results are in
qualitative agreement with analytical formulas of Ref. [12] and
Ref. [13] in the long-wavelength and short-wavelength cases
respectively. In the first case cyclotron motion of electrons can
be described semiclassically andD(E) is given by LL number
independent formula [12]

Dn(E) ∝ Prob{V (r) = E − h̄ωc(n+ 1/2)}, n � 0. (6)

In the opposite case of short-wavelength disorder semi-ellipti-
cal shape of DOS was obtained in Ref. [13]:

Dn(E) ∝
√
T2
n − (E − h̄ωc(n+ 1/2))2, n � 0. (7)

Components of conductivity tensor calculated for (a) long-
wavelength and (b) short-wavelength disorder are presented in
Fig. 2. The calculation was conducted forLx = Ly = 50aH ∼
10−4 cm and quite small amplitude V = 0.1h̄ωc taking into
account 6 LLs. Results were averaged over 400 realizations
and it was checked that variations of sample length and disorder
amplitude (up to V ∼ h̄ωc) affect weakly.

In the case of long-wavelength disorder all the five shown
plateaus on σxy plot are highly pronounced. The peak values of

diagonal conductivity σ (N)xx are independent of LL number N ,
being approximately 0.35e2/h for λ = 4aH and decreasing
with the growth of λ. Such a behavior of both diagonal and
Hall conductivities is entirely consistent with the experiments
on high-mobility samples [6,3].

In the opposite case of short-wavelength disorder only one
developed plateau is seen on the calculated σxy plot. Peak

values of diagonal conductivityσ (N)xx grow linearly withN . The
first peak value is approximately 0.5e2/h, the second e2/h etc.
These results are consistent principally with experiment since
only one or two IQH plateaus corresponding toN = 1 are seen
usually in the experiments on samples with short-wavelength
disorder and the value of 0.5e2/h is believed to be exact for
the first peak of σxx [8].

To conclude, we would like to present an explanation of ob-
tained dependencies [15]. First, as it is seen from Fig. 1 peak
values of DOS weakly depend on LL number, therefore we can
hold σ (N)xx ∝ 〈|v(N)x |2〉. Second, the structure of different LLs
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(set of allowed trajectories) is identical in the long-wavelength
case [12], so 〈|v(N)x |2〉 is LL number independent in this case.
Moreover, 〈|v(N)x |2〉 depends considerably on λ due to its na-
ture, reflecting mixing of adjacent LLs. In the limit of large
correlation length this mixing (but not broadening) becomes
negligible, so limλ→∞ σ (N)xx = 0. Third, correlation length
of the wave functions cannot be less than magnetic length aH
therefore we can use statistical approach and treat microscopic
wave functions belonging to different LLs as random super-
positions of basis functions of harmonic oscillator [15]. As a
result σ (N)xx ∝ 〈|v(N)x |2〉 ∝ N by direct analogy with the matrix
elements of harmonic oscillator.
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Effects of Wannier–Stark localization and resonant
interminiband tunneling in transport properties
of GaAs/AlGaAs superlattices with weak barriers
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Abstract. The electron transport in GaAs/AlxGa1−xAs superlattices with weak barriers was studied at 4K. It is shown that
resonant interminiband tunneling plays an important role in the shape of I–V curves for such structures. The correspondence
between positions of current peaks and calculated anticrossings of Wannier–Stark levels is established.

Introduction

Study of vertical transport in semiconductor superlattices (SL)
with narrow minibands and narrow minigaps is of great in-
terest as a way of realization of dynamic negative differential
conductivity (NDC) caused by Bloch oscillations of electrons
at Terahertz frequency and construction of Terahertz oscilla-
tor on this basis [1]. Quasiclassical Monte-Carlo numerical
simulation [1] shows the possibility of dynamic NDC at the
Bloch frequency together with positive static differential con-
ductivity in SL with the optical phonon energy lying below the
bottom of the second miniband and under strong interminiband
Zener tunneling. On the other hand, this simulation takes into
account only non-resonant interminiband Zener tunneling. In
this work we studied the effects of resonant Zener tunneling
between localised Wannier–Stark states of different minibands
on the transport properties of such SLs.

1. Experimental

We’ve studied GaAs/Al0.1Ga0.9As superlattices with the pa-
rameters shown in Table 1 (we used transfer matrix method to
calculate dispersion relation). HereE0 is the bottom of the first
miniband, E1 is the top of the first miniband, E2 is the second
miniband bottom,(E1 is the first miniband width, (E2 is the
second miniband width, Egap is the minigap between first two
bands, d is the superlattice period,w and b are well and barrier
widths respectively, N is the number of periods.

The GaAs/Al0.1Ga0.9As superlattices consisting of 100 and
1000 periods were mounted in n+−n−n+ structures. The su-
perlattice itself was undoped with background concentration
n ≈ 1 × 1015 cm−3 and the n+ contact regions were doped
with n = 3× 1018 cm−3. Studied samples are processed into

Table 1. Sample parameters.

Sample 426 816
E0 (meV) 3.2 6.2
(E1 (meV) 11.2 10.7
E1 (meV) 14.4 16.9
Egap (meV) 7.1 13.9
E2 (meV) 21.3 30.8
(E2 (meV) 34.9 34.9
d = w + b (Å) 185+10 161+20
N 100 1000

mesas 500 and less micrometers in diameter. The ohmic con-
tacts are provided by standardAu-Ni-Si deposition and thermal
treatment.

2. Transport properties

In this work we studied the I–V curves of different superlattice
samples in the region of strong interminiband tunneling. Some
similar studies were reviewed in the work [2]. However most
of the works on this subject are dedicated to the weakly coupled
superlattices where quantum wells are separated by strong bar-
riers and usually only transitions between neighboring wells
are significant for the electron transport. Also such superlat-
tices are usually divided into high and low electric field regions
(domains). In our work we used SL with weak barriers (and
narrow minigaps) which allowed us to observe rich structures
on the I–V caused by resonant tunneling between Wannier–
Stark levels of different minibands located several SL periods
apart of each other.

The I–V curves for 2 samples 426 and 816 are shown in
Fig. 1. We can divide these curves into 3 main regions: 1) low
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Fig. 1. I–V curve for sample 816 at 4 K. Inset: I–V curve for sample
426 at 4 K.

Fig. 2. Non-resonant and resonant alignment of Wannier–Stark lev-
els in different minibands.
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field region with miniband transport; 2) rising intermediate
region where interminiband tunneling takes place and 3) high
field region that shows some sort of saturation behavior. In this
report we will discuss the form of the I–V in the second region
(in intermediate fields).

It is well known [3] that when we apply electric field to-
gether with periodic potential of the superlattice, the mini-
bands split into the series of so-called Wannier–Stark levels
(or Wannier–Stark resonances). Each band gives rise to the
equidistant series of levels, their number equals to the number
of sites in the lattice. When we change the electric field strength
the levels of different minibands shift against each other, and
for some values of the electric field the resonances between
levels of different minibands can occur (Fig. 2). It happens ap-
proximately when the condition Ei −Ej = n eFd is fulfilled.
Here Ei and Ej are the energies of i’s and j ’s levels in the
quantum well (more precisely it’s the “center-of-mass” energy
of the corresponding miniband), e is the electron charge, F is
the field strength and d is the period of superlattice.

To find the resonance positions more precisely, the numer-
ical algorithm was developed to calculate the positions of en-
ergy levels in superlattice with applied field. First we cal-
culated the Bloch functions of field-free SL with the transfer
matrix method, next we used them to calculate Wannier func-
tions for several lowest minibands, and finally we diagonalised

the Hamiltonian with the field in the basis of these Wannier
functions. Similar process was used in [4].

The result of calculations is shown in the upper parts of
Figs. 3 and 4. Here we can see the dependence of levels posi-
tion on the applied field (so-called “fan chart” ofWannier–Stark
levels). When the levels of different minibands get close, anti-
crossing of energy levels occurs. Set of anticrossings at fixed
field F accounts for resonant interaction of levels of corre-
sponding minibands in quantum wells located n periods apart.
The distance n equals to the number of anticrossings between
levels Ei and Ej of corresponding minibands (shown by dot-
ted lines in Fig. 3). In these calculations we used levels of
first 3 minibands as a basis, so the resonances of levels of first
3 minibands have been identified (1 → 2, 1 → 3, 2 → 3). In
the lower part of these figures the derivative of experimental
I–V curve shown in Fig. 1 is plotted. Most of the I–V peaks
correspond to the positions of anticrossings of the upper part.
Also there is a correlation between peak size on dI/dV and dis-
tance between levels at anticrossing because both of them are
proportional to the wavefunction overlap at the resonance.

3. Conclusions

It has been shown in this report that both resonant and non-
resonant parts of Zener tunneling play important role in the
electron transport in superlattices with weak barriers.

A numerical algorithm that allows to establish resonance
positions with high precision was developed. The traces from
transitions between WS levels located up to 5 SL periods apart
of each other and transitions to different higher minibands were
identified in the experimental I–V curves.
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Probing the electron eigenstates and the chemical potential
in GaMnAs/GaAs heterostructures by magnetotunneling
and photocurrent spectroscopy
O. Makarovsky
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Abstract. We use a combination of optical, electrical and magneto-tunnelling measurements on p-i-n resonant-tunelling
diodes (RTD) incorporating a Ga1−xMnxAs p-layer with x = 3%, to study the effect of substitutional and interstitial Mn
ions on the electronic properties of GaMnAs heterostructures. The high density of substitutional Mn acceptors affects
significantly the electrostatic potential profile of the heterostructure and inhibits hole tunneling from GaMnAs into the
quantum well of the RTD. We use photoconductivity to probe this potential and to precisely measure the hole chemical
potential in GaMnAs relative to the band edges of the adjacent undoped GaAs layers. We also investigate a new type of
quantum dot formed by a nanocluster of interstitial Mn ions which we diffuse into the active region of the diode. We measure
the energy levels and image the wavefunctions of the electrons confined in the electrostatic potential of this quantum dot.

Introduction: ferromagnetic GaMnAs

The emerging field of spintronics utilises the quantised spin and
associated magnetic dipole moment of an electron. The suc-
cessful manipulation of spin offers the prospect of a new class
of magnetic semiconductor devices, e.g. ultra-fast non-volatile
magnetic memory devices and quantum information devices.
Particularly interesting spintronic effects have been achieved
using semiconducting ferromagnetic GaMnAs [1–4]. In the
GaAs lattice, Mn can be incorporated substitutionally on the
Ga site or form an interstitial defect [2,3]. Substitutional Mn in
GaAs, MnGa is an acceptor impurity with a hole binding energy
of 110 meV [5]. At high MnGa concentrations, the acceptor
impurity band tends to merge with the valence band. Hence
the holes become mobile, even at low temperatures, and act as
itinerant carriers of the ferromagnetic interaction between the
Mn2+

Ga ions [2,3]. At present there is no firm consensus con-
cerning the dependence on Mn content of the energy gap of
Ga1−xMnxAs and the location of the chemical potential (µp)
relative to the conduction and valence band edges. Optical
spectroscopy measurements [6] indicate that µp is within the
Mn-impurity band for high x (x = 5%−7%). Room tempera-
ture scanning tunneling microscopy has measured a band gap
of 1.23± 0.05 eV for x = 3% [7].

The key parameter for ferromagnetic semiconductors is the
Curie transition temperature, Tc. In Ga1−xMnxAs, Tc is de-
termined by the concentration of holes, p, and roughly pro-
portional to p1/3 [2]. GaMnAs is grown by low temperature
(∼ 250 ◦C) molecular beam epitaxy (MBE) in order to achieve
above equilibrium concentrations of Mn. This lead to a high
concentration of interstitial Mn defects (Mni) [8,9]. These are
double donors, which inhibit ferromagnetism by compensat-
ing the holes provided by MnGa [2,8,9]. Mni is a rather mobile
defect and can diffuse through the lattice at relatively low tem-
peratures (T < 200 ◦C) [8]. A Curie temperature of up to
173 K has recently been achieved for GaMnAs with x = 9%
annealed at T = 190 ◦C for about 50 hours [2].

In this work we investigate the electronic and optical prop-
erties of a p-i-n double barrier resonant tunneling diode (RTD)
incorporating an AlAs/GaAs/AlAs quantum well, QW, and a
p-doped Ga1−xMnxAs layer with x = 3%. The high density of

Mn acceptors in the p-type layer affects significantly the elec-
trostatic potential profile of the diode and inhibits the injection
of holes from Ga1−xMnxAs. Photoconductivity (PC) measure-
ments allow us to probe the potential profile and to locate pre-
cisely the position of the chemical potential in Ga1−xMnxAs
with respect to the band edges in the adjacent GaAs layers [4].
This information is particularly useful as it determines the bias
required for hole injection into the QW subbands, and is an
important material parameter for the design, modeling, and
operation of Ga1−xMnxAs heterostructure devices.

Our experiments have also revealed some novel quantum
phenomena in Ga1−xMnxAs p-i-n RTDs: by careful annealing,
we are able to create a new type of quantum dot formed by a
nanocluster of interstitial Mn ions which we diffuse into the ac-
tive region of the diode. Using magnetotunneling spectroscopy
we measure the energy levels and image the wavefunctions of
the electrons confined in the electrostatic potential of this quan-
tum dot.

Layer structure of our devices and thermal annealing
conditions

The sequence of layers, grown by MBE on (100) semi-insu-
lating GaAs substrates, is as follows (see inset of Fig. 1): a
300 nm Si-doped GaAs layer n = 2 × 1018 cm−3; 100 nm
of Si-doped GaAs n = 2 × 1017 cm−3; an undoped intrinsic
i region consisting of a 20 nm GaAs spacer layer, a 6 nm
GaAs QW formed between two 5 nm AlAs barriers, and a
10 nm GaAs spacer layer; the top 50 nm Ga1−xMnxAs layer
with x = 3% was grown at 250 ◦C. We have also studied a
control sample of similar design, except that the Ga1−xMnxAs
layer was replaced by a 1µm layer of carbon-doped GaAs p =
2×1018 cm−3. We have studied both annealed and unannealed
devices. Annealing has been shown to significantly reduce
compensation in Ga1−xMnxAs through Mni out-diffusion [2,8]
and can lead to hole densities close to the Mn concentration of
∼ 6 × 1020 cm−3 for x = 3% [9]. In this work, we only
consider samples that were unannealed or else annealed only
for a short time, ∼ 3 hours, at relatively low temperatures
T = 140 ◦C–180 ◦C. Under these annealing conditions, only a
small amount Mn interstitials diffuse out of the Ga1−xMnxAs
layer; therefore it can be considered as a source with constant
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concentration of Mni .

Experimental results and discussion

Figure 1 compares the low-temperature (T = 4.2 K) current-
voltage, (I (V )) curve of an unannealed p-i-n diode containing
the p-Ga1−xMnxAs layer with that of the control sample in
which the p-layer is doped with shallow carbon acceptors. For
the control sample, the strongest peak in I (V ) corresponds to
electron tunneling into the lowest conduction subband E1; the
three weaker peaks, HH1, LH1, and HH2, arise from resonant
hole tunneling [10] where LHn and HHn refer to QW subbands
with light (L) or heavy (H) hole character at wave vector k = 0
and n = 1, 2 is the subband quantum number, see Figure 2a.
In contrast, the diode incorporating the Ga1−xMnxAs layer re-
veals only a single resonance in I (V ) due to electron tunneling
into E1. To understand this unusual behavior we consider the
effect of the high density of MnGa acceptors on the electrostatic
potential profile of the diode.

Figure 2 shows a schematic diagram of the band edges of
the heterostructure at a voltage VFB corresponding to the flat-
band condition at which the electric field in the intrinsic re-
gion is zero. In this diagram, we assume that the band gap
of Ga1−xMnxAs is smaller than that of GaAs, as indicated by
recent experiments [7]. The potential step at the interface be-
tween Ga1−xMnxAs and the GaAs spacer layer is made up
of two contributions: the band-edge discontinuity due to the
smaller band gap of Ga1−xMnxAs, and the dipolar charge at
the edge of the Ga1−xMnxAs layer created by negatively ion-
ized MnGa acceptors and holes which diffuse into GaAs. Since
the chemical potential on the n-type side of the barriers is very
close (within a few meV) to the energy Ec of the GaAs con-
duction band edge, at V = VFB the hole chemical potential in
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Fig. 1. Low-temperature (T = 4.2 K) I (V ) curve of the p-i-n diode
containing the Ga1−xMnxAs layer (upper curve) and of the control
sample in which the p-layer is doped with shallow carbon acceptors
(bottom curve). The inset is a sketch of the layer composition of the
p-i-n diode containing the p-Ga1−xMnxAs layer.
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Fig. 2. (a) Schematic diagram of the conduction and valence band
edges of our p-i-n diode containing the p-Ga1−xMnxAs layer bi-
ased at V = VFB, for which the electric field in the intrinsic region
of the device is zero. (b) Schematic of the dynamics of photoex-
cited electrons and holes when the diode is biased at V < VFB.
(c) Low-temperature (T = 4.2 K) I (V ) characteristics for differ-
ent intensities of laser excitation P = 0, 4, 11, 18, and 35 W/cm2.
The inset shows the hole and electron resonances in the differential
conductance, dI/dV , plot for Pmax = 35 W/cm2. The right insets
show the intersection point, VFB, in photocurrent for our p-i-n diode
containing the p-Ga1−xMnxAs layer (top inset) and for our control
sample in which thep-type GaAs layer is doped with shallow carbon
acceptors (bottom inset).

Ga1−xMnxAs lies at a well-defined energy µp = eVFB below
Ec in the adjacent GaAs layers (see Fig. 3a). For V > VFB,
hole injection from Ga1−xMnxAs into the QW is inhibited by
the potential step at the Ga1−xMnxAs-spacer layer interface.
Hence the current is dominated by resonant transmission of
electrons through E1, as is evident from Fig. 1. These electrons
recombine with holes in the Ga1−xMnxAs and GaAs layers on
the p side of the diode, thus reducing further the density of
holes near the barrier that are available for tunneling into the
QW.

The hole chemical potential energy µp, is a key parame-
ter of our Ga1−xMnxAs heterostructure, which we derive from
the bias dependence of the PC response at T = 4.2 K. For
V < VFB, the photocreated electrons and holes are swept by
the electric field in opposite directions and form accumulation
layers adjacent to the tunnel barriers, see Fig. 2b. Since the
dark current is negligible for V < VFB, the current measured
under illumination is due to the photocreated carriers tunneling
through the barriers. The photocurrent is zero at the flat-band
condition, i.e., when V = VFB = µp/e, from which we de-
termine the position of µp. The photocurrent (PC) response
of the Ga1−xMnxAs diode exhibits a negative photocurrent at
biases below VFB = 1.410 V (Fig. 2c). The I (V ) curves mea-
sured under different excitation powers all intersect at VFB at
which the photocurrent is zero. We observe a similar PC ef-
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fect in our control sample, but the intersection point occurs
at a significantly higher bias, VFB = 1.514 V (right insets of
Fig. 2c). This corresponds to the hole channel being at an
energy µp = 1.514 ± 0.005 eV below the GaAs conduction
band edge at the flat-band voltage. This is close to the band
gap of pure GaAs at T = 4.2 K (Eg = 1.519 eV). The cor-
responding energy for the Ga1−xMnxAs diode is considerably
smaller, µp = 1.410± 0.005 eV. Hence, we deduce that there
is an interface barrier of height Uh = Ev − µp = 0.11 eV
between holes at up in the Ga1−xMnxAs layer and the valence
band edge, Ev = 1.519 eV, in the adjacent GaAs layers. This
barrier explains the absence of distinct hole resonant tunneling
peaks in the dark I (V ) curve of our Ga1−xMnxAs diode.

An particulary interesting interesting feature observed in
the annealed Ga1−xMnxAs RTDs is that they show a signifi-
cant tunneling current at V < VFB due to Mni diffusion from
top p-layer of Ga1−xMnxAs into i-GaAs layer. This current is
very dependent on the annealing temperature, and can be de-
scribed by a simple Mni diffusion model with coefficients ex-
perimentally derived for Mni out-diffusion from Ga1−xMnxAs
films [8]. By the careful selection of the annealing condi-
tions we can control the diffusion of Mni into the active region
of the RTD to create a small number of novel quantum dot,
QD, structures in the quantum well. Each of these is formed
by a nanocluster of Mni ions, which have diffused from the
Ga1−xMnxAs layer into the active region of the device. At
V < VFB we observe electron tunneling into the quantum states
of these dots as sharp resonant peaks on I (V ) [12]. Magneto-
tunnelling spectroscopy of these resonances reveals the elec-
tronic nature of these QDs. We find that the tunnelling electrons
are confined by a deep (∼ 0.1 eV) parabolic electrostatic po-
tential created by the charge of the Mni ions that make up the
nanocluster. Our magnetotunneling measurements [4] provide
detailed images in Fourier space of the probability densities
of quantum-confined 1s , 2px, 2py, . . . electronic eigenstates
of these QDs [12]. We also observe additional resonant peaks
in the current-voltage characteristics due to electron tunnelling
into the 1s ground states of the isolated Mni donors. The high
magnetic field Zeeman spin-splitting of the Mni donor ground
state indicates an isotropic g-factor, g = 2, and a significant
spin-spin interaction of the donor electron with the half-filled
d-shell of Mni [12].

Conclusions

We have studied a p-i-n light-emitting resonant tunneling diode
in which the p-type hole emitter is Ga1−xMnxAs p-layer with
x = 3%. The incorporation of substitutional Mn leads to a
significant modification of the electronic band. Photoconduc-
tivity measurements as a function of bias provide a means of
determining precisely the position of the hole chemical poten-
tial in the Ga1−xMnxAs layer with respect to the band edges in
adjacent GaAs layers. We found, that resonant-tunneling de-
vices with top Ga1−xMnxAs layer are very sensitive to the low
temperature (150 ◦C) annealing due to diffusion of interstitial
Mn into the tunnel barrier of the device. Magnetotunnelling
spectroscopy revealed the quantum-dot origin of the localized
energy states created by the Mn interstitials, and provide de-
tailed images in Fourier space of the probability densities of
quantum-confined electronic eigenstates. We also observe tun-
nelling into individual isolated Mni donor states showing sig-

nificant magnetic field Zeeman spin-splitting with an isotropic
g-factor, g = 2. This information should be of use in the design
and study of spintronic devices.
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Inducement and suppression of the Coulomb effects in elastic
2D-2D electron tunnelling in a quantizing magnetic field
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Abstract. Tunnelling between two-dimensional electron systems has been studied in the magnetic field perpendicular to the
systems planes. The satellite conductance peaks of the main resonance have been observed due to the electron tunnelling
assisted by the elastic scattering on impurities in the barrier layer. These peaks are shown to shift to the higher voltage due
to the Coulomb pseudogap in the intermediate fields. In the high magnetic fields the pseudogap shift is disappeared.

Introduction

Coherent 2D-2D tunnelling is well known to have a resonance
when subband energies E01 and E02 coincide in both two-
dimensional electron systems (2DESs). Quantizing a lateral
motion of electrons a normal magnetic field sharpens the co-
herent resonance and produces a series of satellite resonances
originated from tunnelling between Landau levels (LL) with
different numbers assisted the elastic scattering on impuri-
ties [1]. The condition of the elastic 2D-2D tunnelling is the
following: E01 − E02 = kh̄ωc. Here k is an integer num-
ber, ωc is the cyclotron frequency. In other words in tunnel
spectra the nearest satellites are separated by a voltage interval
Vc = h̄ωc/e. This single particle picture ignores many-body
effect such as the Coulomb pseudogap (CP) that provides an
additional voltage shift of the coherent resonance [2]. The
pseudogap is originated from relaxation processes induced by
the tunnelling electrons. In other words the tunnelling electron
should have an additional energy to spend it on the relaxation
therefore tunnelling is suppressed at low energies. This sce-
nario is valid while the tunnelling time is very short in compare
with the relaxation times. The interesting question is what hap-
pens if the relaxation will take part in tunnelling of electrons.
To clarify the question it is suitable to investigate processes
providing peak features in the tunnel spectra. The features of
the elastic 2D-2D tunnelling are such kind of features. Here
the Coulomb effects is reported to be revealed and studied in
elastic 2D-2D electron tunnelling. In particular an inducement
and a suppression of the Coulomb effects have been observed
in a quantizing magnetic field.

1. Experiment

The investigated tunnel diodes represented columns wet-etched
in a single barrier heterostructure of GaAs/Al0.3Ga0.7As/GaAs
type. The barrier layer was of 20 nm thickness and doped
with Si at the middle. Due to the donor ionization the 2DESs
accumulate on both side of the tunnel barrier in the undoped
spacer layers of 70 nm thickness. The resistance of the spac-
ers was quite low in compare with the barrier one. This pro-
vided common Fermi levels in 2DESs and adjacent contact
n+-GaAs regions. The potential profile of the heterostructure
is shown in Figure 1. The symmetry of the structure is sup-
posed to be a result of the dopants diffusion during the crystal
growth. The conductance-voltage dependencies are shown in
Figure 2 at different magnetic fields. At zero field the con-
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Fig. 1. The potential profile of the conductance-band bottom of the
heterostructure under investigation with the quantum levels calcu-
lated self-consistently.

ductance peaks are the coherent resonant those. In particular
the peak at Vb = 3 mV corresponds to the 0-0 resonance, i.e.
E01 = E02 and peak at Vb = −12 mV takes place when
E01 = E12. The electron concentrations were determined
from magneto-oscillations of the tunnel current at low bias
voltages and from the voltage position of the current peak
at zero magnetic field. They are n1 = 3 × 1011 cm−2 and
n2 = 5 × 1011 cm−2 the mobilities can be also estimated
as µ1,2 ≈ 50000 cm2/Vs [3]. The I-V curves of the tunnel
diodes demonstrate a nonmonotonous magnetic dependence
of the coherent-resonance position. The voltage dependencies
of the tunnel conductance have pronounced satellite resonances
or the conductance peaks shown in Figure 2. The satellite peaks
also have nonmonotonous magnetic dependencies resembled
the coherent resonance one (see Fig. 2).

2. Discussion

The triangles in Figure 2 follow the coherent peak position.
The circles show the expected values for the first satellite peaks
separated from coherent one at V±s = ±h̄ωc/e. One can see
that the expected positions are in quite good agreement with
experimental ones at the positive voltage polarity (filled circles
in Fig. 2) and in disagreement with those at negative polarity
(empty circles in Fig. 2) at least for the magnetic field range
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Fig. 2. Tunnel conductance-voltage dependencies at different mag-
netic fields in combination with the peaks positions magnetic depen-
dencies. The curves are shifted to correspond magnetic field scale B,
i.e. with step being proportional to the field that.

B ∈ (6 T ; 11 T ). It is interesting to note that the deviation can
be cancelled with an additional voltage shift depended upon
magnetic field. So if one supposes V−s ≈ −1.5h̄ωc/e the
data coincidence will be better (see. squares at the negative
voltage in Fig. 2). Such shift can be explained by the CP. In
this case the positive satellite shifts together with the coherent
peak and the energetic interval between them remains the same
eV+s = h̄ωc. As for the negative satellite it is experienced
the reverse shift and the energetic distance is increased on the
double value of the CP eV−s = −h̄ωc − 2(C . The value of
the CP can be estimated from the splitted coherent peak at very
high magnetic fields . At these fields both 2DESs have the only
one populated LL. Under this ultraquantum limit the resonant
voltage should be zero [3]. In this case deviation originates only
from the CP. Hence one can easy estimate the CP as a value
of the deviation, i.e. (C ≈ 0.3h̄ωc. Thus one can justify the
large value of V−s . The next interesting feature appears at high
magnetic fields B > 11 T where both the empty circles and
the squares have lack to describe the satellite peaks positions.
Moreover each peak has splited on a strongly and a weakly
field depended ones. The strongly field-depended peaks follow
to the cyclotron lines, i.e. eV±p = ±h̄ωc (see solid lines in
Fig. 2). They can be considered as elastic satellites without
the CP shift. The weakly depended peaks can be assigned to
resonant tunnelling between the ground and the first excited
subbands. Thus we can interpret the experimental data as a
suppression of the CP effect on elastic peaks. Such suppression
can be expected because, when the LL energy exceeds the first
excited subband one, the intensive inter-subband scattering can
decrease an electron life-time on the LL, i.e. the relaxations

becomes faster, and thus decrease the role of the Coulomb
effects.

Conclusions

The Coulomb pseudogap has been found to cause an additional
voltage shift of the conductance peaks originated from 2D-2D
tunnelling assisted by the elastic scattering. The disappearance
of the shift has been also observed in the strong field when
h̄ωc > E12 − E02 (see Fig. 1). The appearance of the CP
effects means that elastic tunnelling is still quite fast in compare
with lateral relaxation. The effect disappearance takes place
probably due to the additional relaxation process, i.e. inter-
subband scattering, becomes significant.
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Abstract. We report the results of UHV STM investigations of tunneling current noise spectra in vicinity of individual
impurity atoms on the InAs(110) surface. It was found out that the power law exponent of 1/f α noise depends on the
presence of impurity atom in the tunneling junction area. This is consistent with proposed theoretical model considering
tunneling current through two state impurity complex model system taking into account many-particle interaction.

Introduction

Up to now the typical approach to 1/f α noise problem con-
sists of “by hand” introducing of the random relaxation time
τ for two-state system with the probability distribution func-
tion A/τα0 . Therefore the averaged over τ0 noise spectra of
two-states system has power law singularity. But the physical
nature and the microscopic origin of such probability distribu-
tion function in general is unknown. Although the current noise
gives a basic limitation for the performance of scanning tunnel-
ing microscope, only the limited number of works was devoted
to study 1/f α noise. Park et al [1] and Stoll et al [2] have an-
alyzed the STM data obtained above the surface of pyrolytic
graphite. The power low exponentα equal to about 1.4 has been
determined in [2]. Coulomb blockade as one of the sources of
1/f α noise generation is considered in [3]. The other possible
mechanism is the process of atomic adsorption/desorption on
the sample/tip surface in the region of tunneling contact [4].
In [5] the 1/f α tunneling current noise is explained in terms of
surface diffusion of molecules adsorbed in the tunneling con-
tact area. To the best of our knowledge tunneling current noise
STM measurements were performed only for relatively simple
surfaces like gold, graphite etc. Our main goal was to clarify
the microscopic origin of 1/f α noise. The main question in
this context is how the different impurity atoms on the surface
or subsurface layers and the surface defects are influencing
tunneling current noise spectra.

1. Experimental

We have used specially prepared InAs slabs (2× 2× 4 mm3),
which were cleaved in situ in UHV conditions. In the first
set of experiments the S doped InAs (n-type bulk conductiv-
ity) single crystals were investigated. The chemical doping
concentration was 1.5 × 1018 cm−3. In the second set of ex-
periments the Mn doped InAs (p-type bulk conductivity) single
crystals were investigated. The chemical doping concentration
was 1.4 × 1016 cm−3. In all our measurements the tunneling
bias voltage was applied to the sample, while the STM tip was
virtually grounded. The presented results were obtained with
a tungsten STM tips. During the sample cleavage the pressure
in the UHV chamber was always lower than 1 × 10−10 torr.
To properly select the set point for the STM tunneling current
noise measurements we have performed the spatially resolved

1.7 nm

(b) (c) (d)

(a)

Fig. 1. (a) High-resolution STM topographic image of S-dopant
atom on the InAs(110) surface [Vs = −1.16 V, I = 30 pA]. The
current image of S dopant atom on InAs(110) surface at (b) −0.91;
(c) −0.20; (d) 0.46 V bias voltage. Scan area is 10×10 nm.

tunneling spectroscopy experiments. To maintain high signal
to noise ratio these experiments were carried out in the current
imaging tunneling spectroscopy (CITS) mode.The slice of two-
dimensional array of I(V) curves at certain value of bias voltage
represents the spatial distribution of tunneling current at fixed
tip-sample separation (current image). These current images
give information complementary to the information which is
contained in normal constant current STM (topography) image.

Because we are interested in tunneling current noise char-
acteristics above defect free area as compared to the region of
impurity atom we used the following procedure of the bias set
point selection. We chose the bias voltage for current noise
measurements at which the contribution from dopant atom on
current image has its maximum. This means that the spot on
current image caused by the presence of dopant atom is the
most bright. Interesting to note that in cases of InAss and
InAsMn the bright spot on current image is clearly visible in
wide bias voltage range approximately corresponding to the
band gap range.
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Fig. 2. (a) High-resolution STM topographic image of Mn-dopant
atom on the InAs(110) surface [Vs = 0.77 V, I = 30 pA]. The
current image of Mn dopant atom on InAs(110) surface at (b)−1.00,
(c) 0.15, (d) 0.48 V bias voltage. Scan area is 12.6×12.6 nm.

The typical high resolution filled states STM images of
S and Mn individual impurities on the InAs(110) surface are
shown on Fig. 1(a) and Fig. 2(a) correspondingly. Let us note,
that both dopant atoms look on the occupied states STM im-
ages as round protrusions approximately 1 Å in height. The
localization radius can also be estimated from STM images.
In both cases it roughly equals to 40 Å providing high residual
conductivity of our samples. The current images of S dopant
atom on the InAs(110) surface at different values of bias volt-
age are shown on Fig. 1(b), (c), (d). The most remarkable
contribution from dopant atom to the current image occurs at
−0.2 V bias voltage (Fig. 1(c)). The behavior of Mn dopant
atom on the InAs(110) surface is slightly different from the
behavior of S impurity atom partially due to the fact that in
our case InAsMn has p-type of bulk conductivity. The current
images of Mn dopant atom on the InAs(110) surface at dif-
ferent values of bias voltage are shown on Fig. 2(b), (c), (d).
The most remarkable contribution from dopant atom to the cur-
rent image occurs at 0.15 V bias voltage (Fig. 2(c)). Based on
this analysis the following set points values Vs for tunneling
current noise measurements were chosen: Vs = −0.2 V for
InAss, Vs = +0.15 V for InAsMn. The tunneling current value
used for feedback stabilization of the tip-sample gap is equal
30 pA in all cases. It is important to note that input stage of our
tunneling current preamplifier built with Burr–Brown OPA602
operational amplifier does not limit the resolution of our mea-
surements. We have found that both for InAss and InAsMn the
power law exponent is different for measurements above defect
free surface area and above impurity atom. For InAss the power
law exponent α measured above clean surface is equal to 0.89
whereas above dopant atom it has value 1.16. For InAsMn the
power law exponent α measured above clean surface is equal
to 1.04 whereas above dopant atom it has value 0.75. One can
see the difference in the behavior of the power law exponent in
cases of InAss and InAsMn. While moving from the impurity
atom to the clean surface α is decreasing for InAss sample. The
opposite situation was observed for InAsMn surface. The α is
increasing when moving away from dopant atom. The model

Tp2

Tp1 Tk2

Tk1
T

ε1

ε2

EF

EF − eV

Fig. 3. Schematic diagram of tunneling through states localized on
impurity atom and on the STM tip apex.

system (Fig. 3) can be described by hamiltonian Ĥ :

Ĥ = Ĥ0 + ĤT + Ĥint ,

Ĥ0 =
∑
k

(εk − eV )c+k ck +
∑
p

εpc
+
p cp +

∑
i=1,2

εia
+
i ai ,

ĤT =
∑
k,i

Tkic
+
k ai +

∑
p,i

Tpic
+
p ai + T

∑
a+1 a2 + h.c.,

Ĥint =
∑
k,k′
W1c

+
k ck′a1a

+
1 +W2c

+
k ck′a2a

+
2 .

For clean surface one should put Tp2 = 0, ε2 = 0, T = 0,
W2 = 0, Tk2 = 0, ε1 = eV , if ε1 is connected with the tip
apex state. Re-normalization of Tk1 due to switching “on” and
“of ” ofW1, gives the low frequency contribution to S(ω) above
clean surface:

Sclean(ω) =
(
ξ0

ω

)−W1ν

.

The low frequency noise spectra above impurity can be esti-
mated as:

Simp(ω) ∼ S1(ω)S2(ω) ∼
(
ξ0

ω

)−(W1+W2)ν

.

αimp = −(W1 +W2)ν .

This model qualitatively describes the observed experimental
results.
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Abstract. We investigate the effect of an applied magnetic field on resonant tunneling of electrons through the bound states
of self-assembled InAs quantum dots (QDs) embedded within an (AlGa)As tunnel barrier. At low temperatures (≤ 2 K), a
magnetic field B applied either parallel or perpendicular to the direction of current flow causes a significant enhancement of
the tunnel current. For the latter field configuration, we observe a strong angular anisotropy of the enhanced current when B
is rotated in the plane of the quantum dot layer. We attribute this behavior to the effect of the lowered symmetry of the QD
eigenfunctions on the electron-electron interaction.

The Fermi-edge singularity (FES) is a many-body interac-
tion effect, which has been observed in a variety of systems, in-
cluding X-ray absorption in metals [1] and photoluminescence
from semiconductor quantum wells (QWs) [2]. Theoretical
work by Matveev and Larkin predicted the existence of an FES
for the case when electrons tunnel through a localised state in
a potential barrier [3]. An electron tunneling into a localized
level generates a scattering potential for the electrons in the
contact leads. The change of occupation of the localized level
during the tunneling leads to a change in the scattering poten-
tial and a power-law singularity in the electron tunneling rate.
A strong dependence of the FES on a magnetic field, B, applied
parallel to the direction of current flow has been observed in
quantum dot tunnelling experiments. For electron tunneling
into a QD from a low-density two-dimensional electron gas
(2DEG), the current was observed to depend in an oscillatory
manner on the Landau level filling factor of the 2DEG [4],
whereas for the case of tunneling from a three-dimensional
(3D) Fermi sea, the current was strongly enhanced at high mag-
netic field due to the effect of partial spin polarization of the
electrons [5].

In this paper, we investigate how the tunnel current through
a QD at low temperatures is influenced by magnetic field. We
examine not only the B ‖ J geometry, but also when B is
perpendicular to J. For B ⊥ J, we observe an unexpectedly
strong angular anisotropy in the FES when B is rotated in the
plane of the QD layer.

The sample studied was a single-barrier 8 nm GaAs-
Al0.4Ga0.6As-GaAs heterodiode, grown by molecular-beam
epitaxy on (100)-oriented Si doped n-GaAs substrate. InAs
quantum dots were grown on the center plane of the barrier
using the Stranski–Krastanow growth mode, producing a dot
density of 2× 1011 cm−2 with a typical size 10 nm.

Figure 1 shows I(V) curves for a 50µm diameter mesa mea-
sured at T = 0.5 K. The peaks labeled A, B, C and D, are ob-
served in forward bias between 8 and 50 mV. We attribute each
peak to resonant tunneling of electrons from the emitter Fermi
sea into a discrete state of a QD. The peak current increases
only slightly with decreasing temperature, indicating that for
B = 0 the FES is weak even at T = 0.4 K. But we observe the
anomalous enhancement of the tunneling through quantum dot
in a magnetic field both the parallel and the perpendicular to
the current attributed to a many-body contribution which arises
due to the strong interaction of a tunnelling electron with the
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Fig. 1. I(V) curve at T = 0.5 K and B = 0 T for a mesa diode
of diameter 50 µm. The inset shows schematically our coordinate
scheme relative to the crystallographic axes and electron tunneling
through a QD in forward bias.

Fermi sea in the emitter [6].
We now consider the magnetoanisotropy effects observed

for B ⊥ J. Figure 2 compares the B-dependence of peak A
for two different temperatures, 0.4 K (a) and 4 K (b). The field
is applied parallel to one of the 〈110〉 axes in the (001) plane
(to within ±5◦). As shown in Figure 2(c), a strong increase
of the peak current is observed at T = 0.4 K with increasing
B up to 6 T. When B is increased further, the peak current
decreases and is quenched above 10 T. In contrast, at T =
4 K the magnetic field leads to an approximately monotonic
decrease of the amplitude of the peak current, similar to the
behavior observed previously for other QD devices investigated
at 4 K [7].

In order to investigate further the nature of the FES for the
B ⊥ J configuration, we have carried out a series of angular
anisotropy measurements for different orientations of B rela-
tive to the crystalline axes in the plane of the tunnel barriers.
The magneto-anisotropy of peak A at 4 K and 0.4 K when B is
rotated in the (001) plane is plotted in Figure 3. At 0.4 K we
observe a two-fold magneto-anisotropy of the FES enhance-
ment of peak A. The striking feature is that the enhancement
occurs predominantly when B is applied along one of the 〈110〉
directions of the (001) plane. The angular measurements have
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Fig. 2. Magnetic field dependence from 0 to 8 T of peak A in I(V)
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Fig. 3. I(V) characteristic at the perpendicular to the current mag-
netic field of 8 T at T = 0.4 K. Inset: angular dependence of the
peak current (stars — at T = 0.4 K, solid line — at T = 4 K).

allowed us to receive two completely unexpected results, which
one could not be forecast within the framework of the existing
theories. At first, as it is visible from a Fig. 3, the amplitude FES
has very strong angular dependence. Secondly, the anisotropy
of FES is reflection of an anisotropy of wave function of the
quantum dot. Should be noted that that FES and wave function
of the QD demonstrate identical type of the anisotropy, despite
of sharp difference of dependences of the peak current from
value of magnetic field in high and low temperature cases.

The FES arises from the response of the electrons in the
emitter Fermi sea to the change in charge on the dot when

an electron tunnels into and out of it. The anisotropy of the
FES enhancement indicates that this many-body interaction is
strongly influenced by the anisotropic confinement potential
of the QDs. In particular, the appearance of a partial 2px-like
character in the lower temperature (T = 0.4 K) anisotropy plot
of peakA in Figure 3 may arise from a virtual tunneling process
through the first-excited state (2px-like) and then down to the
ground state (1s-like) of the dot, mediated by interactions with
electrons in the emitter Fermi sea.
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New MBE fabricated structure for tunneling spectroscopy
of 2D electron system in GaAs with near-to-surface δ-layer
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Abstract. The tunnel structures Al/δ-GaAs with high quality Al/(100)GaAs interface were grown by molecular beam
epitaxy under RHEED control. The 2D subbands in GaAs δ-doped layer and many-particles effects were observed in
tunneling spectroscopy measurements on Al/δ-GaAs junctions at low temperatures.

Introduction

The experimental information on size-quantized states in semi-
conductor structures is generally obtained from optical and
magnetotransport measurements. During the recent years tun-
neling spectroscopy method (TSM) [1] is becoming widely
recognized. Unlike magnetotransport measurements capable
of investigations of occupied states only, TSM allows to study
both occupied and empty states. The resolution of TSM is
comparable with optical methods. TSM allows to determine
the energy level positions of semiconductor structures with the
precision of several hundred µV at helium temperatures from
tunneling spectra. The Al/δ-GaAs tunnel structure (Fig. 1)
is an important object for the TSM investigation of a two-
dimensional electron system (2DES). The tunnel barrier of the
structure is embedded in GaAs and a quantum well with the
confined 2DES originates from δ-doped GaAs layer. A high-
quality Al/GaAs interface can be produced by molecular beam
epitaxy (MBE) [2–4]. However the possibility of Al/GaAs het-
erointerface application for tunnel structures was never consis-
tently studied before. In this work we report the growth of
Al/δ-GaAs heterostructures by MBE. We study the possibility
of GaAs epitaxial layers parameters determination from tun-
neling measurements. We also show that the structures can be
successfully used for many-body effects observations [5–7].

Experimental results and discussion

The Al/δ-GaAs tunnel structures were prepared on semi-insu-
lating (100) substrate by MBE. The near-to-surface Si δ-doped
layer was formed at the distance about 20 nm under Al/GaAs
interface. The density of the Si atoms in the δ-layer was
(5−9)× 1012 cm−2. Epitaxial Al-layer was grown directly in
MBE chamber after cooling of the GaAs substrate<100 ◦C un-
der reflection high-energy electron diffraction (RHEED) con-
trol [3,4]. Prior to the growth of Al layer Ga-stabilized recon-
struction (3×6) was established on GaAs surface. RHEED pat-
terns evidenced island growth mechanism on the initial stages

Al 45 nm

GaAs 20 nm

GaAs

δ- Si

Fig. 1. Schematic model of Al/δ-GaAs tunnel structure.

Fig. 2. RHEED pattern of Al surface, E = 15 keV, [010] azimuth.

of Al growth with a part of the islands randomly oriented. As
the formation of an Al film took place, preferred orientation
of Al became evident. The Al-layer showed an orientation of
{100} on {100} GaAs surface with a rotation of 45◦ about the
[100] axis. The Al layer is rotated in order to accommodate the
mismatch between Al and GaAs lattices, as Al doubled lattice
constant (8,0992 Å) is almost equal to GaAs unit cell diagonal
(7,9948 Å). The RHEED pattern in the [010] azimuth is shown
on Fig. 2. The pattern is typical for a monocrystalline flat sur-
face. However, the patterns in the principal azimuths showed
side reflexes, indicating the presence of misoriented areas.

Atomic force microscopy (AFM) observations (Fig. 3) indi-
cated the presence of preffered orientation observed by RHEED
on Al surface. Surface defects obvious on AFM images are
supposed to be the regions with other orientations. Despite
the presence of the surface defects, the quantum properties of
Al/GaAs Schottky barrier were observed on samples with quite
large surface area. This fact may prove that Schottky barriers
properties do not depend dramatically on Al film orientation.

Al/δ-GaAs tunnel junctions with Al-gate area A from 1 to
0.01 mm2 were formed and Au-Ge-Ni ohmic contacts to δ-
layer were prepared. The 2D electron densities n2D in δ-layer
of the junctions were obtained in (5−20)× 1011 cm−2 range.
The high quality of the tunnel junctions was demonstrated by
the measurements of the tunneling spectra (TS) at temperatures
range 0.3–4.2 K.

The energy positions of subbands in the δ-layer were mea-
sured and many-particles singularities were observed in TS.
The tunnel conductance σ = dI/dU and TS (dlnσ/dU ) are
shown on Fig. 4 (for A = 0.01 mm2 and T = 4.2 K) where
arrows mark the energiesEi of subbands in δ-layer (dips in the
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Fig. 3. AFM image of Al surface.
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Fig. 4. Tunnel conductance σ = dI/dU and tunneling spectrum
(d ln σ/dU ) for Al/δ-GaAs tunnel junction at T = 4.2 K.

TS) and bias voltage U = 0 is a position of Fermi level EF in
the 2DES.

The occupied levelE0 is situated atU > 0 and the subbands
from E1 to E9 are empty states of the δ-layer (U < 0 and
electron tunneling to 2DES). The value EF − E0 = 20 meV
(n2D = 5 × 1011 cm−2) for this junction is equal to Fermi
energy of the 2DES. The measured subbands energies are in a
good agreement with the self-consistent calculations of the TS
for the junction [5].

The new effects (the persistent tunneling photoconductiv-
ity [5], the reflection of tunneling electrons near LO-phonon
emission threshold [6,7] and the intersubband polaron cou-
pling [7]) were found in TS experiments and the effects like
negative differential conductance [7] were predicted in the
junctions [9]. It was shown that the parameters of tunnelling
barrier, of δ-doping layer and of the residual dopant in the epi-
taxial GaAs, obtained during MBE growth, can be found from
the tunneling spectroscopy experiments. The superconducting
gap in the tunneling density of states of Al-gate of the junctions
was also observed at T < 1.1 K in TS [8].

Acknowledgements

The work was supported by the RFBR, the RAS Fundamen-
tal researches and Russian Science and Innovations Federal

Agency grants.

References

[1] E. L. Wolf, Principles of Electron Tunneling Spectroscopy, (Ox-
ford: Oxford Univ. Press), 1985.

[2] S. J. Pilkington and M. Misson, Journal of Crystal Growth 196,
1 (1999).

[3] G. M. Vishnevetskiy, E. V. Glazyrin, I. A. Soubbotin,
E. M. Pashaev and I. P. Kazakov, Proc. of Fundamental and
Applied Problems of Modern Physics, Demidov Forum (Rus-
sia, Moscow, 2006), 87.

[4] I. P. Kazakov, V. I. Vdovin, G. M. Vishnevetskiy, E. V. Glazyrin,
E. M. Pashaev and I. A. Soubbotin, Proc. of XII National Con-
ference on Crystal Growth (Russia, Moscow, 2006), 371.

[5] I. N. Kotel’nikov, S. E. Dizhur, M. N. Feiginov, N. A. Mor-
dovets, Semiconductors 40, 839 (2006).

[6] I. N. Kotel’nikov and S. E. Dizhur, JETP Lett. 81, 458 (2005).
[7] S. E. Dizhur, I. N. Kotel’nikov and E. M. Dizhur, Journal of

Commun. Technology and Electronics 51, 588 (2006).
[8] I. N. Kotel’nikov, E. M. Dizhur, A. N. Voronovsky, and

S. E. Dizhur, Proc. of 14th International Symposium “Nanos-
tructures: Physics and Technology” (St Petersburg, Russia,
2006), 352 (2006).

[9] M. N. Feiginov, Appl. Phys. Lett. 81, 930 (2002).



15th Int. Symp. “Nanostructures: Physics and Technology ” 2DEG.01i
Novosibirsk, Russia, June 25–29, 2007
© 2007 Ioffe Institute

Enhancement of electron drift velocity by localization
of interface phonons in a HEMT channel
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Abstract. A new approach for the reduction of the scattering rate of electrons by polar optical phonons in the double
heterojunction quantum well based on the phonon localization in narrow phonon wells is proposed. The enhancement of
electron mobility in the HEMT Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As channel by inserting thin (1 ML) InAs phonon barriers is
observed experimentally.

Introduction

In double barrier heterostructures the electron scattering rate by
confined polar optical (PO) phonons radically decreases with
decreasing a width of a quantum well (QW) [1,2]. However,
this decrease is overcompensated by the strong increase of the
electron scattering rate by interface (IF) phonons [3,4].

In this report, the possibilities of the essential decrease
of the IF phonon scattering rate by the localization of the IF
phonon potential inside the QW are considered.

1. Localization of interface phonons

Figure 1 shows schematically the 2D double barrier heterostru-
cture, in which electrons are confined in the QW layer of the
materialA between two barrier layers of the material B. In the
case when the bulk longitudinal PO phonon frequencies in the
materials A and B are different, the PO phonons are confined
as well as electrons in the layer A. The phonon confinement
is accompanied by the rise of IF phonons. In narrow QWs,
the electron scattering by the IF phonon potential becomes a
predominant mechanism.

The IF phonon potential function

ϕq = Fϕ(z), (1)

where F is the phonon amplitude, and ϕ(z) is the dependence
of the phonon amplitude on direction z perpendicularly to a
layer plane, obtained from the Laplace’s equation.

Frequencies of IF phonons are obtained from the border
conditions:

εA(ω)
∂ϕq

∂z
= εB(ω)

∂ϕq

∂z
at ± LA

2
, (2)

z

B1 A B2

0

● ● ● ●

● ● ● ●

●

●

ϕIF( )z

LB1 LB2LA

ϕB1 ϕB2
F rightϕ

F leftϕ

LA/2−LA/2

Fig. 1. Schematic view of the IF phonon potentials in the case of
localization, Fϕleft and Fϕright, and without localization, ϕIF.

where for binary semiconductors:

εA(ω) = ε∞A
ω2 − ω2

LA

ω2 − ω2
TA

,

εB(ω) = ε∞B
ω2 − ω2

LB

ω2 − ω2
TB

, (3)

where ε∞A,B are the high-frequency dielectric permittivities,
ωLB , ωTB and ωLA, ωTA are the longitudinal and transverse
optical phonon frequencies in the barrier material B and in the
QW material A.

The solution of (2) gives two branches of IF phonon fre-
quencies: ωA and ωB. These frequencies are in the intervals:

ωLA > ωA > ωTA, ωLB > ωB > ωTB. (4)

This means that

εA(ωA) < 0, εB(ωB) < 0, (5)

and consequently, if the barrier materials B1 and B2 are identi-
cal, the potential waves with frequencies ωA and ωB are fully
reflected from the borders A/B. In that case, the IF phonon po-
tential is localized inside the layer A, and for the left interface
B1/A we can obtain:

ϕleft = e−qz − e+qze−qLA

e+qLA/2 − e−qLA/2e−qLA , (6)

and for the right side interface A/B2:

ϕright = e+qz − e−qze−qLA
e+qLA/2 − e−qLA/2e−qLA , (7)

where q is the IF phonon wave vector in a QW plane.
The localized IF phonon potential amplitude, according to

the dielectric continuum model [4,5], is equal to:

F 2 = h

S
Fe, (8)

where S is the normalization area in a QW plane,

Fe =
[
q

(
∂εA

∂ω
coth

qLA

2
+ ∂εB

∂ω
coth

qLB

2

)]−1

, (9)

and depends on the phonon frequency and QW width.
Figure 2 shows the decrease of the localized IF phonon po-

tential amplitude with decreasing the QW width. Note that the
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Fig. 2. Dependence of factor Fe on the QW width LA at different
thickness of the barrier layer B for the GaAs/InAs/GaAs structure
at q = √2mω/h.

value of Fe = 1.79 for the bulk PO phonon is much larger than
for the localized IF phonon. This means that IF phonon local-
ization in a narrow phonon well strongly reduces the electron-
phonon scattering rate.

Note that a thin (LB → 0) phonon barrier does not generate
IF phonons (due to Fe → 0).

2. Electron-localized PO phonon scattering rate
in AlAs/GaAs/AlAs HEMT channel

We shall characterize the electron-PO phonon scattering rate
by [5,6]

W(ki) = W0

(
Nqv ± 1

2
+ 1

2

)

×
∫ 2π

0

∣∣∣∣
∫ +LA/2

−LA/2
ϕeiϕef ϕqν(q0, z)dz

∣∣∣∣
2

dθ, (10)

where

W0 = me2

2πh3 , Nq =
[
exp (h̄ων/kT )− 1

]−1
,

ϕei andϕef are the initial and final states of electron normalized
wave functions, respectively, ϕq(q0, z) is the phonon potential
function (see Eq. (1)), q0(θ) is the emitted (absorbed) phonon
wave vector. For simplicity, the electron intrasubband scatter-
ing is considered, and is assumedϕeiϕef =2/LAcos2(πz/LA).
The confined phonon wave function is assumed to be ϕC ∼
sin(nπz/LA).

Figure 3 demonstrates the calculated dependenceW(LA) for
the AlAs/GaAs/InAs/GaAs/AlAs double barrier HEMT chan-
nel with the inserted thin InAs barrier in the center of GaAs
QW and without the barrier.

The electron-localized IF phonon scattering rate weakens
in the narrow QW. Because of that, the electron-localized IF
phonon scattering rate does not compensate the strong decrease
of electron scattering rate by confined phonon. As a result,
the total scattering rate in the interval from LA = 12 nm to
LA = 5 nm decreases with decreasing QW width.

Especially, the great total scattering rate decrease is arisen
when the GaAs QW layer is divided into two narrow phonon
wells by thin (1 ML) InAs barrier for phonons.

0.0
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1.0×1012
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AlAs/GaAs/InAs/GaAs/AlAs

E = 40 meV

W
IF
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W
(s

)
−1

Fig. 3. QW width dependence of electron-PO phonon scattering
rate W in GaAs QW with the inserted InAs barrier, Wwith b, and
without it,Wout b. WC ,WIF,WBULK are the electron scattering rates
by confined, localized IF and bulk phonons, respectively. Electron
energy E = 40 meV.

Note that the scattering rate calculated using electron scat-
tering by bulk phonon approximation, WBULK, (Fig. 3) sig-
nificantly exceeds the real scattering rate. The widely used
electron-bulk phonon approximation can not be used in nar-
row QWs.

3. Experiment

The electron mobility in modulation doped (HEMT)
Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As structures with a thin GaAs
layer of thickness L = 12 nm containing three InAs barriers,
and without the barriers, was measured experimentally. One of
the barriers was inserted into a GaAS QW center and another
two — at the GaAs/AlGaAs heterojunctions (Fig. 4).

The mobility measured in the structure with the InAs bar-
riers is 1.1–1.2 times larger than the mobility in the structure
without the barriers. (Fig. 5).

The estimation of the electron mobility (µ = ∫
µf (E)dE)

using approximation

µ = e

2πm

1

W opt +W other
, (11)

whereW opt is the calculated mean values of electron-PO pho-
non scattering rate, shows that in the experimental structures,

GaAs 6 nm

GaAs 6 nm

GaAs  substrate

InAs
1 ML

Al Ga As  60 nm do ed Si0.2 0.8 p

AlGaAs undoped 10 nm

AlGaAs undoped 10 nm

Al Ga As  60 nm do ed Si0.2 0.8 p

n -GaAs 10 nm (Si ~4×10 cm )+ 18 −3

Fig. 4. Schematic view of the experimental structure
Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As with inserted thin (1 ML) InAs
phonon barriers.
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sured mobility in the Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As
structure without the InAs barriers, µout b, and in the
Al0.2Ga0.8As/InAs/GaAs/InAs/GaAs/InAs/Al0.2Ga0.8As structure
with the thin 1 ML InAs barriers, µwith b.

the electron-PO phonon scattering is not a dominant scatter-
ing mechanism. In the structures without the barriers at T =
300 K, the measured mobility µexp = 2000 cm2/Vs. This

means that at the calculated W
out b
opt = 2 × 1011 s−1, the scat-

tering rate by other scattering mechanisms can be estimated as
W other = 8.5× 1011 s−1. Then the estimation for the mobility
at T = 300 K in the structures with the InAs barriers, using
the calculated Wwith b

opt = 0.5 × 1011 s−1 gives the increased

mobility µwith b
estim = 2335 cm2/Vs.

Taking into account the increase of W opt with increasing
temperature due to the increase of the number of electrons with
the energy large than the optical phonon energy, the similar
estimation of the mobility in the structure with the barriers at
T = 340 K gives µwith b

estim (340K) = 3100 cm2/Vs.
The experimentally measured mobility in the structure with

the barriers is less than the estimated value of the mobility tak-
ing into account the increase ofWother, when InAs barriers are
inserted into the QW. But in any cases the mobility in the struc-
tures with the barriers is larger than in the structures without
the barriers.

The giant enhancement (1.7-times) of electron drift velocity
is experimentally observed at high electric fields (>103 V/cm)
in a wide GaAs channel (50 nm) of the Al0.2Ga0.8As/GaAs/
Al0.2Ga0.8As structure with the inserted thin InAs barriers (ev-
ery 6 nm) in a center of the doped (1018 cm−3) channel as
compared with the structure without the inserted InAs barriers.
That confirms the great increase of Wopt for the high energy
electron, when the strong mechanism with phonon emission
dominates over the scattering mechanismWother.
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Abstract. Behavior of plasmon spectrum in systems of different dimensionality is discussed. It is shown that unlike 2D and
3D cases in the spectrum of 1D plasmon the termination point is absent.

Introduction

Plasma oscillations in low-dimensional systems attract much
attention now, mainly, from the viewpoint of manipulations
with teraherz electromagnetic waves. The available experi-
ments with low-dimensional plasmons relate to the long-wave-
length limit when the spatial dispersion of the dynamical con-
ductivity can be neglected, and, furthermore, the quasiclassical
approximation is valid for calculations of the plasma response
function. In this limit (and for zero temperature) the Lan-
dau damping of plasmons vanishes. Modern progress in nan-
otechnology makes the fabrication of structures with typical
wavelength of plasmons in nanoscale topical. Correspond-
ingly, it becomes interesting to investigate the dispersion law
of plasma waves in the short-wave length regime, especially
in the vicinity of the termination point of plasmons spectrum.
In the present paper we consider (within RPA method) 1D
plasma waves in nanotubes and in a cylindrical quantum wire,
2D plasmons in a single electron sheet beyond the frames of
quasiclassical approximation. For the comparison we present
also our results for very well known 3D (bulk) plasmons but in
the vicinity of their termination point.

1. Plasma waves in nanotubes and quantum wires

Consider first a cylindrical nanotube with the single particle
spectrum of semiconductor type

εpz,l =
p2
z

2m
+ Bl2, (1)

where l = 0,±1,±2, . . ., B = 1/2mR2, m is the effective
mass, R is the tube radius and pz is the electron momentum
along the tube axis; we set h̄ = 1. The polarization operator
reads:

`(ω; q, n) = 1

4π2R

∑
l

∞∫
−∞
dpz

fpz−q,l−n − fpz,l
εpz,l−εpz−q,l−n−ω − iδ

,

(δ = +0). (2)

Here n and q are the plasmon azimuthal number and its mo-
mentum along nanotube, respectively, fpz,l ≡ f (εpz,l) is the
Fermi distribution function. After solving the Poisson equation
for a hole cylinder one arrives at the equation for plasma waves
dispersion relation

`(ω; q, n)In(qR)Kn(qR)+ maB

4πR
= 0. (3)

Here In(t), Kn(t) are the modified Bessel functions, aB =
κ/me2 is the effective Bohr radius (κ is the dielectric constant).

The exact analytical solution of Eq. (3) is possible for the
ultraquantum case, when only the lower subband (l = 0) is
populated; n and q remain arbitrary:

ω2
n(q) =

(
q2

2m
+ Bn2

)2

+ (qvF)
2

+qvF

(
2Bn2+ q

2

m

)
coth

(
πqaB

4In(qR)Kn(qR)

)
. (4)

In the long wavelength limit (qR � 1) one obtains from Eq. (4)
for n = 0 the 1D plasmon dispersion law with logarithmic
singularity:

ω2
0 =

2e2NLq
2

mκ
ln
γ

kR
, (5)

where NL = 2pF/π is the linear electron concentration, γ =
2/eC � 1.123, C ≈ 0.577 is the Euler’s constant.

A remarkable feature of the Eq. (4) is the absence of the
termination point of the plasmon spectrum when q tends to
infinity. The curve ω(q) asymptotically “presses” itself to the
curve qvF + q2/2m, which is the boundary of the continuum
of single particle excitations, but, in the contrast with 2D and
3D cases (see below) nowhere touches the boundary curve.
We interpret this as follows: in the 1D situation the decay of
plasmons in the electron-hole pairs is kinematically possible
only in the phase space of zero measure because all the three
quasiparticles must move along the one straight line.

For a cylindrical quantum wire one can obtain similar re-
sults. The spectrum of axial symmetric (n = 0) plasmon in the
wire with one populated subband reads:

ω2
0(q) =

q4

4m2 + (qvF)
2 + q

3vF

m
coth

(
πqaB

4I(qR)
)
, (6)

where I(x) is given by

I(x) = 4

1∫
0

dtt
J 2

0

(
x
(0)
1 t

)
J 4

1

(
x
(0)
1

) [ t∫
0

dt ′t ′J 2
0

(
x
(0)
1 t ′

)
I0

(
xt ′

)
K0(xt)

+
1∫
t

dt ′t ′J 2
0

(
x
(0)
1 t ′

)
I0(xt)K0

(
xt ′

)]
. (7)

Here x(0)1 ≈ 2.405 is the first root of the Bessel function J0(x).
At qR � 1 we again get the formula of type Eq. (5) with
another constant under logarithm:

ω2
0 =

2e2NLq
2

mκ
ln
γ1

kR
, γ1 ≈ 2.22. (8)
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Fig. 1. Spectrum of 1D plasmon in nanotube.

Of course, for q ≥ pF the effects of the Luttinger liquid
should be taken into account (see, e.g., [1]). However, the
specific feature of the 1D case is the existence of the Landau-
damping-free plasmons up to momenta of the order of pF that
is not the case in 2D and 3D systems.

2. 2D electron sheet

Despite of the enormous number of the works devoted to this
problem, to our best knowledge the RPA dispersion law of the
2D plasmons applicable for all values of q is not published till
now. The corresponding formula reads:

ω2(q) =
(
qvF + q2

2m

)2

+ q
(
8pFaB − 4q2a2

B − q3a3
B

)2

16a3
Bm

2 (qaB + 4)
.

(9)
The formula (9) is valid for q ≤ q0, where q0 is the positive
root of the equation:

8pFaB − 4q2a2
B − q3a3

B = 0. (10)

Eq. (10) determines the termination point of the plasmon spec-
trum, after which the Landau damping starts. In the “metallic”
limit pFaB � 1 the termination point is q0 � 2p1/3

F /a
2/3
B �

pF. We emphasize that the plasmons cease to be good quasi-
particles (because of the Landau damping) within the quasi-
classical domain q0 � pF, when the treatment of the electron
plasma as a continual medium is still valid.

From Eq. (9) it is easy to show that dω/dq|q=q0 = q0/m+
vF, i.e. the plasmon spectrum touches the bounding parabola
q2/2m+ vFq at the termination point.

3. Bulk plasmons

Analogous conclusions are true for the bulk plasmons. From
the textbook expression for longitudinal dielectric permittivity
(see, e.g., [2], page 204) one can write the dispersion equation

1+ πaBq
2

2pF
− g(ω+)+ g(ω−) = 0, (11)

where

g(ω)=m
(
ω2−q2v2

F

)
2q3vF

ln

(
ω+qvF

ω − qvF

)
, ω±=ω ± q2/2m.

The equation (11) is valid when the conditionω > q2/2m+qvF
is satisfied. This requirement leads to the following equation
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Fig. 2. Behavior of the plasmon spectrum in 2D and 3D systems.

for defining the termination point:(
1+ q

2pF

)
ln

(
1+ 2pF

q

)
= 1+ πq

2aB

2pF
. (12)

For pFaB � 1 we get q0 �
√
(2pF/πaB) ln (λpFaB) (λ is

the constant of the order 1) that is again q0 � pF. Hence, the
domain of validity of the Goldman asymptotic behavior ( [2],
page 206) is rather narrow

√
pF

aB
� q �

√
2pF

πaB
ln (λpFaB). (13)

By means of implicit derivation of Eq. (11) one can show that
the plasmon spectrum approaches the bounding parabola with
touch at the termination point, as it occurs in 2D case.
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Abstract. The effect of a DC electric field on the longitudinal resistance of highly mobile two dimensional electrons in
heavily doped GaAs quantum wells is studied at different magnetic fields and temperatures. Strong suppression of the
resistance by the electric field is observed in magnetic fields at which the Landau quantization of electron motion occurs.
The phenomenon survives at high temperature where Shubnikov de Haas oscillations are absent. The scale of the electric
fields essential for the effect is found to be proportional to temperature in the low temperature limit. We suggest that the
strong reduction of the longitudinal resistance is the result of a nontrivial change in the distribution function of 2D electrons
induced by the DC electric field. Comparison of the data with recent theory yields the inelastic electron-electon scattering
time τin and the quantum scattering time τq of the electrons at high temperatures, a regime where previous methods were not
successful.

Introduction

The nonlinear properties of highly mobile two dimensional
electrons in AlGaAs/GaAs heterojunctions is a subject of con-
siderable current interest. Strong oscillations of the longitudi-
nal resistance induced by microwave radiation have been found
at magnetic fields which satisfy the condition ω = n × ωc,
whereω is the microwave frequency, ωc is cyclotron frequency
and n = 1, 2. . . [1,2]. At high levels of the microwave excita-
tions the minima of the oscillations can reach values close to
zero [3,4,5,6]. This so-called zero resistance state (ZRS) has
stimulated extensive theoretical interest [7,8,9,10]. At higher
magnetic field ωc > ω a considerable decrease of magnetore-
sistance with microwave power is found [2,5,6] which has been
attributed to intra-Landau-level transitions [11].

Another interesting nonlinear phenomenon has been ob-
served in response to DC electric field [12, 13]. Oscillations
of the longitudinal resistance, periodic in inverse magnetic
field, have been found at DC biases satisfying the condition
n× h̄ωc = 2RcEH, whereRc is the Larmor radius of electrons
at the Fermi level andEH is the Hall electric field induced by the
DC bias in the magnetic field. The effect has been attributed to
“horizontal” Landau–Zener tunneling between Landau levels,
tilted by the Hall electric field EH [12].

In this paper we report a new phenomenon. We have ob-
served a strong reduction of the 2D longitudinal resistance in-
duced by DC electric field Edc that is substantially smaller than
that required for the “horizontal” electron transitions between
Landau levels [12, 13]. In contrast to the inter Landau level
scattering, the observed effect depends strongly on tempera-
ture.

1. Experimental

Two samples (GaAs quantum well wiith width 13 nm) were
studied with electron density n1 = 1.22 × 1016 m−2, n2 =
0.84×1016 m−2,and mobilityµ1 = 93 m2/Vs,µ2 = 68 m2/V s
at T = 2.7 K. The longitudinal resistance was measured using
a current of 0.5µA at a frequency of 77 Hz in the linear regime.
Direct electric current (bias) was applied simultaneously with
AC excitation through the same current leads (see insert to
Fig. 1).

Typical curves of the longitudinal resistance rxx are shown
as a function of the DC bias in Fig. 1 at two temperatures. At
high DC bias the resistance exhibits maxima that satisfy the
condition n × h̄ωc = 2RcEH, corresponding to “horizontal”
transitions between Landau levels [12, 13]. Another striking
feature is the sharp peak at zero DC bias which broadens as
the temperature is raised. The reduction of the resistance is
observed at high temperatures where no SdH oscillations are
present. This is quite different from what one expects for elec-
tron heating by the electric field. As shown in the insert to
Fig. 1, the resistance increases for higher temperatures, in con-
trast with the observed decrease with applied electric field.

From a theoretical perspective, nonlinear phenomena in
high mobility 2D electron systems can be conveniently sep-
arated into: (a) effects of electric field on the electron dis-
tribution function [10], and (b) effects of electric field on the
kinematics of electron scattering [8,9]. It was recently realized
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that the the first of these should provide the dominant contribu-
tion to the nonlinear response in 2D electron systems. Below
we will compare our results with this approach [10].

Relative to the Drude conductivity, σD, in zero magnetic
field, the theory predicts a longitudinal conductivity:

(σxx/σD = 2δ2
[

1− 4Qdc

1+Qdc

]
, (1)

where δ = exp(−π/ωcτq) is the Dingle factor, τq is the quan-
tum scattering time and the parameterQdc is

Qdc = 2τin

τtr

(
eEdcvF

ωc

)2 (
π

h̄ωc

)2

= I 2
dc

I 2
0

. (2)

Here τtr is the transport scattering time and vF is the Fermi
velocity. To compare with experiment we have expressed the
parameterQdc in terms of DC electrical current Idc.

The dependence of the width of the peak (I0) on magnetic
field is presented in Fig. 2 at different temperatures. At high
temperature kT > h̄ωc (h̄ωc/k = 18 K at B = 0.925 T),
the peak width varies considerably with magnetic field. The
approximately linear increase of the scale I0 with magnetic
field agrees with the theory.

The temperature dependence of the width of the peak is
shown in Fig. 3. At low temperatures the width of the peak is
found to be proportional to the temperature T . The solid lines
in the figure are theoretical curves plotted in accordance with
Eq. 1,2.
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Abstract. An unusual piecewise parabolic manetoresistance has been experimentally found in the two-dimensional electron
gas with a periodic triangular lattice of scattering disks — antidots. Transitions between the successive parabolic pieces are
abrupt, characterized by narrow intervals of magnetic fields compared to the widths of the parabolic pieces themselves. The
observed anomalous magnetoresistance is negative, its respective amplitude is not small, and it has a classical origin. The
unexpected piecewise parabolic behavior can be related to percolation properties of two-dimensional lattice or to the
classical memory effects. A proper understanding of the observed effect requires further theoretical study.

Introduction

Investigation of electron transport phenomena and scattering
in a two-dimensional electron gas (2DEG) attracts great atten-
tion of researchers. Recently, this interest is mainly caused
by phenomena exceeding the limits of the Drude approach,
leading to interesting experimentally observable effects. In the
present work we report on the observation of a new effect of
this kind found in the 2DEG with periodical lattice of scatters.
We have found that the magnetic field dependence of the sam-
ple resistance represents itself a piecewise parabolic function.
Unfortunately there is a lack of appropriate theory describing
such an unusual behavior. Thus our discussion, following the
detailed explanation of experimentally obtained results, will
be limited by comparative analysis of the closest theoretical
models.

Experimental results

Experimental samples were fabricated on the basis of the 2DEG
in AlGaAs/GaAs heterostructure with electron mobility µ =
300×103 cm2/V s and electron densityNS = 3−5×1011 cm−2

measured at temperature 4.2 K. The two-dimensional lattice of
periodically situated circular scatters — antidots — was created
using electron lithography method with subsequent anisotropic
plasma etching. The lattice of antidots has a triangular symme-
try. The period of the lattice is d = 0.6µm and lithographic di-
ameter of antidots 2a = 0.25µm. The lattice was placed at the
macroscopic Hall bar with dimensionsL×W = 100×50µm2.

The resistance was measured using standard lock-in tech-
nique at frequency 7 Hz, at ac current 10−8 A. Measurements
were carried out at temperatures 1.6–4.2 K, in magnetic fields
up to 1 T, directed perpendicular to the plane of the 2DEG. The
electron density in the sample was changed by LED illumi-
nation, which allowed to change the resistance of the sample
from 15 kOhms down to 1 kOhm.

A row of magnetoresistance traces Rxx(B) for dif-
ferent sample states, measured at temperature 3 K is plotted in
Fig. 1(a). We will characterize the state of the sample by its re-
sistance at zero magnetic field R0 = Rxx(0). All the measured
dependencies demonstrate negative magnetoresistance (NMR)
up to magnetic field values of 0.5−0.8 T. In low magnetic fields
in the range 0.05 < |B| < 0.2 T NMR has characteristic form
similar to the linear dependenceRxx(B) ∼ −|B|. Temperature
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Fig. 1. (a) Magnetoresistance of periodic lattice of antidots ex-
perimentally measured for different sample states. (b) Derivative
dRxx(B)/dB, obtained by numerical differentiation of experimen-
tal dependencies. Linear fits of dRxx(B)/dB for different magnetic
field regions (i ) are shown by solid straight lines.

measurements demonstrate that for all of the sample states the
observed NMR has weak temperature dependence only in the
small range of very low magnetic fields B < 0.02 T. This indi-
cates that the NMR in this range originates from the quantum
interference effects (weak localization). This range of mag-
netic fields is not considered in the present work. In the whole
magnetic field range of interest (0.02 < |B| < 1 T) the ob-
served NMR is temperature independent, which points to its
classical origin (non-weak localization).

For the detailed analysis of the magnetoresistance we have
plotted the derivative dRxx(B)/dB (Fig. 1(b)), obtained by
numerical differentiation of experimental dependencies. One
can see that in a wide region of magnetic fields |B| > 0.05 T
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for all of the sample states the derivative of the magnetore-
sistance is a piecewise linear function with very narrow tran-
sition regions between the pieces. For low resistance states
one can identify two linear regions of dR/dB in the ranges
0.05 < |B| < 0.17 T and 0.17 < |B| < 0.54 T, while for high
resistive states there is an additional inflection at B ≈ 0.38 T
followed by the third linear region extending up to B ≈ 0.9 T.
It should be also noted that for all of the sample states (both
high resistive and low resistive) all the lines extrapolating lin-
ear dependencies of dR(B)/dB in the second region intersect
at one universal point B ≈ 0.54 T. Based on the described
analysis of the derivative dR(B)/dB we can conclude that
the resistance is a piecewise parabolic function of magnetic
field, formed by the second order polynomials Ri(R0, B) =
ai(R0)+ bi(R0)B + ci(R0)B

2, where i corresponds to differ-
ent magnetic field regions. Moreover, at low magnetic fields
(i = 1) the derivatives dRxx(B)/dB are almost magnetic field
independent (c1(R0) ≈ 0 for all values of R0), and thus R(B)
can be considered as an almost linear function of magnetic
field.

A detailed analysis of the dependence R(B) in the vicinity
of the point of transition between two pieces of parabolas shows
that the width of this transitional region is only 10% of the width
of the pieces themselves or even less. Such an abrupt switch of
the system response resembles the behavior normally observed
at phase transitions.

Discussion

To our knowledge the described piecewise parabolic behav-
ior of the magnetoresistance was not reported for the similar
systems before. There is a lack of theory that could explain
the observed behavior completely. Let us consider theoretical
models which are the closest to the considered case.

Percolation approach

In terms of the percolation theory the conductivity of the con-
sidered triangular lattice of antidots can be considered as a
bond problem [1]. Namely, the triangular cavities between
three neighboring antidots are considered as “sites” while bot-
tlenecks (between two neighboring antidots), connecting ad-
jacent “sites” are considered as resistances (“bonds”). These
sites and bonds form a honeycomb lattice. The values of the
resistances (bonds) are distributed due to random impurities
and technological imperfections. The width of this distribution
is large, since the resistance of a narrow bottleneck is highly
sensitive to the deviations of electrostatic potential. Finally, to
form the problem in terms of the percolation theory assume that
the bonds with resistances larger than some typical value rc are
blocked while the rest are open. According to the percolation
theory [1], the probability x to find an unblocked bond deter-
mines the conductivity σ ∼ (x− xc)

t , where xc is the percola-
tion threshold and t is a corresponding critical exponent. For
the case of the 2D honeycomb lattice [1] xc ≈ 0.65 and t ≈ 1.2.
The bond resistances, and consequently the driving parameter
x are affected by the applied magnetic field x = x(B). Critical
magnetic field is thus x(Bc) = xc. The dependence σ(x) is
almost linear (t = 1.2), and to obtain the experimentally ob-
served linear dependence σ(B) one must assume that x(B) is
almost linear function. However, this assumption is too strong.
Moreover, the percolation model in this form cannot explain
multiple critical points observed in our experiment.

Memory effects

Another theoretical model, that can be also relevant to our case
is based on non-Markovian memory effects originating from
the anomalous diffusion of electrons along classical trajecto-
ries [2]. For the system of 2D electrons scattering on the ran-
domly distributed hard disks it is shown in [2] that memory ef-
fects arising in backscattering effects lead to the enhancement
of the resistance of the system at zero magnetic field compared
to the Drude model. Application of an external magnetic field
destroys the anomalous backscattering trajectories leading to
the linear negative magnetoresistance at intermediate magnetic
fields. The characteristic parameter of the model β0 = 2na2

(gas parameter), where n is the 2D concentration of discs, is
compared with dimensionless magnetic field β = ωcτ (ωc is
the cyclotron frequency, τ is the scattering time). The authors
of ref. [2] taking into account correlations ofN -th order found
that the function δρ(β)/ρ is a parabolic function of β with
different parameters for each region βN+1

0 < β < βN0 . This
behavior is very close to the experimentally observed ones, in-
cluding the presence of multiple critical magnetic field points
βN = βN0 . It should be noted that more detailed comparison
of the model with our experiment is impossible, since the de-
scribed theory is developed for the case of small values of gas
parameter β0 � 1, and consequently for |δρ|/ρ � 1, while in
our experiment β0 ∼ 1 and |δρ|/ρ ∼ 1. However, we believe
that the increase of β0 can only enhance the role of correlations
and the considered effect, and thus, the conditionβ0 � 1, taken
to simplify the calculations, is in this sense artificial.

A complete explanations of the described piecewise para-
bolic behavior of the magnetoresistance experimentally found
in the present paper requires further theoretical study.
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Abstract. A description is proposed for a low-density 2D electron system. In such a system, the correlation effects due to
the interaction between the charge carriers can play a significant role. The system is assumed to possess a short-wavelength
soft mode, which models the effect of the aforementioned interaction. The conductivity of the system depends not only on
the common impurity scattering of carriers, but also on the scattering of the Bose excitations (the soft mode), which leads to
an additional dissipation of the momentum of the system. The number of the Bose excitations varies with temperature,
which causes a temperature dependence of the conductivity. That is good for sufficiently low disorder (in the metallic
phase). But near the metal-insulator transition, the disorder effects become important. The possible way is to consider this
one in terms of a percolation theory. In our model, the initial structure is taken to be the skeleton of an infinite cluster.
Percolation paths are assumed to have regions where two phases having similar energies, namely, liquid (conducting) and
solid (nonconducting) phases, can compete with each other. The ratio of these phases changes as a function of the system
parameters and temperature. This behavior generates a change in the infinite cluster and results in the conductor-insulator
transition. The obtained temperature dependencies of resistivity agree qualitatively with experiments.

There is the well-known statement that, in disordered 2D
systems, all single-particle (electron and hole) states are local-
ized [1]; i.e., the metallic state in such systems is impossible.
But experiments show other picture (see, e.g., reviews [2,3]),
namely, the metallic state is possible for high-mobility samples.
The above-mentioned statement is correct for non-interacting
particles whereas the experiments have dealings with strong-
interacting carriers. However, the transition to insulating state
takes place as the carrier concentration decreases, apparently,
because of reduction of their Coulomb interaction which be-
comes smaller as compared with the influence of disorder.

In the concerned systems, the Coulomb interaction of car-
riers is much greater than their kinetic energy (the parameter
rS � 1). So it is the strong correlated liquid (so-called Wigner
liquid) and, under further increase of the rS, the Wigner crystal
is generated. It is natural to expect that just the strong cor-
relations result in substantial increase of resistivity with tem-
perature in metallic phase. This scenario is examined in the
Section 1. As regards the metal-insulator transition, this prop-
erty is essentially connected with disorder and is considered in
the Section 2.

1. Soft mode

In the Wigner liquid, there is a short-range order as in the
Wigner crystal. As a precursor of the crystallization, an ap-
pearance of the so-called soft mode is possible. If that is the
case, this one has a minimum at the finite momenta. That looks
like the roton minimum in the superfluid 4He. Similar assump-
tion about soft mode was used under construction of the theory
of liquid-crystal phase transition in 3He [4].

Thus, our basic assumption is following one: besides the or-
dinary for Fermi liquid excitations of Fermi type, in the Wigner
liquid, there are the Bose-type excitations corresponding to the
soft mode [5].

The spectrum
q of the Bose excitations is proposed in the
form


2
q = 
2

0 + v2
0(q − q0)

2 . (1)

Here, apparently, 
0 < εF, v0 ∼ vF, q0 ∼ pF (εF, vF, pF
are the Fermi energy, velocity, momentum correspondingly).
Further the assumption is made that q0 > 2pF therefore the
Bose excitations are the good, weakly damped ones.

So, the system under study contains two types elemen-
tary excitations. Both of them are scattered by the impuri-
ties, and the system loses its momentum through these two
channels. One can assume that, at low temperatures, as usual,
the contribution made by the Fermi excitations is temperature-
independent. This is not the case with the Bose excitations
because of the dependence of their numberNq on temperature:

Nq =
{

exp

q + qu
T

− 1

}−1

(2)

where u is the velocity of the system.
Let τ1 be the relaxation time by the Fermi excitations (pre-

sumably constant) and τ2 be the relaxation time by the Bose
excitations. For conductivity σ , we use the ordinary formula

σ = ne2τ

m
,

1

τ
= 1

τ1
+ 1

τ2
.

The calculations of τ2 give the result [5]:

1

τ2
= ni

n

q2
0

πm
{exp (
0/T )− 1}−1 ,

where ni is the impurity concentration.
The resistivity ρ = 1/σ at low temperatures, T < 
0, can

be represented in the form:

ρ ≈ ρ0 + ρ1 exp(−
0/T ) . (3)

In some experiments [6, 7], it is this type of temperature de-
pendence that is obtained for sufficiently low temperatures.
The experiments [6, 7] show that the value of 
0 (the T0 in
their designation) decreases as the density of carriers becomes
lower, which is quite natural for such a quantity: the role of
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the correlation effects increases with decreasing density, and
this leads to softening of the soft mode. At high temperatures,
it is necessary to take into account a change of the soft mode
spectrum [8], and as a result, the saturation of resistivity with
temperature is appeared.

2. Metal-insulator transition

For the clean system (without disorder), under decrease of
carrier concentration, the liquid-crystal phase transition takes
place (the Wigner crystal is generated). The point of absolute
instability of the liquid is the point 
0 = 0.

For disordered system, apparently when the interaction of
carriers with disorder become of order of the Coulomb inter-
action with each other, the metal-insulator transition happens.
(This transition is observed by way of the temperature behavior
of resistivity [1,2].) This kind of transition does not occur by
uniform manner because of fluctuations in impurity distribu-
tion. Therefore, we accept the percolation model to describe
the transition [9].

In the model, the main points are as follows: (i) closeness
to the percolation threshold, (ii) an infinite (percolation) clus-
ter as the initial object, and (iii) the variation of this cluster
with the system parameters and temperature due to the possi-
bility of formation (and competition) of different phases hav-
ing substantially different kinetic properties (e.g., conducting
and insulating phases). This behavior is local (in percolation
paths, in the bonds of the infinite cluster), which gives a global
conductor-insulator transition (throughout a sample).

We now analyze a bottleneck. Let εL be the energy of this
region in a liquid (conducting) state, and let εS be the energy of
this region in a solid (nonconducting) state. The corresponding
probabilities are defined by the conventional expressions

WL ∼ ηL exp(−εL/T ) , WS ∼ ηS exp(−εS/T ) ,

where ηL,S is the statistical weight of the corresponding phase.
The probability WS(ε) of the fact that a bond is blocked (a
region is solidified) is

WS(ε) = η

exp(ε/T )+ η , (4)

(η = ηS/ηL , ε = εS − εL) .

Naturally, a certain scatter of energies g(ε) is assumed to exist.
It is equal to

g(ε) = 1

(
√
π

exp

{
− (ε − ε0)

2

(2

}
. (5)

Here ε0,(, and η are the phenomenological parameters of the
theory. The parameter ε0 specifies the transition, since it passes
through zero near this transition.

Equations (4) and (5) are related to bonds that can be blocked.
Let the fraction of such bonds at a maximum be x0. Then, at
an arbitrary temperature, the fraction of blocked bonds xb is
defined by the integral

xb = x0

∫
dε

g(ε)η

exp(ε/T )+ η . (6)

In our model, it may be assumed that conductivity σ is
proportional to (x− xc), where x is the fraction of open bonds

whereas xc is its critical value. So, we have

σ ∼ (x − xc) = (1− xb − xc)

= (1− xc)

{
1− x0

1− xc

∫
dε

g(ε)η

exp(ε/T )+ η
}
.

At high temperatures (T � |ε0|,(), we should obtain a finite
conductivity, since this is an experimental fact. This gives a
condition for x0, which can be written as

x0

1− xc
= b 1+ η

η
, b < 1 . (7)

Finally, for resistivity ρ = 1/σ , we obtain

ρ∗(T ) = ρ(T )

ρ(∞)

= (1−b)
{

1− b
∫
dε

g(ε)(1+ η)
exp(ε/T )+ η

}−1

. (8)

The quantity ρ(∞) is the limiting resistivity at high tempera-
tures.

The theory contains certain phenomenological parameters
b, η, ( which, in the vicinity of the metal-insulator transition,
could be considered as the constants. As to the ε0, we can
expect that ε0 ∼ n−n0 near the transition. Here, n0 is a certain
purity-dependent concentration characteristic of a sample: the
higher the sample purity, the smaller the value of n0.

In the limiting case, (→ 0, from Eq. (8), we have:

ρ∗(T ) = (1− b) [exp(ε0/T )+ η
]

[
exp(ε0/T )+ η

]− b(1+ η) , (b < 1) .

As follows from this expression, a separatrix corresponds to a
point ε0 = 0 (at this point, the temperature dependence dis-
appears and the metal-insulator transition takes place). The
sign (and value) of ε0 affects the variation of resistivity with
temperature, in which connection, the case of ε0 > 0 (ε0 < 0)
corresponds to the metallic (insulating) state.
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The impact of spin-orbit coupling on the quantum Hall
quantization law in 2DEG subject to periodic potential:
Berry curvature and semiclassical dynamics
V.Ya. Demikhovskii and A. A. Perov
Nizhny Novgorod State University, Gagarin avenue, 23, 603950 Nizhny Novgorod, Russia

Abstract. We evaluate the distribution of Hall conductances of magnetic subbands formed in two-dimensional electron gas
with Rashba spin-orbit (SO) coupling placed in a periodic potential and perpendicular magnetic field. In this semiconductor
structure the spin-orbit coupling mixes the states of different magnetic subbands and changes the distribution of their Hall
conductances in comparison with the case of spinless particles. The calculations were made for semiconductor structures
with a weak (AlGaAs/GaAs) and relatively strong (GaAs/InGaAs) SO and Zeeman interactions. The Hall conductances of
fully occupied magnetic subbands depend on the system parameters and can be changed when neighboring subbands touch
each other.

Introduction

The problem of electron quantum states and quantum Hall
quantization law for an electron gas subject to both periodic po-
tential and homogeneous magnetic field remains to be actual for
several last decades. There are various approaches and mod-
els for periodic potential and different approximations which
are used for investigations of these problems (see, Ref. [1]).
However, the spin-orbit interaction is usually excluded from
the models as well as the Zeeman term. Such approach can be
justified as long as the amplitude of the periodic potential is big
enough to make the Landau level splitting much greater than
the typical spin-orbit coupling energy and the Zeeman term.
At the same time, under the realistic experimental conditions
with 2D electron gas subject to the potential of lateral super-
lattice the potential amplitude V0 can be of the same order as
the spin-orbit (SO) Rashba coupling. For example, in recent
papers [2] where a pioneering step into experimental observa-
tion of 2D magnetic Bloch states has been done, the magnitude
of V0 was around 1–5 meV. In semiconductor structures with
large SO coupling [2] the typical splitting energy can be of the
same order as V0.

In this presentation we investigate the quantum Hall effect
in 2D electron gas with SO Rashba coupling subject to both
periodic potential of a superlattice and a uniform perpendicu-
lar magnetic field. The calculations were carried out for two
semiconductor systems with weak and quite strong SO inter-
action. The Zeeman effect for electrons was also taken into
account. As was established, the Hall conductance quantiza-
tion rule depends on the system parameters at fixed magnetic
flux per unit cell of the superlattice and changes at the moment
when the neighboring magnetic subbands touch each other. As
we will see below, in the system with a weak SO coupling
when the SO and Zeeman splittings are smaller than Landau
level splitting due to the action of periodic potential the neigh-
boring magnetic subbands are overlapped but not degenerated
for any quasimomentum k. In that case the Hall conductance
quantization rule is the same as for spinless particles [1]. We
found that with the decreasing superlattice period the effect of
SO coupling rises and the distribution of Hall conductances in
magnetic subbands is changed at the moment when neighbor-
ing subbands touch each other. In semiconductor structures

where SO coupling as well as Zeeman splitting are larger than
the splitting by periodic potential, we found a new distribution
law for Hall currents of fully occupied magnetic subbands.

1. Theoretical model and magnetic spinor Bloch states

The quantum states of 2D electron gas with SO Rashba cou-
pling subject to potential V (x, y) which is periodic in the
(X, Y ) plane with the period a, and in a uniform magnetic field
H perpendicular to the plane was evaluated in our previous
work [3]. The correspondent Hamiltonian has the following
form:

Ĥ = (p̂− eA/c)2/2m∗ + ĤR − gµBHσ̂z + V (x, y),
where ĤR = α

h̄

(
σ̂x(p̂y−eAy/c)− σ̂y p̂x

)
is the Rashba Hamil-

tonian of an electron in uniform magnetic field. Here p̂x,y are
the momentum operator components, m∗ is the electron effec-
tive mass, σ̂i (i = x, y) are the Pauli matrices, α is the param-
eter of the SO coupling, g is the Zeeman factor, and µB is the
Bohr magneton. We use the Landau gauge in which the vector
potential has the form A = (0, Hx, 0) and consider the poten-
tial V (x, y) = V0(cos(2πx/a)+ cos(2πy/a)). The quantum
states structure of the system under consideration depends cru-
cially on the parameter,/,0 = p/q = |e|Ha2/2πhc (p and

E( ) (meV)k E( ) (meV)k

2.5
2.5

2.0 2.0

1.5 1.5

1.0
1.0

−π/qa −π/qa

π/qa π/qa−π/a −π/a

π/a π/a

0 00 0
kx kx

ky ky
(a) (b)

EF3

EF2

EF1

Fig. 1. The dispersion laws in magnetic subbands at p/q = 3/1 for:
(a) three pairs of overlapped subbands forAlGaAs/GaAs superlattice
structure (m∗ = 0.067m0, α = 2.5 × 10−12 eV m, g = −0.44,
a = 80 nm, V0 = 1 meV), (b) six separated magnetic subbands
in GaAs/InGaAs superlattice structure (m∗ = 0.05m0, α = 2.5 ×
10−11 eV m, g = −4.0, a = 80 nm, V0 = 1 meV).
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q are prime integers) which is the number of flux quanta per
unit cell, and ,0 is the flux quanta.

The experimental values of Rashba coupling constant α
for different materials range from about 2 × 10−12 eV m to
4 × 10−11 eV m. The calculations of quantum states were
carried out for two semiconductor structures with different
strength of SO coupling. One of them is 2D electron gas
in AlGaAs/GaAs heterojunction with superlattice periodic po-
tential. This structure is characterized by small SO Rashba
constant α and relatively small g-factor. The parameters of an-
other system correspond to GaAs/InxGa1−xAs heterostructure
where SO coupling parameter and g-factor have large values.

The dispersion lawsEµ(k) in MBZ are presented in Fig. 1(a),
(b) for p/q = 3/1 for parameters AlGaAs/GaAs and GaAs/
In0.23Ga0.77As structures, respectively. Here we consider the
magnetic subbands attached to the lowest pair of unperturbed
levels E+0 and E−1 [4].

2. Hall conductance quantization law

The Hall conductances of magnetic subbands were obtained
by integration of the Berry curvatures 
µ(k) (see Fig. 2) over
magnetic Brillouin zone [5]. It was found that in real semicon-
ductor superlattice systems subject in uniform magnetic field
at the presence of spin-orbit coupling the distribution of Hall
conductances in magnetic subbands can differ from another
one obtained by Thouless et al [1] in the model of spinless
particles. Even in the case of relatively weak SO coupling and
Zeeman term the distribution of Hall conductances is changed
with the decreasing lattice period.

The distribution of Hall conductance in magnetic subbands
for AlGaAs/GaAs and GaAs/InGaAs superlattice structures is
shown in Figs. 3(a) and (b), respectively. In systems with weak
SO coupling when the SO and Zeeman terms are smaller than

kx

ky

kx

ky

(a)

(b)

1 2 3

4 5 6

1 2 3

4 5 6

Fig. 2. The Berry curvatures 
µ(k) (arb. units) for 2D electron gas
in (a) AlGaAs/GaAs and (b) GaAs/In0.23Ga0.77As structures with
lateral superlattice at p/q = 3/1, a = 80 nm and V0 = 1 meV. The
parameters of the SO and Zeeman interactions are the same as in
Fig. 1. The subband indices µ = 1, . . ., 6 are displayed near each
of the surfaces 
µ(k).
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Fig. 3. The Hall conductance quantization laws in six fully oc-
cupied magnetic subbands at p/q = 3/1 for the same parameters
as in Fig. 1: (a) for AlGaAs/GaAs structure, (b) for GaAs/InGaAs
structure.

the Landau level broadening produced by the periodic poten-
tial, a quant of the Hall current is carried by the middle subband
from each group of three subbands (Fig. 3(a)). So, the results of
our calculations are in good agreement with Thouless et al [1]
results. With the decreasing superlattice period the distribu-
tion of Hall conductances of magnetic subbands is changed
drastically. At the critial value of the period a = 56 nm the
second and the third subbands contact each other and the dis-
persion laws Eµ(k) (µ = 2, 3) are modified. At the same
time the correspondent Berry curvatures
µ(k) and, therefore,
the topological invariants (first Chern numbers) of these sub-
bands defining their Hall conductance are changed dramati-
cally. We found that in AlGaAs/GaAs superlattice structure at
a = 50 nm the following sequence of Hall conductances in
units of (−e2/h) is realized: 0,2,−1,1,0,0. As a result, in the
system which is characterized by a weak Rashba and Zeeman
coupling constants at the certain lattice parameters the distribu-
tion of Hall conductances can be totally different from another
one distribution predicted for spinless particles [1].

If the SO and Zeeman terms are comparable to the Landau
level broadening caused by the superlattice periodic potential,
the distribution of Hall conductance across six subbands mea-
sured in units of −e2/h follows the same sequence as before:
0, 2,−1, 1, 0, 0 (see Fig. 3(b)). Correspondingly, the Hall cur-
rent here is carried by the second, the third, and the fourth mag-
netic subbands. Moreover, we observed that each time when
two bands touch each other while the SO or Zeeman coupling
parameters are varied, the conductances of these subbands may
not be conserved when the bands split again. However, the sum
of the Hall conductances remains unchanged.
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Abstract. The effect of microwave radiation on the magnetoresistance of a two- dimensional electron gas in Si/SiGe
heterostructure is reported for the first time. Application of microwave radiation results in resonant photoconductivity
responses at magnetic field values that are consistently lower than expected for the cyclotron resonance (CR) in an infinitely
large two-dimensional electron system. This shows that the microwave-induced response in a 2D electron gas in Si/SiGe
heterostructure is dominated by plasmon excitations.

Introduction

The study of various resonance effects in a 2D electron sys-
tem under electro-magnetic radiation can in some cases pro-
vide information that it would be difficult to obtain by standard
transport measurements. Unlike 3D samples, however, direct
absorption or transmission spectroscopy in the case of a 2DES
would be problematic due to the low electron densities in sin-
gle or even multiple quantum wells [1]. Previously, it has been
demonstrated that a much higher sensitivity can be obtained if
the radiation absorption is detected electrically via a resonant
change induced in the sample resistance or magnetoresistance
(photoconductivity) [2]. The change in magnetoresistance is
the consequence of a resonant increase in the temperature of the
2DES associated with resonant absorption of radiation power.
This method has been successfully employed for the study of
both the cyclotron and electron spin resonances [3–8]. In the
case of the cyclotron resonance there have been two types of
experiments that differed by the employed radiation frequency
range. The first cyclotron resonance photoconductivity ex-
periments to be carried out were performed on a 2DEG in
GaAs/AlGaAs using far-infrared radiation with the wavelength
of about 100–200 µm [6,7]. The resonant peaks observed
in these experiments were located near the quantum Hall ef-
fect maxima in magnetoresistance and were identified as con-
ventional cyclotron resonance corresponding to the frequency
fc = eB/2πm∗. Later, in an experiment performed similarly
on a 2DEG in a GaAs/AlGaAs heterostructure, a microwave
radiation of frequency 70–170 GHz has been employed [8]. In
this experiment the resonant peaks were observed in relatively
weak magnetic fields approximately coinciding with the set-
ting in of Shubnikov–de Hass oscillations. It was found that
these resonant peaks in magnetoresistance were systematically
shifted to lower magnetic fields with respect to the expected
position of a cyclotron resonance peak corresponding to the ap-
plied microwave radiation frequency. The analysis of the data
has shown that the observed peaks are in fact due to a collective
confined 2D plasmon excitation with the confinement length
determined by the widthW of the samples. As a result the ob-
served 2D plazmon excitations all have the same wavelength
λ = 2W .

1. Experimental

To our knowledge after the Ref. [8] there has been no attempt
to carry out a similar study on a different 2D system. In the
present work we report the first observation of 2D magnetoplas-
mon excitations in a 2D electron gas in Si/SiGe heterostruc-
ture. For this purpose two Si/SiGe wafers fabricated by dif-
ferent methods have been used. The wafers had the follow-
ing parameters: Wafer A — a CVD reactor grown wafer with
the electron density Ns = 5.8 × 1011 cm−2 and the mobility
µ = 186000 cm2/V s (T = 1.4 K); Wafer B — an MBE grown
wafer with the density of the 2DEG Ns = 6.6 × 1011 cm−2

and the mobility µ = 66700 cm2/Vs. Hall bars with the di-
mensions 100× 50 µm2 were fabricated on top of each wafer
using conventional photolithography technique. The measure-
ments have been performed using MW radiation in the fre-
quency range of 80–120 GHz. The MW radiation was guided
to the sample by a brass tube of a circular cross section. The
experiments were carried out at a temperature 1.4 K.

2. Discussion

Normalised magnetoresistance curves taken in both samples
for several fixed values of MW radiation frequency are shown
in Fig. 1. One can see that the well-resolved resonance peaks
in both samples shift to higher magnetic field as the radiation
frequency increases.

In Fig. 2(a) we plot the resonance MW radiation frequency
fres versus the resonance peak position (as marked by arrows in
Fig. 1). For comparison we also plot the cyclotron resonance
frequency dependence on magnetic field for the case of an
infinitely large 2DEG (fc = eB/2πm∗, where m∗ = 0.19me,
the effective mass of 2D electrons in Si). As is clear from
the Fig. 2(a) the fres(B) dependence, which is the same for
the two investigated samples, does not coincide with that of
cyclotron resonance. In Fig. 2(b) we re-plot the data from
Fig. 2(a) as f 2

res versus B2. We find that the resonant positions
for both samples follow the relation f 2

res = f 2
res(B = 0) +

f 2
c (B). Presented in this way the dependence is linear with the

slope ((f 2
res)/((B

2) = (eB/2πm∗)2, where m∗ = 0.19me.
The extrapolation to B = 0 gives fres(B = 0) = 94.3 GHz.
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Fig. 1. Photoresponse of samples A — (a) and B — (b) to MW
radiation for several fixed MW frequency values; the arrows mark
the resonance peaks positions.

Similar to Ref. [8], from the observed quadratic behavior we
conclude that the photoresponse in our samples is determined
by collective effects. In an infinitely large 2DEG the frequency
of plasmon oscillations is given by [9]:

f 2
p =

Nse
2

8π2εeffε0m∗
k, (1)

where k is the plasmon wave vector, Ns the electron density
and εeff = 1/2(εSi + εvac) the effective dielectric constant,
εSi = 11.9. In the presence of a perpendicular magnetic field
plasmons evolve to magnetoplasmons that have the following
dispersion relation [10–12]:

f 2
mp = f 2

p (B = 0)+ f 2
c , (2)

where fc is the cyclotron frequency. As one can see, in an
infinitely large 2DEG plasmons have a gapless energy spec-
trum. For any given value of magnetic field there will be a
continuum of excitation frequencies fmp that will exclude the
observation of any resonance effect. In our case, however,
we have plasmons confined within a rectangular Hall bar. In
Ref. [8] for a qualitative explanation of a similar experimen-
tal data a simple model was proposed according to which in
a rectangular Hall bar sample there will be just a single plas-
mon mode with k = π/W , i.e. with one half of the plasmon
wavelength fitting into the Hall bar widthW . Using this model
we obtain for sample A fp(B = 0) = 109.4 GHz and for
sample B fp(B = 0) = 116.7 GHz. These values agree quite
well with the experimental value fres(B = 0) = 94.3 GHz.
Similar to Ref. [8] we find that the calculated values are con-
sistently higher than the experimental one. The experiment
shows that the photoresponse is dominated by a single plas-
mon mode k = π/W .

In conclusion, we have studied the microwave photocon-
ductivity response in a 2DEG in Si/SiGe heterostructure. Sim-
ilar to a previous study in AlGaAs/GaAs Ref. [8], we find that
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withm∗ = 0.19me marks the slope of the experimental dependence.

the observed resonant photoresponse is dominated by collective
plasmon excitations mode with a wavelength equal to a dou-
ble width of the Hall bar. The photoresponse in two Si/SiGe
samples grown by different methods and having different pa-
rameters of the 2DEG was found to be qualitatively the same.
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Abstract. In doubly electron confined AlGaN/GaN/AlGaN heterostructures with 50 Å QW-GaN channel grown on sapphire
substrates by ammonia molecular beam epitaxy current densities up to 1.0 A/mm were reached. In test DHFETs, fabricated
from such a structures, electron confinement is essentially improved while other DC-mode parameters were competitive to
ones obtained on “thicker” HEMT-like devices. Issues of heterostructure design and growth optimization are discussed.

Introduction

Field effect transistors (FET) based on GaN/AlGaN heterostru-
ctures (HS) rise above a number of similar microwave de-
vices based on traditional semiconductors. The main pecu-
liarity of nitride HS is that the two-dimensional electron gas
(2DEG) formed at GaN/AlGaN interface can reach sheet elec-
tron density more than 1013 cm−2 due to large band offsets
and “piezodoping” effect. 2DEG electron mobility depends
essentialy on crystal quality of layers in HS: values of cm2/V s
(300 K) have been published [1], while electron motilities in
the range of 1000–1500 cm2/V s are typical for most publica-
tions. FETs based on such HS usually show current densities
of 0.6–1.2 A/mm and transconductance in 120–200 mSm/mm
range. These values together with high breakdown voltages
provide in some cases an order of magnitude higher power den-
sities as compared with GaAs. As a result, microwave power
densities up to 32 W/mm for GaN-based discrete devices [2]
and output power over 150 W for power amplifiers [3] have
been demonstrated. The key issue for the development of high
power devices is the electron confinement which is directly
effects on transistors cut off and leakage [4]. Besides, hot
electrons spillover under high gate-source bias takes place and
limits maximum current and thus power density. The latter es-
sentially contributes to the so called “RF-current collapse” due
to electron trapping in buffer and upper barrier layers. Leak-
age can be minimized by compensation doping of GaN buffer
layer with impurities producing deep levels, such as Fe, C, Mg
etc. [5]. To reduce current collapse related to surface traps, vari-
ous passivation techniques are used, for example silicon nitride
based [6]. Nevertheless, above methods can not prevent elec-
tron trapping in thick buffer GaN layer, moreover, the problem
seems to be accented because an additional traps are produced
by compensation doping of buffer layer. Alternatively, better
electron confinement without electron trapping can be obvi-
ously provided in double heterostructures (DHS), containing
wider bandgap semiconductor material underneath an active
GaN channel. A number of publications reporting succesful
realisation of DHS field effect transistors (DHFETs) based on
AlGaN/GaN/AlGaN [7,8] are available, and device parameters
are competitive to ones obtained on “classic” HS GaN/AlGaN.
We also previously reported on multylayer heterostructures
AlN/AlGaN/GaN/AlGaN with GaN channel layer thickness

of 140 nm, showing DEG motilities 1000–1350 cm2/V s at
sheet electron densities 1.0−1.6×1013 cm−2. DHFETs based
on such MHS demonstrated current density up to 1 A/mm in
DC-mode [9]. To improve electron confinement and so device
performance, GaN thickness should be further decreased. Be-
sides, it seens also technologically attractive due to the distance
from AlGaN buffer to surface will be redused too, thus making
mesa-isolation etch and gate metallization easer and more re-
liable. However, mobility drastically decreases in DHS when
channel layer is reduced. We also reported on influence of
MHS design on mobility and electron sheet concentration and
current densities up 0.6A/mm in MHS with quantum well chan-
nel was then demonstrated [10]. Here we discuss further opti-
mization of AlN/AlGaN/GaN/AlGaN MHS design and growth
conditions, that allows to reach QW-MHS current densities
as high as ones inherent in MHS with “thicker” GaN channel
layer. Accordingly, DHFETs based on these new QW-MHSes
show an excellent confinement even at high current density of
1.0 A/mm that is matter of interest for high power microwave
applications.

1. Experimental

AlN/AlGaN/GaN/AlGaN MHS were grown on (0001) sapphire
substrates by ammonia molecular beam epitaxy using special-
ized nitride MBE system STE3N2 (SemiTeq). The main pe-
culiarities of this system are extremely high (up to 12000 ◦C)
growth temperatures and V/III ratios (up to 1000), combined
with with all the traditional MBE opportunities. The main pe-
culiarities of our MHS design is 0.2 µm thick AlN tamplate,
grown at 1200 ◦C directly before heterostructure within the
same epitaxy process [9]. Properties of grown samples were
studied using atomic-force nicroscopy (AFM), X-ray diffrac-
tion (XRD), capasitance-voltage (C-V) and temperature depen-
dent Hall measurements. Test transistors with 1× 20 µm gate
geometry were fabricated on MHS by planar processing in-
cluding photolithography, e-beam metallization, rapid thermal
annealing and reactive ion etching techniques. At this stage,
no surface passivations were used.

2. Results and discussion

Reduction of GaN channel thickness alone, without another
changes inAlN/AlGaN/GaN/AlGaN MHS design, deteriorates
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2DEG mobility due to following main reasons. First, relax-
ation above critical thickness may be accompanied by forma-
tion of various defects, contributing to an additional carrier
scattering; so narrowing the channel to thickness close to this
defect region results in mobility degradation. Second, polar-
ization induced bow of GaN channel bandgap is essentially
pronounced when channel thickness is narrower. As a result,
parasitic hole conductivity appears in some cases near bottom
interface AlGaN/GaN (analogous to 2DEG formation near up-
per GaN/AlGaN interface). It was found in our earlier work,
that parasitic hole conductivity is not formed when Al content
at bottom interface AlGaN is lower than 15%, however polar-
ization induced distortion band diagram is enough for quan-
tum confinement even at quite low Al content in in AlGaN
buffer layer of 10%. Besides, critical thickness of relaxation
for Al content in 10–20% range was estimated to be 15–20 nm.
So for optimum design of MHS with quantum well channel,
buffer layer should be finished by AlGaN with 10% Al con-
tent and channel thickness should be 5 nm [10]. In present
report we show that optimization of AlN template growth con-
dition, combined with appropriate AlGaN intermediate layers,
together allow to substantially increase electron mobility in
MHS with quantum well. Because of polarization induced
bowing of bandgap makes electron concentration lower, we
also optimized Al content in cap layer. Thus, Al mole frac-
tion of 0.4–0.45 instead of commnoly used 0.25–0.35, give
an increase from the common values of (0.9–1.1) cm−2 up to
(1.5–1.7) cm−2 while keeping mobility in the range of 1100–
1300 cm2/V s. In conclusion, modified design and optimized
growth conditions together allow to increase current density
in MHS with QW-channel up to 1.0 A/mm. Important, that
DC I-V characteristics (Fig. 1) of QW-MHS even at high cur-
rent density demonstrate no hysteresis often seen in 2DEG-
heterostructures with “thicker” GaN channels. It clearly con-
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Fig. 1. DC-mode current-voltage characteristics of DHFETs based
on MHS with 140 nm (red curves) and 50 Å QW (black curves) GaN
channels.

firms efficiency of electron confinement in such a MHS as well
as its good prospects to collapse- free high power microwave
operation.
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Abstract. We experimentally study the nonohmic conductivity of two dimensional disordered system at decreasing
temperature. The investigations were curried out in wide temperature range 50 mK–4.2 K. This allows us to trace the
crossover from diffusive to hopping conductivity at fixed disorder. In our structures this crossover is observed when the low
temperature conductivity is about (10−2−10−3)G0.

The increase of a disorder (amplitude of long range poten-
tial fluctuations δ) or the decrease of the Fermi level (EF) leads
at low temperature to the conductivity mechanism changing:
from the diffusion atEF/δ > 1 to the hopping atEF/δ < 1. In
two dimensional systems there is another reason for localiza-
tion: localization by quantum interference. This leads to well
known property of two dimensional systems: at zero tempera-
ture all states are localized. However, at large kFl-value about
20 (where kF is the Fermi quasimomentum, l is the mean free
path) even at 10 mK the magnitude of quantum corrections
is about 20% of Drude conductivity (σDr = πG0kFl (where
G0 = e2/(2π2h̄) = 1.23 × 10−5 Ohm−1)). At not a very
large kFl � 2−3, the quantum corrections value can be close
to the Drude conductivity, can substantially decrease the low
temperature conductivity, and, possibly, lead to the localiza-
tion at experimentally achievable temperatures. In our previ-
ous work [1] we studied this situation at decreasing of σDr in
limited temperature range from 0.4 K to 4.2 K. This restriction
gave no way of tracing of the crossover from diffusive to the
hopping conductivity at fixed disorder. In the present work we
significantly extend the investigated temperature range down
to millikelvins.

Our method of the conductivity mechanism determination
is based on the fact that in the diffusive regime the nonohmic
conductivity is due to the electron gas heating only and the
electron- and lattice-temperature dependence of energy relax-
ation rateP(Te, Tl) is of special form. It can be represented as
difference of two identical functions, one of them depends on
the electron temperature and another one depends on the lattice
temperature [2]:

P(Te, Tl) = F(Te)− F(Tl). (1)

It is seen, that the derivative ∂P (Te, Tl)/∂Te does not depend
on Tl:

∂P (Te, Tl)

∂Te
= ∂F (Te)

∂Te
. (2)

Let us show, that in this case the derivative ∂P (σ, Tl)/∂σ is
also independent of Tl. In diffusive case the conductivity σ
is a single-valued function of Te only, and we can use the in-
verse function Te(σ ) to represent the dependence P(σ, Tl) as
P(σ, Tl) = P(Te(σ ), Tl). Then:

∂P (σ, Tl)

∂σ
= ∂P (Te, Tl)

∂Te

∂Te(σ )

∂σ
. (3)
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Fig. 1. The temperature dependence of conductivity.

In the right side ∂Te/∂σ is just the derivative of the inverse tem-
perature dependence. As was shown above the ∂P (σ, Tl)/∂Te
is independent of Tl. Then, ∂P (σ, Tl)/∂σ is independent of
lattice temperature as well.

Experimentally, we measure σ(Q) at fixed lattice temper-
ature Tl, where Q = I V is the Joule power injected in the
sample. For steady state the injected power Q is equal to the
energy relaxation rate P . In what follows we will not discrim-
inate these functions and will use the symbol P . The function
P(σ) is the inverse function of σ(P ). If we measure the deriva-
tives ∂P (σ)/∂σ at different lattice temperatures, all the curves
must fall on single universal curve.

In the hopping regime the written above is invalid [1]. In
this case the derivative ∂P (σ)/∂σ will depend on Tl, i.e.,
curves measured at different Tl will not fall on common curve.

Here, we investigated the nonohmic conductivity for het-
erostructure with InGaAs single quantum well in GaAs. The
structure had a Si δ doping layer in the center of the quantum
well. The electron density and mobility were n = 1.65 ×
1016 m−2 and µ = 0.12 m2/(V s), respectively. The samples
were mesa etched into Hall bars on which basis the field-effect
transistors with an Ag gate electrode were fabricated. It was
very important to use thick insulator between gate electrode
and 2D channel to decrease the influence of voltage drop over
the channel. We used the 10 µm organic insulator (polyimid)
which was coated on to the cap layer before fabrication of the
gate electrode. Applying the gate voltageVg we varied the con-
centration in order to reach the value of ultra low temperature
conductivity about 10−4G0.

In what follows, we will characterize each state of the sys-
tem by the Drude conductivity value σDr. The value of σDr was
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Fig. 2. The ∂P (σ, Tl)/∂σ as a function of conductivity. Different
symbols denotes different lattice temperatures Tl.

determined from the analysis of the magnetoresistance and Hall
effect at high temperature when σ > G0, as discussed in [3].
In Figure 1 the temperature dependence of the conductivity
for the investigated σDr values is presented. It is seen that for
the actual σDr values the conductivity changes in wide range
from σ � 2G0, where the conductivity is diffusive, down to
σ ∼ 10−4G0. It should be noted that, the most part of the
investigated conductivity range is covered at each σDr value
(i.e. at fixed disorder). So, we can trace the behavior of the
nonohmic conductivity starting from the diffusive conductivity
down to very low conductivity values, where the transition to
the hopping conductivity mechanism is possible. This allows
us to examine the possibility of the conductivity mechanism
changing by the quantum interference.

The derivatives ∂P (σ, Tl)/∂σ for the investigated σDr val-
ues are presented in Figure 2. It is seen that the behavior of
the derivatives is determined by the low temperature conduc-
tivity value, rather than by the Drude conductivity. On this
figure the several ranges of conductivity can be marked out.
The first range, σ > 1G0. It is commonly accepted, that in
this range the conductivity mechanism is diffusion. Really, the
derivatives in this range perfectly coincide. Second range, the
conductivity σ is in the range from 1G0 to ∼ 3× 10−3G0. In
this range the derivatives, obtained at different lattice temper-
atures fall on common curve, as well. The third range σ is less
than 3× 10−3G0. The derivatives do not fall here on common
curve. The presence of the lattice temperature dependence of
the derivative is evident.

Such behavior of the derivatives shows that down to the low
temperature conductivity value of about 3× 10−3G0 the con-
ductivity mechanism is diffusion over the delocalized states.
In this case the temperature dependence is determined by the

quantum corrections. This agrees with results of the studies of
quantum corrections to the conductivity at decreasing kFl [3].

Only when the low temperature conductivity becomes lower
than ∼ 3 × 10−3G0 the conductivity mechanism is changed
to the hopping one. It should be noted that in the investigated
structures the conditions of the crossover to the hopping con-
ductivity mechanism weakly depend on the Drude conductivity
and they are almost determined by the low temperature con-
ductivity value.

It is clearly seen that atσDr = 4.5G0 the conductivity mech-
anism has changed from diffusion to the hopping when σ be-
come lower 3×10−3G0. So, we found that at fixed disorder the
quantum interference can lead to the conductivity mechanism
changing from diffusion to the hoping one.

In summary, we have shown, that at not a very large value
of kFl at the decreasing of the temperature the quantum cor-
rections can substantially decrease the conductivity while it
remains diffusive. At the further decreasing of the tempera-
ture they can lead to the conductivity mechanism changing,
from diffusive to the hopping one, when the low temperature
conductivity becomes smaller than 10−3G0.
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Circular photogalvanic effect caused by the free-carrier
absorption. The spinless mechanism
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Abstract. The free-carrier (Drude) absorption of circularly polarized radiation in quantum well structures is shown to induce
an electric current, which reverses its direction upon switching the light helicity. A pure orbital mechanism of such a
circular photogalvanic effect is proposed that does not involve spin of the carriers. The developed microscopic theory can
provide an explanation for recent experiments on circular photocurrents in n-doped structures.

1. Introduction

The absorption of circularly polarized light in semiconductor
structures may lead to generation of an electric current, which
reverses its direction upon switching the light polarization from
right-handed to left-handed and vice versa. Such a circular pho-
togalvanic effect (CPGE) has attracted considerable attention
recently: It has been observed in zinc-blende- and diamond-
type quantum wells (QWs) for a variety of optical ranges, in-
cluding inter-band, inter-subband, and indirect intra-subband
(Drude-like) optical transitions in doped QW structures (for a
review see [1]).

So far, the microscopic model of CPGE in QW structures
has been developed for the direct inter-band or inter-subband
optical transitions. It has been shown that the effect originates
from the complicated band structure of the semiconductor com-
pounds, mostly, from spin-orbit splitting of the electron or hole
states and linear-in-k terms in the matrix elements of the optical
transitions.

Here we address CPGE caused by the free-carrier absorp-
tion of circularly polarized radiation in n-doped QW struc-
tures. We show that a pure orbital mechanism of the effect can
predominate in this spectral range, which is related to neither
spin-orbit coupling nor spin-sensitive selection rules for the
optical transitions. This mechanism is based on interference
of different pathways contributing to the light absorption [2].

We consider CPGE in (001)-oriented QWs grown from
zinc-blende-type semiconductors. Symmetry analysis shows
that the helicity dependent photocurrent j in such structures
can be induced only at oblique incidence of the radiation and
is described by two linearly independent constants γ1 and γ2
as follows:

jx = [γ2 lx − γ1 ly] IPcicr , (1)

jy = [γ1 lx − γ2 ly] IPcicr ,

where l = q/q is the unit vector pointing in the light prop-
agation direction, q and I are the wave vector and intensity
of the light inside the structure, respectively; Pcirc is the ra-
diation helicity ranging from −1 (for the left-handed circular
polarization) to+1 (for the right-handed circular polarization);
x ‖ [100], y ‖ [010], and z ‖ [001] are the cubic crystallo-
graphic axes. Phenomenologically, the constant γ1 is related
to the heterostructure asymmetry, i.e., nonequivalence of the z
and −z directions, while the constant γ2 originates from lack
of an inversion center in the host crystal.

In this report we present a microscopic theory for the orbital
mechanism of CPGE and show that this mechanism contributes
to both γ1 and γ2 constants.

2. Misroscopic theory

The light absorption by free carriers is always accompanied by
electron scattering from static defects or phonos, because of the
need for energy and momentum conservation. Such indirect
optical transitions are treated as second-order processes, which
involve electron-photon interaction and electron scattering, via
virtual intermediate states. The intermediate states can be those
within the same quantum subband, e1 in our case, or in other
conduction or valence subbands. The dominant pathway deter-
mining the QW absorbance involve intermediate states within
the subband e1 (see Fig. 1). These processes can be induced by
the in-plane component of the polarization vector e only and
do not lead to any circular photocurrent.

The helicity dependent photocurrent arises if one takes into
account interference of the processes depicted in Fig. 1 and
those with virtual intermediate states in other conduction or
valence subbands. Such optical transitions with intermediate
states in the subband e2, which contribute to the free-carrier
absorption, are sketched in Fig. 2.

The light absorption is contributed by processes with all
possible intermediate states. Under excitation with circularly
polarized light the processes depicted in Fig. 1 and Fig. 2 in-
terfere. They are added constructively for transitions to states
with a certain wave vector k′ and destructively for transitions
to −k′. Thus, the transition rates to the states k′ and −k′ are
different, resulting in an imbalance of the photoexcited carries
in k-space, i.e., in an electric current. The orientation of the
wave vector k′, where the transitions via the different subbands
are added constructively, is determined by the light helicity.
Therefore, the photocurrent reverses its direction by changing
the light polarization from right-handed to left-handed.

ε ε
e2 e2

e1 e1

kx kxk k

k′
k′

Fig. 1. Intrasubband optical transitions (e1, k)→ (e1, k′) with in-
termediate states in the subband e1. Dashed circles and dotted lines
represent electron-photon interaction and electron scattering, respec-
tively. Panels correspond to possible processes: electron-photon
interaction followed by electron scattering and electron scattering
followed by electron-photon interaction.
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e1 e1

kx kxk k

k′ k′

Fig. 2. Intrasubband optical transitions (e1, k) → (e1, k′) with
intermediate states in the subband e2. Dashed and dotted lines rep-
resent electron-photon interaction and electron scattering, respec-
tively. Panels correspond to possible processes: electron-photon
interaction followed by electron scattering and electron scattering
followed by electron-photon interaction.

The detailed microscopic theory of the CPGE is conve-
niently developed in the framework of the Boltzmann equation.
Making allowance for the transitions via the subbands e1 and
e2, one can write for the photocurrent

j = e4π

h̄

∑
k,k′

[τp(εk′)vk′ − τp(εk)vk]

×
∣∣∣M(e1)

k′k +M(e2)
k′k

∣∣∣2 (fk − fk′)δ(εk′ − εk − h̄ω) , (2)

where e is the electron charge, vk = h̄k/m∗ and εk = h̄2k2/

(2m∗) are the electron velocity and kinetic energy, τp is the

momentum relaxation time, M(e1)
k′k and M(e2)

k′k are the matrix
elements of the optical transitions via the subbands e1 and e2,
respectively, fk is the function of equilibrium carrier distribu-
tion in the subband e1, and the factor 4 in Eq. (2) accounts for
the spin degeneracy. The square of the matrix element sum in
Eq. (2) contains the interference term 2Re[M(e1)

k′k M
(e2)∗
k′k ]. This

term is odd in the wave vector and proportional to the light
helicity Pcirc. It is the term that is responsible for the orbital
mechanism of CPGE.

Calculation shows that, for the case of electron scattering by
short-range static defects or quasi-elastic scattering by acoustic
phonons, the constant γ1 has the form

γ1 = −2eτp
ωz21

ε21
ξη‖ , (3)

where z21 is the coordinate matrix element between the en-
velope functions in the subbands e1 and e2 [ϕ1(z) and ϕ2(z),
respectively], η‖ is the QW absorbance for radiation polarized
in the QW plane, and ξ is a dimensionless parameter, which
depends on the structure design and mechanisms of scattering.
The parameter ξ is given by

ξ =
+∞∫
−∞

ϕ3
1(z)ϕ2(z)w(z)dz

/ +∞∫
−∞

ϕ4
1(z)w(z)dz , (4)

withw(z) being the distribution function of the scatterers along
the growth direction [w(z) is a constant for scattering by bulk
phonons].

In accordance with general symmetry arguments, the helic-
ity dependent photocurrent corresponding to the phenomeno-
logical constant γ1 is related to inversion asymmetry of the
heterostructure. This follows also from Eqs. (3) and (4), which

demonstrate that the sign and magnitude of γ1 is determined by
asymmetry of the confinement potential and the doping profile.
In particular, γ1 ≡ 0 for the absolutely symmetrical structures,
wherew(z) and ϕ1(z) are even functions while ϕ2(z) is an odd
function with respect to the QW center.

On the contrary, the constant γ2 in the phenomenological
equation (1) is related to lack of an inversion symmetry in the
bulk hosting semiconductor. Thus, γ2 can be nonzero even in
symmetrical QWs grown from zinc-blende-type compounds.
To obtain this photocurrent contribution one has to take into
account the lattice symmetry of the QW host semiconductor.
This can be done considering interference of optical transitions
with intermediate states in the subband e1 and those via the
valence-band states.

Calculation shows that, for the free-carrier absorption as-
sisted by quasi-elastic scattering from acoustic phonons, the
constant γ2 has the form

γ2 = −2eτp
acv

ac

ωP

E2
g

ζη‖ , (5)

where ac and acv are the intra-band and inter-band defor-
mation-potential constants (acv does not vanish due to the
lack of the inversion symmetry in zinc-blende-type semicon-
ductors), Eg is the band gap energy, P = i(h̄/m0)〈S|pz|Z〉 is
the Kane matrix element, and ζ is a parameter depending on
the QW width, the carrier distribution and the photon energy.
For a rectangular quantum well with the infinitely high barri-
ers, ζ = kωa/12 if the photon energy is much large than the
mean electron energy, where kω =

√
2m∗ω/h̄ and a is the QW

width.

3. Conclusion. Comparison with experiments

We have shown that the free-carrier absorption of circularly po-
larized radiation in quantum well structures leads to an electric
current, which reverses its direction upon switching the light
helicity. The proposed pure orbital mechanism of the circu-
lar photogalvanic effect is based on interference of different
pathways contributing to the light absorption.

Following Eqs. (1) and (3) we can estimate the magnitude of
the circular photocurrent density. It gives jorbit ∼ 10−8 A/cm
for the photon energy h̄ω = 10 meV, the light intensity I =
1 W/cm2, the carrier density Ne = 1012 cm−2, the QW width
a = 150 Å, the incidence angle corresponding to lx = 0.2, and
the structure asymmetry ξ = 0.2. The estimated magnitude of
the photocurrent corresponds to that measured in experiments
on (001)-oriented structures [1].
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2D electron accumulation layer induced
on the n-InGaN surface
G. V. Benemanskaya, S. V. Ivanov, V. N. Jmerik, G. E. Frank-Kamenetskaya and M. N. Lapushkin
Ioffe Physico-Technical Institute, St Petersburg, Russia

Abstract. We report on first observation of an charge accumulation layer (AL) - 2D electron channel created by Cs
adsorption on the n-InGaN surface in wide coverage range from 0.1ML to 2ML. Photoemission from Cs/n-InGaN interface
has been found by excitation of visible light in the transparency region of InGaN. Under Cs adsorption, sharp decrease in
work function up to 1.40 eV is revealed and shown to be due to formation of an 2D electron channel (AL) in the downward
conductivity-band-bending region close to the surface. Theoretical investigation is carried out to ascertain energetic
parameters of AL. A phenomenon is observed, namely, the appearance of an oscillation structure in spectra of photoyield.
A model conception taking into account both the formation of AL and occurrence of multiple-beam interference in
parallel-sided InGaN-GaN epilayer is suggested

Introduction

We have experimentally achieved the formation of an 2D elec-
tron channel — charge accumulation layer (AL) that is formed
in situ by Cs adsorption on InGaN n-type surface. The pos-
sibility of creation of similar 2D structure has not yet been
examined. Electronic and atomic properties of III-nitride sur-
faces are still poorly understood and then they give rise contro-
versy despite effective technology progress in growing of high-
quality materials and their application to high power electronic,
photodetectors and light emitting devices. The GaN(0001) sur-
face and metal/GaN interfaces were studied by conventional
Auger electron, core-level, X-ray and ultraviolet photoemis-
sion spectroscopies. The ultrathin Cs/n-GaN and Ba/n-GaN
interfaces have been now studied [1]. Anomalous behavior of
band-bending near the surface and new phenomenon of forma-
tion of 2D electron accumulation layers have been revealed. It
is noteworthy to point out that accumulation layers were ob-
tained previous to our studies exclusively on clean surfaces
(InAs and InN). Here we represent first investigation of the
Cs/InGaN interface

1. Experimental results and discussion

Photoemission studies have been performed in situ in a vacuum
of P ∼ 5 × 10−11 Torr. Prior to studies, sample is annealed
in situ at ∼ 450 ◦C. To ascertain Cs coverages, sources are
accurate calibrated to dosage using original technique. The Cs
overlayers are presented in monolayer (ML) units. Note that
the 1 ML is defined as one metal adatom per InGaN(0001) 1×1
surface atom and equal to 9.9 × 1014 atoms cm−2. The tech-
nique of photoemission yield spectroscopy (PYS) excitation by
the s- and p- polarized light has been used. Details of PYS can
be found elsewhere [1,2].To ascertain Cs coverages, source is
accurate calibrated to dosage. The Cs overlayers are presented
in monolayer (ML) units. Note that the 1 ML is defined as one
metal adatom per GaN(0001) 1× 1 surface atom and equal to
9.9× 1014 atoms cm−2.

The In0.14Ga0.86N layer was grown by plasma-assisted mole-
cular beam epitaxy (PA MBE) on a 3-µm-thick GaN-MOVPE/
c-sapphire template coated by a 200-nm-thickGaN PA MBE
buffer layer. Details of the PA MBE growth have been re-
ported elsewhere [3]. The GaN buffer layer was grown at the
slightly Ga-rich conditions (flux intensity ratio of Ga/N ≤ 1.1)

1.5 2.0 2.5
0

20

40 θ = 0.2
Cs

Photon energy (eV)

Ph
ot

oc
ur

re
nt

(a
rb

. u
ni

ts
)

I S

Fig. 1. Spectra of the photoemission current IS for the 0.2 ML of
Cs coverage at the InGaN surface and schema of Cs adsorption.
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Fig. 2. Spectrum of the photoemission current IS for the 0.5 ML of
Cs coverage at the InGaN surface and schema of Cs adsorption.

at the growth rate 0.36 µm/h, that resulted in the atomically
smooth droplet-free surface. The 70-nm-thick InGaN layer
was grown at even more metal-rich conditions with the excess
of In ((Ga+In)/N = 1.55). Relatively high growth tempera-
ture (TS = 630 ◦C) enabled one to avoid In micro-droplets on
the InGaN surface and obtain by AFM the atomically smooth
surface. High structural properties and absence of phase sep-
aration in the InGaN layer were confirmed by observation of
a single symmetrical peak in the x-ray diffraction scan with
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Fig. 3. Experimental (1) and calculated (2) spectra of the photoe-
mission current IS for 0.4 ML Cs coverage at the InGaN surface.
Calculated photoemission matrix element (3).
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Fig. 4. Energy diagram of downward band-bending and formation
of AL at the InGaN surface with Cs adlayer.

relatively narrow FWHM of 218 arcsec and well pronounced
interference fringes.

We study the photoemission and electronic properties of
Cs/In0.14Ga0.86N interface. Photoemission from accumula-
tion layer is revealed by excitation of visible light in the trans-
parency region of InGaN (Fig. 1–3). The work function min-
imum is found to reduce up to 1.4 eV. The Cs adsorption is
found to induce formation of AL in band-bending region of
InGaN (Fig. 4). Therefore, metallic-like accumulation layer is
created. Fig. 3. represents experimental and calculated spectra
of photoyield IS(hν) for the 0.4 ML Cs coverage. Character
of spectra is very unusual. To explain origin of the oscillation
structure, a model taking into account both the accumulation
layer and constructive interference in parallel-sided plate of
InGaN + GaN is suggested.
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Nanostructures for nanoelectronics:
No potential for room temperature applications?
D. Bimberg
Institut für Festköperphysik, Technische Universität Berlin, Hardenbergstr. 36, 10623 Berlin, Germany

Two of the major scientific and technological challenges for
the next 10–15 years highlighted in the 2005 ITRS roadmap
are

— the development of novel nanoscale devices for future
generations of memories like DRAM/Flash and

— closing the rapidly increasing memory access bottleneck.

Practical solutions must operate at room temperature.
In this talk, a novel type of memory, the “QD-Flash” based

on quantum dots [1] (QDs) is suggested [2]. In actual fact
the QD-Flash merges the advantages of classical DRAM and
Flash memories. In a first step towards a QD-Flash the carrier
retention time in QDs at room temperature has to be increased
such that it is beyond the magic DRAM limit of 1 ms [3]. We
demonstrate here 1.5 s carrier retention time at room temper-
ature. Further extension by several orders of magnitude by
changing the QD and/or matrix material is discussed.

Prototype design e.g. by IBM for a Terabus, potentially
closing the memory access bottleneck exists. Wide ranging
applicability of such concepts depends on the availability of
temperature robust high speed VCSELs. We have recently
demonstrated the firstVCSELs, operating error free at 20 Gbit/s
between 25 and 85 ◦C with a bit-error-rate below 10−12, based
on submonolayer deposition growth mode of InAs. Their peak
differential efficiency decreases only from 0.7 W/A at 25 ◦C to
0.6 W/A at 85 ◦C [4].
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Léger Y., 263
Li X., 134
Lisauskas A., 20
Listoshin S. B., 174
Litvinov A., 5



368 Author Index

Lobanov D. N., 261
Loeffler W., 224
Loginov D., 5
Loginov D. K., 3
Lomzov A. A., 151
Lozovik Y. E., 155
Lozovik Yu. E., 77
Lukin A. N., 238
Lundin W., 50
Lunin R. A., 218, 321
Lyskovskii V. L., 220

Magarill L. I., 16, 307, 345
Mahmoodian M. M., 301
Maingault L., 263
Makarovsky O., 331, 338
Malevannyy S. V., 236
Malyshev A. V., 153
Malyutina-Bronskaya V. V., 124
Mamaev Yu. A., 147
Mano T., 159
Mansurov V. G., 95, 209
Mantsevich V. N., 336
Maremyanin K. V., 42, 143
Margulis V. A., 309, 311
Mariette H., 5, 263
Marin D. V., 126
Markov V. A., 242
Martin K. P., 14
Martin O. J. F., 69
Martinez A., 36
Martovitsky V. P., 122
Martovizky V. P., 40
Martyakhin V. A., 295
Marychev M. O., 255
Marzegalli A., 97
Mashanov V. I., 242, 253
Maslova N. S., 336
Matveets Yu. A., 77
Matveev V. N., 141
Maude D. K., 16
Maximov M., 73
McIntyre D., 134
Medvedev A.V., 84
Meijerink A., 265
Merghem K., 36
Merz J., 73, 222
Michailov G. M., 141
Miglio Leo, 97
Mikhailova M. P., 203
Mikhalyov G. Yu., 257
Mikhrin V. S., 147
Mikoushkin. V. M., 100
Mikushev S. V., 216
Milekhin A. G., 201
Minkov G. M., 291, 313, 359
Mintairov A. M., 73, 222
Mironenko K., 224, 230
Mizerov A. M., 174
Mohler E., 20
Moiseev K. D., 203

Mokerov V. G., 321
Montalenti F., 97
Moran D. A. J., 134
Moreau G., 36
Morozov M. Yu, 48
Morozov S. V., 42, 143
Morozov Yu. A., 48
Murali R., 14
Mussler G., 199, 246
Muzychenko D. A., 336
Müller E., 246
Myagkov D. V., 86, 145
Mynbaev K. D., 176
Mysliveček J., 259

Nagornov Yu. S., 178
Nastovjak A. G., 179
Naumova E. V., 164
Neizvestny I. G., 179
Nekorkin S. M., 42
Nenashev A. V., 226, 257
Nesterov S. I., 86, 145
Nestoklon M. O., 275
Neverov V. N., 305, 323
Nikiforov A. I., 95, 181, 251, 257, 287
Nikitenko S., 95
Nikitin A. Yu., 209
Nikitina L. N., 128
Nikulov A. V., 60, 62, 139
Nilsson K., 244
Novikov A. V., 261
Novikov B. V., 212, 216
Novikov P. L., 189
Novokshonov S. G., 277
Nozdrin Yu. N., 44, 299, 329
Nur O., 155

Ochiai T., 159
Okomel’kov A. V, 44
Oktyabrsky S., 73
Olshanetsky B. Z., 102
Olshanetsky E. B., 355
Onomitsu K., 218
Oreshkin A. I., 104
Oreshkin S. I., 336
Oreskin A. I., 336
Orlinskii S. B., 265
Orlov M. L., 143, 214

Paget D., 191
Panevin V. Yu., 18
Panov V. I., 108, 336
Parkhomenko Ya. A, 203
Patane A., 338
Patriarche G., 162
Paukov I. E., 112
Pavlenko M. V., 357
Pavlov S. T., 228
Pchelinscheva E. S., 178
Pchelyakov O. P., 181, 253
Peak G., 222

Pecz B., 114
Peleschak R. M., 212
Pellegrini S., 205
Pemble M., 67
Perinetti U., 162
Permogorov S., 224, 230
Perov A. A., 353
Pessa M., 48
Petrov A. V., 124
Petrov M. Yu., 232
Petrov S. I., 357
Petrov V. V., 3
Pevtsov A.B., 84
Pikhtin N. A., 52
Pjatkin S. V., 141
Poddubny A .N., 88
Podolskii V. V., 157
Pogorel’sky M. Yu., 357
Pogornyh S. M., 323
Pogosov A. G., 349
Pokrovsky L. D., 193
Polyakov N. K., 118, 212
Ponomarev I. V., 234
Popov A. M., 155
Popov V. G., 334
Popov V. V., 24, 30, 48
Portal J.-C., 14, 297, 317, 334, 349, 355
Portnoi E. L., 86, 145
Portnoi M. E., 11, 236
Potemski M., 16
Povey I., 67
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