Changes in the electrical resistivity of amorphous Ni–Zr alloy during the initial stages of crystallization
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It was found that crystallization of an amorphous alloy of the composition Ni4Zr, reduced the resistivity, but this was preceded by a 4–5% increase in the resistivity. Possible causes of such an increase due to spatial inhomogeneities were considered, including boundaries between amorphous and crystalline regions and large-scale fluctuations of the composition of the amorphous matrix at the onset of crystallization. This consideration was based on the experimental data for the parameters of a metastable crystalline phase (unit-cell constants, space group, and chemical composition) and on the nature of the superconducting transition (broadening of the transition in the samples in which crystallization occurred only in a small fraction of the total volume).

Amorphous alloys of transition metals exhibit a high resistivity \( \rho \) corresponding to a mean free path \( \xi \) of the order of the interatomic space \( a \). Crystallization usually increases \( \xi \) and reduces the resistivity \( \rho \). However, this is not always that simple. Frequently, the process of crystallization results in more complex changes in \( \rho \): a rise precedes a fall of the resistivity. A study of such a complex dependence can provide data on the crystallization kinetics. Moreover, measurements of the electrical resistivity can identify accurately the various stages of the crystallization process.

One can approach changes in the resistivity during crystallization also from a different point of view. There have been thorough studies of the electrical resistivity of a crystalline metal in which the disturbances of the periodicity in the distribution of atoms are small and can be regarded as perturbations. It is natural to consider the influence of nuclei of the ordering in an amorphous matrix on the resistivity.

We investigated the maximum of the resistivity observed at the onset of crystallization in the case of an alloy of the Ni_{0.4}Zr_{0.6} composition. Electrical properties of amorphous alloys belonging to the Ni–Zr system have been investigated sufficiently thoroughly in a wide range of concentrations.\(^{1,2} \) The alloys with high Zr concentrations are nonmagnetic and exhibit a superconducting transition. The temperature coefficient of the resistivity of these alloys is negative. Some investigations have been made of the density of electron states in these alloys.\(^{3} \) Studies have been made and descriptions have been provided of the influence of structural relaxation on electrical (particularly superconducting)\(^ {4,5} \) and thermal\(^ {6,7} \) properties. Several studies have also been made\(^ {8,9} \) of the crystallization of these amorphous alloys in which formation of metastable phases occurs during the initial stages of the process. A phase has been observed with a body-centered tetragonal lattice characterized by the parameters \( a = 0.647 \text{ nm} \) and \( c = 0.524 \text{ nm} \) (Ref. 8), a phase with a simple cubic lattice and \( a = 1.21 \text{ nm} \) (Ref. 9), and others.

All this makes the Ni–Zr alloys convenient materials for an investigation of this kind.

1. Experiments

An amorphous ribbon of Ni_{0.4}Zr_{0.6} x, formed by quenching a melt on a rapidly rotating copper ring, had the following parameters: \( x = 0.34 \), \( p_{200} = 168 \mu \Omega \cdot \text{cm}, \rho_{200} = 1.057, \) and density \( d = 7.06 \text{ g/cm}^3 \). The superconducting transition temperature in the original ribbon was 2.45 K, which was slightly less than the average value.\(^ {10} \) The width of the superconducting transition was 4–8 mK, which was close to the theoretical limit set by fluctuations.\(^ {11} \) Since the dependence of \( T_c \) on the nickel concentration \( x \) was characterized by the derivative \( \delta T_c / \delta x = 8.5 \text{ K/K} \) (Ref. 1), the relative inhomogeneity of the composition of the sample \( \delta x / x \) averaged over distances of the order of the coherence length \( \xi = 10^{-5} - 10^{-6} \text{ cm} \) did not exceed 1%.

Samples of the ribbon of 1 x 10 mm dimensions with four nickel-wire pressure contacts could be cooled to helium temperatures and without altering the mounting assembly they could be also heated in oil-free \( \sim 10^{-7} \text{ Torr} \) vacuum to 1000°C. The rate of change of temperature could be varied within wide limits. The electrical resistivity was measured under dc conditions.

The continuous curve in Fig. 1 represents a typical change in the resistivity during heating of a sample. The lower part of the curve, representing a plateau after completion of the crystallization process, is not included in the figure. We can see that near the crystallization temperature \( T_x = 400^\circ \text{C} \) the resistivity of the crystalline phase was 1.3 times less than that of the amorphous phase, amounting to about 125 \( \mu \Omega \cdot \text{cm} \). Cooling of the crystalline phase to 4.2 K reduced the resistivity to 65 \( \mu \Omega \cdot \text{cm} \), so that the difference was a factor of 3.

The maximum shown in Fig. 1 could be observed only if the heating was sufficiently slow. In the case of the curves shown in Fig. 1 the rise took 20 min and the subsequent crystallization about 1 h. Such a slow crystallization process made it possible to interrupt it at any moment by switching off the heat source. The temperature dependence of the resistivity obtained by cooling during various stages of the crystallization process were also determined (dashed curves in Fig. 1). Low-temperature electrical measurements were followed by x-ray diffraction and electron-microscopic examinations, which made it possible to determine the volume of the crystalline phase and its composition. The x-ray struc-
ture analysis was made by the Debye–Schererrer method and diffractometry. Foils needed in electron microscopy were prepared by thinning with an ion beam. The density of the alloys was measured by hydrostatic weighing.

2. Experimental Results

Heat treatment of an amorphous alloy of the investigated composition at temperatures $T \approx 200$-$350^\circ C$ did not cause crystallization but nevertheless altered the electrical resistivity to the extent of $\Delta \rho/\rho \approx 0.1$-$0.01\%$. We ignored such small changes and concentrated our attention on changes which were of the order of the maximum, i.e., which amounted to a few percent.

Subject to this comment, we shall now summarize the results which should be considered in discussing the nature of the maximum of the dependence $\rho(T)$.

1) Deviation of $\rho(T)$ from linearity near $385^\circ C$ was due to the onset of crystallization. In principle, the crystalline phase could also result from prolonged heat treatment at low temperatures. However, until the beginning of rise of the resistivity the amount of the crystalline phase (if it appeared at all) was too low to detect by diffraction methods (the sensitivity of which was of the order of 0.5%).

2) Cooling from the $\rho = \rho_{\text{max}}$ state did not alter the initial change in the resistivity by $\Delta \rho/\rho = 4$-$5\%$ and this was true right down to helium temperature.

3) In the $\rho = \rho_{\text{max}}$ state the volume of the crystalline phase was about 10-$15\%$. This range was the scatter for different samples. Figure 2 is a photomicrograph of a part of one of the samples quenched from the maximum of the $\rho(T)$ curve. It shows crystallites of the order of 100 nm in the amorphous matrix. The conditions during recording of this photograph were such that crystallites of size down to 2 nm could be detected. It is clear from Fig. 2 that crystallization did not result in the formation of a large number of small grains in the amorphous matrix.

4) Figure 3 shows the results of a study of the superconducting transition in one of the samples after different heat treatments. Heating corresponding to the linear part of the dependence $\rho(T)$ shifted the superconducting transition, but it still remained narrow (3-$4\text{ mK}$). In the $\rho = \rho_{\text{max}}$ state the transition was considerably broadened. At the end of the crystallization process the transition became as narrow as initially, but the position shifted too $T_C \approx 1.46\text{ K}$.

5) We determined the parameters of the crystal- line phase. It had a metastable orthorhombic lattice, not observed before and characterized by the following parameters: $a = 0.904 \pm 0.005, b = 0.445 \pm 0.010, c = 0.400 \pm 0.005\text{ nm}$. The space group was $P2_12_12$; it was deduced from the reflections in point-like electron diffraction patterns in accordance with the general extinction rules. The relatively large error in the determination of the unit cell parameters was due to two factors. Firstly, the error was increased by the complex internal structure of the crystallites (Fig. 2) and by stresses, which made the lines in the x-diffractograms fairly wide. Secondly, the positions of these lines depended (though weakly) on the crystallization stage. This was probably due to a change in the degree of nonstoichiometry in the crystalline phase. It should be pointed out that we did not observe the equilibrium phase of NiZr$_2$ of the metastable phases described in Refs. 8-11.

Since the crystalline part of the sample consisted of a single phase when at least 60% of the sample was crystallized, the concentration of nickel in the crystalline phase was within the range $0.23 \pm x \leq 0.45$. The values of the density and of the lattice parameters could be used to find the number of atoms in a unit cell. This number was $\rho$ provided the concentration of zirconium was high ($x = 0.23$), or it was 9 when the concentration of nickel was high ($x = 0.45$).

3. Discussion of Results

Crystallization is sometimes preceded by a new state characterized by chemical ordering. It is possible that the observed increase in the resistivity is due to this chemical ordering. This would be particularly interesting because a state with a high resistivity could be frozen (Fig. 1). However, the available experimental data were insufficient to confirm this hypothesis. We therefore considered al-
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**FIG. 2.** Structure of an alloy quenched from a temperature corresponding to the maximum value of the resistivity.
ternative explanations of the rise of the resistivity due to the appearance of crystalline inclusions. Two factors could be important: the resistivity of the boundaries between amorphous and crystalline materials and the appearance of large-scale fluctuations of the concentration in the amorphous phase because the chemical composition of the crystalline phase differed from that of the amorphous matrix. We shall now consider these two factors.

Resistivity of the boundaries

If we use expressions from the theory of an effective medium\(^1\) for the electrical resistivity \(\rho\) of a random mixture of two media with the conductivities \(\sigma_1 = 1/\rho_1\) (amorphous phase) and \(\sigma_2 = 1/\rho_2\) (crystalline phase), we find that the dependence of \(\rho/\rho_1\) on the concentration \(p_2\) of the crystalline phase is described by the lower curve in Fig. 4. In fact, this curve differs little from a straight line.

We shall now consider the other limiting case when the boundaries between the phases are completely impermeable to an electric current. Then, the appearance of isolated crystalline inclusions in the amorphous matrix first reduces the effective cross section of the conductor and increases \(\rho\). This increase continues until the concentration of the crystalline phase \(p_2\) reaches the percolation threshold \(p_c = 0.15\), when percolation begins in the crystalline phase. If \(p_2 > p_c\), the current flows along two independent conductors connected in parallel; one is amorphous and the other crystalline. Finally, in the range \(p_2 > 1 - p_c\) the residue of the amorphous phase increases the effective resistivity of the crystalline conductor.

Numerical experiments on the conductivity of metallic inclusions in an insulating matrix\(^1\) indicate that the conductivity of each phase can be described by the following expression.

\[
\sigma = \begin{cases} 
0, & \rho < 0.15 \\
1.44(\rho - 0.15)^{1.4}, & 0.15 < \rho < 0.6 \\
0.3(\rho - 1), & 0.6 < \rho 
\end{cases}
\]  

(1)

where \(\sigma_2\) is the conductivity of a given phase and \(\rho\) is its concentration. The expressions in Eq. (1) are based on the generally accepted values of the percolation threshold \(p_c = 0.15\) for a three-dimensional system and of the exponent 1.6 in the power law, and also on the expression for \(\sigma(p)\) obtained in the theory of an effective medium at high values of \(p\). Assuming that the conductivities of the two phases are related by \(\sigma_2 = 1.3\sigma_1\) and the concentrations obey the obvious expressions \(p_2 = 1 - p_1\), we find that \(\rho/\rho_1\) is described by the upper curve in Fig. 4.

When the resistivity of a boundary varies from zero to \(\sigma\), the dependence of \(\rho/\rho_1\) on \(p\) shifts from the lower to the upper curve. Points plotted in Fig. 4 are based on the measurements of the concentration of the crystalline phase deduced from photomicrographs of the type shown in Fig. 2. Such measurements are not very accurate. However, it is important that the maximum of \(\rho/\tau\) occurs at concentrations \(p_2\) close to the percolation threshold \(p_c\).

We shall introduce the probability that an electron crosses the boundary between the crystalline and amorphous phases and we shall select a layer of thickness \(t\) containing this boundary (Fig. 5). Then, the resistance of a boundary can be estimated as follows (see Ref. 19). The current \(J\) flowing across a boundary of area \(S\) is

\[
J = \frac{2\pi n e}{\hbar} v F_S, \quad S = \frac{\tau}{\hbar} V, \quad S.
\]  

(2)

where \(n\) is the carrier density; \(\kappa\) is the Fermi wave vector; \(V\) is the voltage drop across a layer of thickness \(t\); the drift velocity is \(v_F\) and \(\tau\) is due to an electron energy \(v_F\kappa\).\(^2\)\(^\circ\) acquired as a result of crossing the layer in question. Therefore, the resistance of a slab of length \(L\) containing a single boundary is

\[
R = \frac{\hbar}{\tau e^2} \frac{L - t}{3} + \frac{1}{2} \frac{\hbar k_F}{\tau e^2} \frac{1}{S} = \frac{\hbar}{\tau e^2} \left( \frac{L - t}{3} \right) + \frac{1}{2} \frac{\hbar k_F}{\tau e^2} \left( \frac{1}{S} \right).
\]  

(3)

We do not know of any rigorous calculations of the contribution made to the resistance by a single boundary. However, such a calculation has been carried out for the phonon thermal conductivity.\(^2\)\(^2\) Using the analogy between the thermal and electrical conductivities, we can find the contribution to the resistance made by a single boundary and we find that the result is typical of that given above.

The length \(L\) in Eq. (3) is the average distance between the boundaries. We can estimate \(L\) on the assumption that the crystalline phase is in the form of little spheres of diameter \(d\) and the concentration of this phase is \(Nd^3 = p\). Then, \(L\) can be determined from the total cross-sectional area \(A\) of these spheres per unit volume: \(L = A^{-1} = (Nd^2)^{-1} = \frac{1}{N}\).
of the crystalline phase is small and such an excess of nickel cannot be established. It is natural to assume that the variable of the conductivity is not only due to concentration gradients, but also due to other factors. However, such complications of the model make it much less attractive.

It thus follows that none of the models can account fully for the experimental observations. The hypothesis that the additional resistivity is concentrated at the boundary does not agree with the broadening of the superconducting transition. If we assume that the amorphous phase is inhomogeneous, we find that the concentration gradients would have to be unrealistically high. It is possible that the results obtained are due to some combination of these factors. Further studies of this alloy are therefore needed and one should also look for other materials where the situation might be simpler.
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