Three components of the superconducting response in high-resistance metastable states of the alloy Cd–Sb
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The evolution of the superconducting transition during the transformation of the metastable alloy Cd–Sb into the insulator state is investigated. It is shown, on the basis of measurements of the temperature and magnetic-field dependence of the electric resistance and the dynamic magnetic susceptibility, that this system can be described as a finely dispersed medium with irregularities whose size exceeds the coherence length. It is established that the superconducting response in Cd–Sb near the metal-insulator transition contains three components: a decrease in the resistance due to the presence of superconducting granules and another due to Josephson currents and an increase of the resistance due to freezing out of single-particle tunneling current between superconducting granules.

1. INTRODUCTION

The superconducting \( (s) \) response in three-dimensional (3D) materials with high resistivity is substantially different from the standard superconducting response. Many diverse manifestations of such differences are known. The transition may become incomplete with the resistance \( R \) assuming a constant value as the temperature \( T \) decreases\(^1\) or the transition can become quasi-reentrant, i.e., \( R \) increases again as \( T \) decreases.\(^2,3\) It can even be characterized by sharply accelerated growth of \( R \) at temperatures \( T < T_c \)—the inverse superconducting response.\(^4,5\) Giant negative magnetoresistance can be observed near the transition,\(^6,7\) and increasing the electric current can stimulate either a re-entrant transition, i.e., increase \( R \) at \( T < T_c \),\(^7\) or superconductivity.\(^8\)

Most of these phenomena are usually attributed to spatial gradients of the material. Thus there naturally arises the problem of the superconducting response in a spatially nonuniform medium.

A nonuniform material is most often modeled by metallic \((M)\) granules in an insulating \((I)\) matrix.\(^9,10\) It is well known that for the normal state the scaling hypothesis\(^12,13\) describing the metal-insulator transition does not make any qualitative distinctions between granular material and a semiconductor containing statistically distributed impurities.\(^11,14\) Though the characteristic lengths in these two cases can be completely different. Granules play the role of impurity centers, and tunneling between them is equivalent to hops from one center to another.\(^15,16\)

It is not clear whether a similar universality exists for superconducting properties. It is to the granular structure of the material that the inverse superconducting response and the giant negative magnetoresistance are attributed. The resistance increases with decreasing temperature because the superconducting gap in the system results in an exponential decrease of the single-particle tunneling current through the interlayers between the superconducting granules.\(^17\) A magnetic field obliterates the gap and for this reason the resistance decreases. However, the question of how the superconducting response will change as the sizes of the granules gradually decrease and the material becomes quasiuniform, so that disorder is realized at the atomic level and granules and clusters are formed from elements of atomic size according to the laws of statistics, has not been solved either theoretically or experimentally.

It is from this point of view that the experimental data discussed in this paper on the superconducting response of metastable high-resistance states of the alloy Cd–Sb must be considered. This paper is organized as follows.

The next section is devoted to methodological questions. A method for obtaining the sequence of states of the material, together with a set of resistivities over several orders of magnitude, is described. Starting with the quenched metastable high-pressure metal phase, these states were obtained from one another by proportioned annealing; in the process, the metal properties of the material were gradually replaced by insulator properties.

A description formulated for the metal-insulator transition in this material on the basis of measurements of the transport properties of the normal state is contained in Refs. 18 and 19. In the present paper the evolution of the superconducting response of the system is mainly discussed. The experimental data are assembled in Sec. 3. They contain the results of measuring the temperature dependence of the resistance (Sec. 3.1) and dynamic susceptibility (Sec. 3.2), as well as the effect of magnetic and electric fields on them, for a sequence of 20 states of the alloy Cd\(_{47}\)Sb\(_{33}\). These results can be summarized as follows: Below the transition point \( T_c \), the dc superconducting response in the metastable alloy Cd\(_{47}\)Sb\(_{33}\) near the localization threshold has three components:

1. A London \((L)\) component, which decreases the resistance \( R \) of the material, though it does not reduce \( R \) to zero. This superconducting current is destroyed, as usual, by the temperature-dependent field \( H_c \).
2. A Josephson \((J)\) component, which also decreases the resistance \( R \) and is destroyed by a much weaker, temperature-independent, field \( H_J < H_c \).
3. An incoherent \((U)\) component with a negative sign. This component is manifested as a sharp increase of the resistance at \(T < T_c\) in the absence of a magnetic field and as giant negative magnetoresistance on the scale of the fields \(H_g(T)\). This component, like the London component, is destroyed by the field \(H_g(T)\).

The appearance of all three components has a rational explanation within the model of a granular metal. This explanation is formulated qualitatively in Sec. 3.1 immediately after the exposition of the results. The simplest quantitative model, constructed in the mean-field approximation, is presented separately in Sec. 4.1. According to this model a three-component superconducting response with the observed ratio of the components is indeed possible in a granular metal.

An explanation of the characteristic lengths in the experiment is constructed similarly. A presentation of the results following directly from measurements of the dynamic susceptibility concludes Sec. 3.2, and a general analysis is given in Sec. 4.2, the second part of the Discussion section. Analysis shows that the size of characteristic structural nonuniformities exceeds the coherence length \(\xi\). This justifies the application of the granular-metal model.

In the final section, comparing the superconducting response to the temperature dependence \(R(T)\) in the normal state, we return to the questions concerning the structural nonuniformities and their nature and the possible scenarios of evolution of the superconducting response in quasiuniform high-resistance materials.

2. EXPERIMENT

The Cd–Sb system at high pressures and temperatures has a metal phase, which can be quenched and maintained indefinitely in the metastable state at liquid-nitrogen temperature. On heating, this metal phase gradually transforms into an x-ray-amorphous insulator state, and in the case of the composition Cd₄₇Sb₅₃ this state does not have any crystalline inclusions.²⁰,²¹ This state is in turn also metastable, but it passes into an equilibrium crystalline state at temperatures above room temperature.

The systems Zn–Sb and Ga–Sb, whose transport properties we investigated previously,²² also have a similar property. In the process of amorphization the specific volume of all these systems increases.²⁰,²³ This promotes the formation of specific fractal structures during the transformation process.²⁴ But, in Zn–Sb and Ga–Sb the specific volume increases by approximately 25%, whereas in Cd–Sb it increases by only 12.5%.²¹,²⁵,²⁶ For this reason, there are grounds for expecting that the intermediate states in such materials will have different structures.

Specimens with approximate dimensions of \(1 \times 1.5 \times 8\) mm² made from the alloy Cd₄₇Sb₅₃ were held for 1.5 h in a high-pressure chamber²⁰ at a pressure of 65 kbar and temperature of 250 °C. Then the temperature was lowered to the temperature of liquid nitrogen at an average rate of about 20 °C/sec, after which the pressure was removed. According to the Debye powder pattern, the samples obtained were polycrystalline and had a simple hexagonal structure.²⁰

Two samples were employed simultaneously in the experiment. One was clamped in a holder by two pairs of 0.5 mm in diameter gold wires with pointed ends, which simultaneously served as electric contacts. The second sample was placed inside one of two identical coils situated on the same holder and used for measuring the dynamical susceptibility. The samples were mounted in the holder at the temperature of liquid nitrogen. Next, the holder with the samples was placed in a hermetically sealed chamber, connected with a bottle of He³. The temperature in the chamber could be varied from 0.5 to 300 K. The chamber was placed in a cryostat with a superconducting solenoid. At temperatures below 1.5 K the samples were in liquid He³, while above 1.5 K the samples were in a heat-exchange gas. The temperature was recorded from indications of a resistance thermometer. The thermometer was graduated at low temperatures on the basis of the He³ vapor pressure.

We were interested in the collection of intermediate states between the initial metastable metal phase and the disordered insulator phase. The transition from one intermediate state into another was made by heating the sample up to room temperature and holding the sample at this temperature for some time, monitoring the temperature by continuously measuring the resistance, which gradually increased. The holding period was interrupted so that the resistance of the sample at 6 K could increase by a factor of 1.5–2. The holding time depended on the transformation stage; for the high-resistance insulator states it reached several hours. At temperatures below room temperature the state of the sample was not affected by any regime of temperature variation, so that the low-temperature measurements could be performed indefinitely. A total of 20 states, in which the resistance at \(T = 6\) K varied over six orders of magnitude, were investigated. In the initial state the sample had a resistivity of order 170 \(\mu\Omega\cdot\text{cm}\).

The resistance and magnetoresistance as well as the current-voltage characteristics were measured on a sample with clamping contacts. The measurements were performed by the four-contact method, using mainly a 36-Hz ac current. The values of the resistance obtained in dc control experiments were the same as for ac current.

The contactless measurements of the dynamic susceptibility were performed by the bridge method at a frequency of \(3 \times 10^4\) Hz. The signal was normalized to the magnitude of the response obtained when the alternating magnetic flux was completely expelled from the volume of the sample. The normalization response was determined from the superconducting transition measured in a lead sample having the same dimensions, at low frequencies when the normal skin effect can be neglected. The measurements of the dynamic susceptibility could be performed with different amplitudes of the ac magnetic field \(H_{ac}\) in an interval approximately from 5 to \(10^{-4}\) Oe. This made it possible to separate the contributions of the Meissner effect on massive superconducting regions and currents flowing through the superconducting contacts along closed circuits from superconducting granules and screening the normal regions.
The holder with the samples could be turned with respect to the direction of the constant magnetic field. However, neither the angle between the field and measuring current nor the angle between the field and the coil axis was observed to have any effect on the measured functions. For this reason, in describing the results we do not indicate the direction of the magnetic field.

3. RESULTS

We characterize the instantaneous state of the sample by the parameter \( q \) determined in terms of the resistance of the sample at \( T = 6 \) K:

\[
q = \log_2(\frac{R}{R_{in}})_{T = 6 \text{ K}}
\]

where \( R_{in} \) is the resistance in the initial state, for which \( q = 0 \). According to measurements of the normal-state conductivity \( \sigma \) the metal-insulator transition occurs at \( q = 4 \).\textsuperscript{18} This result was obtained by extrapolating to \( T = 0 \) the temperature dependence in the interval 4–20 K, i.e., above the superconducting transition. It has now been reproduced in three series of measurements.

3.1. Resistive superconducting response

A set of curves of the superconducting transition in zero magnetic field was already presented in Refs. 6 and 27 for different states of the alloy Cd–Sb, i.e., for different values of \( q \). For this reason we confine ourselves here to demonstrating how a magnetic field affects these curves. Figure 1 displays four series of curves \( R(H,T) \) in different states and in different magnetic fields from \( H = 0 \) up to the field \( H = 4T > H_c \), which certainly completely destroys superconductivity. The first series of curves (Fig. 1a, \( q = 2.8 \)) has a quite standard form, if one ignores the fact that the limiting curve \( R(T) \) to which the transition curves shifting with the field toward lower temperatures converge, has a negative derivative \( \partial R/\partial T \).

The further evolution of the superconducting transition with increasing \( q \) is shown in Figs. 1b–1d. The matter is not only a gradual increase of the slope of the limiting curve \( R(T) \) to \( H > H_c \). In the limiting state \( q = 4 \) the curves \( R(H,T) \) apparently still drop to zero at \( H = 0 \) and at finite subcritical values of \( H \) (Fig. 1b). Increasing \( q \) up to 4.4 makes the limiting value \( R(H,0) \) finite at \( H = 0 \), while in a field \( H \neq 0 \) the resistance with increases with decreasing \( T \) (Fig. 1c). Finally, for even larger values of \( q \) the resistance \( R \) is observed to increase even in a zero field, and the increase in \( R \) is so strong that at low temperatures we already have \( R(0,T) > R(H_c,T) \); see Fig. 1d. It is the intersection of the curves \( R(T) \) at low temperatures for \( H = 0 \) and for \( H > H_c \), that is most significant and requires further analysis.

On the curves in Fig. 1a the temperature dependence of the second critical field \( H_{c2}(T) \) is determined naturally from the shift of the superconducting transition as a function of the magnetic field. Assuming that the breaks in the curves \( R(H=\text{const},T) \) determine the field \( H_{c2} \) for large values of \( q \) also, a curve \( H_{c2}(T) \) can be obtained in each state; some of these curves are displayed in Fig. 2. Increases in \( q \) and in \( H \) both lead to smoothing of the break, so that the accuracy with which \( H_{c2} \) is determined decreases. It can be asserted, however, that right up to \( q \approx 5 \) the field \( H_{c2} \) so determined, as also the temperature \( T_{c2} \),\textsuperscript{6,27}
is virtually independent of $q$. The derivative $\partial H_c/\partial T$ remains practically unchanged at $T=T_c$:

$$\partial H_c/\partial T = -0.6(T/K).$$  \hfill (2)

The fact that $T_c$ and $H_c$ do not significantly depend on $q$ means that even in each specific case we cannot expect strong dispersion of these quantities through the sample.

In order to analyze the structure of the superconducting response it is more convenient to use the field dependence $R(H,T)$ for different values of $T$. Figure 3 gives a collection of such curves in the state with $q=4.7$, which is located on the insulator side of the transition. This is a state that appeared in Fig. 1d. But Fig. 1d gives a general idea of the scale of the effect as compared to the temperature variation of $R$, and now we can study the effect in detail for different fixed temperatures. All curves in Fig. 3 are normalized to the resistance in the field $H=4T$. The dashed line is the magnetoresistance above $T_c$. It is very low: As the field decreases from $4T$ to 0, the resistance decreases continuously by less than 2%. This dashed line can be taken as the initial zero line, from which the superconducting response should be measured.

The other curves in Fig. 3 clearly demonstrate the existence of the three components of the superconducting response mentioned in the introduction. The natural decrease in resistance with decreasing field ($L$ component) near $T_c$ at first behaves normally, shifting in the direction of high fields with decreasing temperature. Then it is replaced by an increase in the resistance ($U$ component) at low temperatures, leading to giant (nearly a factor of 2) negative magnetoresistance. Finally, in weak fields at low temperatures it is obvious that the field destroys another component ($J$) of the superconducting response, having the same sign as the $L$ component (see also the inset in Fig. 3).

All doubts as to whether a component of the superconducting response and not some independent superposed effect, for example, hopping magnetococonductance, is responsible for the giant negative magnetoresistance are removed with further transformation of the state of the sample, pushing the sample deeper into the insulator region. The $U$ component, which appeared near the metal-insulator transition at $q=3$, vanishes at $q=5$ together with all other manifestations of superconductivity (see Fig. 4).

The names given to the three components of the superconducting response are not, of course, accidental. A clear physical picture emerges from everything said above. Consider a granular superconductor. If the metal granules are separated by quite wide insulating gaps, then in the superconducting state all granules are completely independent and, as a result of the partial shunting of the low-resistance matrix by superconducting inclusions, the superconducting response contains only the $L$ component. Josephson junctions between separate granules lead to an additional decrease of the resistance; the Josephson superconducting currents are, however, destroyed by a comparatively weak magnetic field ($J$ component). If all contacts
are Josephson junctions, then the superconducting transition can split in two transitions: intragranular transition at $T > T_c$ and a coherent state at all temperatures with $T_c < T_c$. This is often used to explain the two-step form of the resistive superconducting transition in high-temperature ceramics. The $J$ component of the superconducting response, coming into play at a lower temperature, causes the total resistance of the material to vanish. In our case the fraction of Josephson junctions is apparently small. Correspondingly, the $J$ component is also small.

One other limiting case is known. Intragranular gaps can still admit direct tunneling, but their normal resistance can be so high that fluctuations suppress the coherent Josephson current. If the current between granules is controlled by single-particle tunneling, then a decrease of the temperature and opening of the superconducting gap at the Fermi level results in exponential growth of the resistance. This is also a component of the superconducting response, but it is associated not with the superconducting current but rather with the incoherent quasiparticle current.

### 3.2. Dynamic susceptibility

Figure 5 displays the normalized temperature dependence of the dynamic susceptibility $\chi(T)$ in different states of the sample. Unity on the ordinate corresponds to complete expulsion of magnetic flux from the volume occupied by the sample.

In a spatially nonuniform medium the dynamic-susceptibility signal consists of the Meissner effect proper in superconducting granules and screening of normal regions due to Josephson currents between granules. These contributions can be separated by changing the amplitude of the measuring ac current. For extremely low amplitudes the curve $\chi(T)$ contains both contributions (upper limiting curve in the terminology of Ref. 32). An increase of the amplitude results in breaking of Josephson bonds and a decrease of the signal $\chi(T)$. For sufficiently large amplitudes the signal no longer depends on the amplitude. The lower limiting curve, reflecting only the Meissner part of the susceptibility, is obtained.

The curve $q = 0$ in Fig. 5 is the upper limiting curve. Increasing the field amplitude $H_{ac}$ did not decrease the signal, either because the Josephson links were quite strong and the amplitudes available to us were insufficient to break them or because the superconducting state in the initial metastable metal phase was, in general, uniform. Amplitude dependence of the curve $\chi(T)$ appeared in the subsequent intermediate states of the sample at $q > 0$ (Fig. 6). As $q$ increased, the interval in which amplitude dependence was observed shifted toward lower amplitudes, and for large $q$ we recorded, in general, only the lower limiting curve. All curves in Fig. 5, except for the $q = 0$ curve, can be regarded as lower bounds.

Even the fact that the curve $\chi(T)$ contains only the Meissner part of the susceptibility makes it impossible to estimate the fraction of the superconducting phase in the sample as long as the size $r$ of the superconducting particles relative to the penetration depth $\lambda$ of a magnetic field in the superconductor is unknown. If the magnetic moment $M$ of superconducting particles with size $r > \lambda$ is taken as unity, when penetration of the field can be neglected, then for particles of the same shape in the opposite limiting case $r < \lambda$

we have

$$M = \gamma(r/\lambda)^2,$$

where the coefficient $\gamma$ depends on the shape of the particles. For a sphere $r$ we have $\gamma = \gamma_{\text{vol}} = 1/15$, for a cylinder of radius $r$ we have $\gamma = \gamma_{\text{cyl}} = 1/8$, for a slab of thickness of $2r$ in a parallel field we have $\gamma = \gamma_{\text{slab}} = 1/3$, and so on. For this reason, the superconducting response in the dynamic susceptibility depends on the dispersity of the medium. For a fraction $\eta$ of the superconducting volume the response is

$$\chi/\chi_0 = \eta$$
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for the coarsely dispersed phase, when the size of the superconducting region satisfies $r \gg \lambda$, and

$$\chi/\chi_0 = \eta r (r/\lambda)^2$$

(6)

for the finely dispersed superconducting phase having characteristic size $r \ll \lambda$. Here $\chi_0$ is the signal obtained when the magnetic flux is completely expelled from the volume of the sample.

The fine dispersion of the superconducting phase makes it possible to explain the existence of the temperature dependence $\chi(T)$ in states with large values of $q$. It is well known that $\lambda$ is temperature-dependent, varying from $\lambda_0$ at low temperatures to infinity at $T = T_c$. If $r < \lambda_0$, then the relation (3) and therefore, the relation (6) hold in the entire temperature interval $0 < T < T_c$. Then the experimentally measured function $F$ of $t = T/T_c$

$$\chi(T)/\chi(0) = [\lambda(T)/\lambda(0)]^{-2}$$

(7)

is determined only by the temperature dependence $\lambda(T)$ and does not depend on either the size or shape of the particles or on the spread of these parameters or the particle concentration.\textsuperscript{33,34}

In Fig. 7 such normalized temperatures $\chi(T)$ for the states $q=4.8$ and $q=5$ are compared to the theoretical curve calculated in the BCS model in the dirty London limit

$$l \ll \xi \ll \lambda,$$

(8)

where $l$ is the mean free path length. This comparison proves that it is the fine dispersion of the superconducting phase that determines the temperature dependence $\chi(T)$ observed in these high resistance states.

4. DISCUSSION

4.1. Effective-medium approximation

We now construct a model in which all three components of the superconducting response are present simultaneously: decrease of the resistance due to the presence of superconducting granules and due to Josephson currents and growth of the resistance due to freezing-out of the single-particle tunneling current between superconducting granules.

We employ the effective-medium approximation\textsuperscript{35} where the average values of the conductivity $\sigma_m$ are obtained by averaging the conductivities $\sigma_{kl}$ of the bonds in the lattice from the equation

$$\frac{2}{z} = \left( \frac{\sigma_{kl}}{\sigma_{kl} + \sigma_m(z/2-1)} \right);$$

(9)

here $z$ is the number of bonds per lattice site and the brackets indicate averaging. Consider a simple cubic lattice ($z = 6$) consisting of metal grains, and let a fraction $p$ of the bonds between the grains have tunneling conductivity $\sigma_{kl} = \sigma_{tun}$ and the remaining $1-p$ fraction have hopping conductivity $\sigma_{kl} = \sigma_{hop}$. Assume that $\sigma_{hop}$ is unaffected by either the superconducting transition or a magnetic field, but $\sigma_{tun}$ has an activational character and depends on the temperature, for example, according to Mott’s law: $\sigma \propto \exp(- (T_0/T)^{1/4})$. The conductivities $\sigma_{tun}$ do not depend on $T$ above $T_c$, but they freeze out below $T_c$ according to the law

$$\sigma_{tun} = \sigma_r \exp(- \Delta/T).$$

(10)

A magnetic field, destroying superconductivity, restores them up to the value $\sigma_r = \sigma_{tun}(T_r)$. Two functions are measured: the conductivity $\sigma_m(T)$ with no field and the conductivity $\sigma_{mH}(T)$ in a field with the superconducting interaction destroyed.

The fact that $\sigma_m$ decreases with temperature more slowly than according to the law (10) implies that there is an infinite cluster of bonds $\sigma_{hop}$, i.e., that $p < 2/3$. Suppose that in a magnetic field, when $\sigma_{tun}(T) = \sigma_{tun}(T_r) = \sigma_r$, the conductivities $\sigma_{hop}$ and $\sigma_{tun}$ are comparable and both types of bonds must be taken into account in Eq. (9). Then at temperatures $T \ll T_c$ the inequality $\sigma_{tun} \ll \sigma_{hop}$ obviously holds and we can set $\sigma_{tun}(H=0) = 0$.

At some temperature $T \ll T_c$, we obtain from Eq. (9)

$$2\sigma_{mH} - \sigma_{mH}(3p-1)\sigma_r + (2-3p)\sigma_{hop} - \sigma\sigma_{hop} = 0;$$

$$\sigma_{hop} = \frac{2}{2-3p} \sigma_m. $$

(11)

Hence we obtain a simple relation between the dimensionless quantities

$$\alpha(T) = \frac{\sigma_r}{\sigma_{hop}(T)} \quad \text{and} \quad \eta(T) = \frac{\sigma_{mH}}{\sigma_m};$$

(12)

namely

$$\alpha = \frac{(2-3p)^2}{2+(2-3p)(3p-1)} \eta.$$

(13)

Figure 8 displays three curves $\alpha(p)$ with different values of $u$. Two of these curves correspond to values of $u$ demonstrated in Fig. 3. For the state $q=4.7$ the value $u = 1.5$ is obtained for $T = 0.5$ K and $u = 1.2$ is obtained for $T = 0.75$. The curves $\alpha(T)$ in Fig. 8 have vertical asymptotes: If the concentration $p$ is too low, then even for very large $\alpha$ the required increase of the average conductivity cannot be obtained by activating the bonds $\sigma_r$. The dashed
line is the asymptote of the curve \( u = 1.5 \). It follows from this asymptote that in the state \( q = 4.7 \) the relative concentration of tunnel bonds \( p > 0.08 \).

The relation (13) can in principle be compared to experiment, since \( p \) does not depend on \( T \) and the temperature dependences \( \alpha (T) \) and \( u (T) \) are measured experimentally. As the temperature increases we move in the \((p, \alpha)\) plane in Fig. 8 downward along the vertical to smaller values of \( u \) and, therefore, smaller values of \( \alpha \), i.e., larger values of \( \sigma_{\text{hop}} (T) \). The specific form of the function \( \sigma_{\text{hop}} (T) \) depends on the value of \( p \), which can be estimated from the expected values of \( \alpha \). If it is assumed that the tunneling gaps differ from the hopping gaps mainly by the width \( d \)

\[
d_{\text{tun}} < d_{\text{hop}}
\]

then it immediately follows hence that \( \alpha > 1 \). This limits the interval of possible values of \( p \) in Fig. 8 this interval, determined with the help of the \( u = 1.5 \) curve, is marked with an arrow.

The maximum in weak fields can also be described by making the model slightly more complicated. Suppose that in zero field \( j \) of the \( p \) tunneling gaps become Josephson gaps. The first of the equations (11) remains unchanged. In writing the second equation we take into account the fact that the conductivity of the bonds in zero magnetic field is zero with probability \( p - j \), infinity with probability \( j \), and \( \sigma_{\text{hop}} \) with probability \( (1 - p) \). For definiteness, we take the value \( p = 0.82 \), falling approximately at the center of the distinguished interval and corresponding to \( \alpha = 2 \) on the \( u = 1.5 \) curve. The observed 2% decrease of \( u \) (relative height of the maximum in the inset in Fig. 3) is obtained by introducing only \( j/p \approx 2.5\% \) Josephson bonds.

Thus the upper curve in Fig. 3 can be described in this model with the parameters \( \alpha = 2 \), \( p = 0.18 \), and \( j = 0.004 \). Then as the temperature increases up to 0.75 K, since \( p \) and \( j \) are assumed to be constants, \( \alpha \) must drop to 0.5, which corresponds to quadrupling of the conductivity \( \sigma_{\text{hop}} \). Indeed, the conductivity of the sample at \( H = 0 \) increases by only a factor of 1.7 (see Fig. 1d). This discrepancy characterizes the measure in which the model is suitable for describing our experiment.

The observed discrepancies should not be viewed as disappointing. The model employed is too rough in order to describe correctly the temperature dependences. The assumption that all bonds are divided into only two groups, without any dispersion and with identical temperature dependences within groups, is obviously an oversimplification of the real situation. However, this model demonstrates the main point: The superconducting response of a granular metal can indeed contain three components in the ratios which are observed experimentally.

4.2. Estimates of the characteristic lengths

The theory of superconductivity contains two parameters with the dimension of length: the penetration depth \( \lambda \) of a magnetic field and the coherence length \( \xi \). In type-II superconductors they are related with the characteristic values of the magnetic field by the equations

\[
H_{c1} (T) = \frac{\Phi_0}{\pi \lambda^2 (T)} \ln \kappa, \quad H_{c2} (T) = \frac{\Phi_0}{2 \pi \xi^2 (T)}, \quad \Phi_0 = \pi c h / e,
\]

where \( \kappa \) is the Ginzburg-Landau parameter, and it is assumed here that \( \kappa < 1 \). In the dirty limit \( \xi >> 1 \) the quantity \( \xi \) in Eq. (14) must be replaced by an effective coherence length \( \xi' = (\xi h)^{1/2} \).

We consider first measurements of \( H_{c2} \) and the values of \( \xi \) estimated from them. The right-hand scale, constructed with the help of Eq. (14), in Fig. 2 determines the scale of the correlation length \( \xi' \). For \( T < T_c \) the correlation length satisfies \( \xi' \approx 100-200 \, \text{Å} \). This scale is the basis for all subsequent comparisons.

We determined the field \( H_{c2} \) according to the appearance of the superconducting response on the high-field side of the curves \( R (H) \). In classical type-II superconductors this method for determining the field \( H_{c2} \) is facilitated by pinning: Pinning of flux lines prevents losses due to motion of the flux lines in a field \( H < H_{c2} \) and makes the change in resistance in the field \( H_{c2} \) sharper. In the absence of pinning the resistive state is determined by flux line motion and is extended to the field \( H_{c1} \). The response of the dynamic susceptibility \( \chi \) to a magnetic field and the role of pinning are, to some degree, opposites. On the curves of the dynamic susceptibility \( \chi (H) \) the signal should decrease in the field \( H_{c1} \), because for \( H > H_{c1} \) the flux lines penetrate into the superconductor and the magnetic moment drops sharply. But, in order that the penetration of flux lines be reflected in the dynamic susceptibility the flux-line lattice must fluctuate in time with the external field. Pinning, by fixing the position of the flux lines, seemingly decouples the external alternating field from the internal constant field. For this reason, due to pinning the field \( H_{c1} \) is not very sharply manifested in the curves of the dynamic susceptibility and a strong signal can be observed right up to the field \( H_{c2} \).

As shown above, in states with large \( q \) we are dealing with small superconducting regions. In a finely dispersed
medium the effect of pinning on the dynamic-susceptibility signal decreases, since the number of flux lines in each particle is small. For this reason the dynamic-susceptibility signal decreases near the field \( H_c \), i.e., in a much weaker field than the field in which the superconducting response completely vanishes on the curve \( R(H) \) (see Fig. 9).

We now introduce the characteristic field \( H^* \) in which the signal \( \chi(H) \) drops by a factor of 2. In Fig. 10 this field is displayed as a function of \( q \). It is well known that fields larger than \( H_c \) penetrate into small superconducting particles. For example, for a film of thickness \( 2r \) in a parallel field

\[
H_c(r) = \left( \frac{\Phi_0}{2\pi r^2} \right) \ln(2r/\xi), \quad \xi \ll r \ll \Lambda. \tag{15}
\]

It is this effect that apparently explains the dependence \( H^*(q) \).

In all equations (14) and (15) the characteristic field is inversely proportional to the squared characteristic length. Neglecting logarithmic factors, in making estimates we always assumed that the coefficient of proportionality is \( \Phi_0/2\pi r^2 \). It is this coefficient that was used to construct the right-hand scale in Fig. 10. The existence of the dependence \( H^*(q) \) for \( q > 4 \) is itself natural and confirms the previously obtained inequality (3). But the estimate \( \Lambda \approx 1300 \text{ Å} \), following from this plot, should not be taken too seriously, not only because we neglected logarithmic factors in Eqs. (14) and (15), but also because of the arbitrariness in defining \( H^* \).

As one can see from Fig. 9, the field \( H_c(r) \) is of the same order of magnitude as the field \( H_J \), in which the \( J \) component of the superconducting response is destroyed. For a flat contact of width \( 2r \) with a field in the plane of the contact the field \( H_J \) is

\[
H_J = \frac{\Phi_0}{4r\lambda}. \tag{16}
\]

Comparing Eq. (16) to Eq. (14) shows that the equality of \( H_c(r) \) and \( H_J \) indicates only that \( r \approx \lambda \).

Thus comparing Figs. 2 and 10 shows that in high-resistance states

\[
r \approx (3-5)\xi^*, \quad \text{i.e., } r > \xi^*. \tag{17}
\]

The limit of a “quasiuniform medium” \( r < \xi^* \) is close, but it is apparently still not reached in this material.

5. CONCLUSIONS

Thus, the effective-medium approximation and analysis of the effective lengths show that superconducting response evolution observed in Cd–Sb can be described in terms of the granular-superconductor model. This, however, does not resolve all questions.

The temperature dependence of the conductivity of this alloy near the metal-insulator transition is described very well by the temperature dependence\textsuperscript{18–19}

\[
s - s(0) \propto T^{1/3}, \tag{18}
\]

in accordance with the theory constructed for a quasiuniform medium.\textsuperscript{37,38} One of the following three conclusions can logically be drawn from this.

1. It is possible that granular metal also has a critical region near the metal-insulator transition with temperature dependence of the type (18). In the insulator region the temperature dependence is similar in granular and quasiuniform media.\textsuperscript{11,14–16} In the metal region \( s(T) \) can also have corrections similar to the quantum corrections in metal.\textsuperscript{6} The behavior of the transport properties of granular metal in the critical region has not been studied, either theoretically or experimentally.

2. It can happen that our material is structurally quasiuniform and behaves correspondingly in the normal state, but that the superconducting transition itself stimulates the appearance of nonuniformity at the electronic level. According to Ref. 39, if the spatial fluctuations of the electronic characteristics are strong enough, the superconducting order parameter is not self-averaged and superconductivity becomes nonuniform and the superconducting regions arise at first in the form of separate drops. Phase separation at the electronic level in a superconducting transition was also discussed in Ref. 40. There is still no experimental evidence for such a scenario.

3. Finally, it can happen that the superconducting response of a quasiuniform material near the metal-insulator transition is similar, under certain conditions, to the superconducting response of granular metal. Then the \textit{a priori}
assumption that we are dealing with granular metal made in the preceding section, could lead to incorrect conclusions.

From this standpoint Ref. 41, where giant negative magnetoresistance in granular Al was observed, is very interesting. This effect is very similar in magnitude and character to the effect observed in GaSb. In terms of the present paper this is the J component of the superconducting response. The significant difference between the effects in granular Al (Ref. 41) and in metastable GaSb (Ref. 6) is observed in the temperature dependence of the quantity

$$\Delta R = R(0) - R(H).$$

In Al the quantity $\Delta R$ does not vanish at the superconducting transition temperature $T_c$ in finely dispersed Al (in this material—about 1.5 K), but rather it decreases continuously with increasing $T$ right down to 4 K. We contrast this to the fact that according to all estimates the inequality $r < \xi$ opposite to (17) was satisfied in the material employed.

Thus none of the three variants can be excluded. The problem of the superconducting response in high-resistance materials cannot be regarded as closed.
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