Tunable non-equilibrium Luttinger liquid based on counter-propagating edge channels
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We investigate energy transfer between counter-propagating quantum Hall edge channels (ECs) in a two-dimensional electron system at filling factor $\nu = 1$. The ECs are separated by a thin impenetrable potential barrier and Coulomb coupled, thereby constituting a quasi one-dimensional analogue of a spinless Luttinger liquid (LL). We drive one, say hot, EC far from thermal equilibrium and measure the energy transfer rate $P$ into the second, cold, EC using a quantum point contact as a bolometer. The dependence of $P$ on the drive bias indicates breakdown of the momentum conservation, whereas $P$ is almost independent on the length of the region where the ECs interact. Interpreting our results in terms of plasmons (collective density excitations), we find that the energy transfer between the ECs occurs via plasmon backscattering at the boundaries of the LL. The backscattering probability is determined by the LL interaction parameter and can be tuned by changing the width of the electrostatic potential barrier between the ECs.

One-dimensional electronic systems (1DESs) are collective in nature. As first shown by Tomonaga, an interacting 1DES near its ground state can be modeled with the help of a bosonization technique. Later on Luttinger introduced an exactly soluble model for two species of fermions (left and right movers) with an infinite linear dispersion, referred to as a Luttinger liquid (LL). The excitations of a spinless LL can be described as non-interacting plasmons, bosonic collective fluctuations of the electron density. The plasmon’s lack of interaction gives rise to the counterintuitive prediction that an excited ideal LL should never thermalize.

The strength of the LL model fully manifests itself out of equilibrium, where it still offers a single-particle description of the kinetics of a strongly correlated 1DES. In the presence of disorder, energy relaxation is then described as elastic plasmon scattering off inhomogeneities. This has not yet been confirmed experimentally. Instead, for two tunnel-coupled quantum wires far from equilibrium deviations from the LL model were observed. The main problem seems to be disorder, which gives rise to thermalization on the length scale of the mean free path. Signatures of disordered LLs, such as a powerlaw dependence of the conductance on temperature or bias, have been observed in various 1DESs. However, the design of experiments far from equilibrium remains complicated because of small mean free paths of no more than a few micrometers in such devices.

Here we apply a strong magnetic field perpendicular to the 2DES of a GaAs/AlGaAs heterostructure and realize a tunable LL based on ECs at integer filling factor $\nu = 1$. Related to their chiral nature, ECs offer the fundamental advantage of suppressed back-scattering of electrons. Yet, contrary to the chiral-LLs in fractional quantum Hall regime, a single EC at $\nu = 1$ behaves as a perfect one-dimensional Fermi liquid. To still create a spinless LL we bring two counter-propagating ECs into interaction, providing left and right movers according to the original proposal by Luttinger. Here we follow Ref., where a direct analogy between such a system and the LL model has been demonstrated. Unlike in experiments on tunneling in cleaved edge overgrown structures, we block the charge current between the ECs and study the energy transfer between the left and right movers in this hand-made LL. Besides much weaker disorder this system has a second important advantage, namely the possibility of individual control over left versus right movers.

Our counter-propagating ECs are separated by a barrier impenetrable for electrons, marked by C in Fig. (a). It is created electrostatically by applying a negative voltage $V_C$ to the metallic center gate (C in Fig. (b)). Varying $V_C$ allows to tune the width of the barrier and the strength of the Coulomb coupling between the ECs. Other gates (1 through 8 in Fig. (b)) have two purposes: first, they can be used to control the length of the interaction region ($L$) by guiding the ECs away from the center barrier. Their second purpose is to define QPCs. We create a nonequilibrium electronic distribution in one, say hot, EC by partitioning the electrons at a drive QPC (DRIVE circuit in Fig. (b)). Based on this technique, energy relaxation between co-propagating ECs was already investigated at $\nu = 2$ with a quantum dot as detector and in the fractional quantum Hall regime by observation of complex edge reconstruction effects. We use a second QPC, defined in the counter-propagating EC (DETECTOR circuit in Fig. (b), to detect the excess energy transferred from the hot EC. This setup allows us...
FIG. 1. Experimental layout. (a) - Gated areas of the 2DES are shown in grey and the ECs are shown by solid lines with arrows. In the drive circuit we create a nonequilibrium particle distribution in a hot EC by use of a partially transparent drive QPC biased with a voltage $V_{DRIVE}$. The hot EC propagates along the central barrier (C), reaches a counter-propagating cold EC in the detector circuit (winding arrows). The nonequilibrium distribution in the cold EC is characterized with the help of the detector QPC. (b) – Electron micrograph of the sample identical to the one used in experiment. The central gate (C) and a number of side gates used to define constrictions have a grey color. The EC chirality is the same as in (a), see white arrow.

to create a perfect LL model system out of equilibrium and to study the energy flux between the left and right movers (red winding arrows in Fig. 1).

Our samples are based on a 200 nm deep 2DES of a GaAs/AlGaAs heterostructure with electron density $9.3 \times 10^{19}$ cm$^{-2}$ and mobility $4 \times 10^6$ cm$^2$/Vs. The metallic gates are obtained by thermal evaporation of 3 nm Ti and 30 nm Au. The experiments are performed in a $^3$He/$^4$He dilution refrigerator in a magnetic field of 3.8 T at 60 and 90 mK. Current measurements are performed using home-made $I-V$ converters with input offset voltage $\leq 10$ µV. In bolometric experiments, the detector QPC conductance is measured with a 5 µV rms ac modulation (11-33 Hz). For thermoelectric measurements we use a fixed ac modulation (11-33 Hz) and measure the derivative $dI_{DET}/dV_{DRIVE}$ as a function of the dc bias $V_{DRIVE}$, which is numerically integrated to give $I_{DET}$. The modulation is 5 µV rms at $|V_{DRIVE}| \leq 300$ µV, and 30 µV rms otherwise. Throughout the paper the drive QPCs conductance is $\approx 0.3 e^2/h$, corresponding to a perfectly linear $I-V$. Hence, the excitation is the same for both polarities of $V_{DRIVE}$, explaining almost perfect symmetry of the data in figs. 2 and 3 below.

The linear response conductance of a QPC, $G = Tr \times e^2/h$, is proportional to its transparency $Tr$, the probability for an electron to be transmitted through the QPC. The energy dependence of $Tr$ can be used to convert a thermal gradient into an electric current$^{23,24}$. Here we demonstrate a simpler and quantitative approach and use a QPC as a bolometer. In leading order $\delta G_{DET}$ is proportional to the excess energy fluxes $\delta F_L$ and $\delta F_R$ impinging on it, respectively, from the left and right, and the second energy derivative of $Tr$:

$$\delta G_{DET} = e^2 e \frac{\partial^2 Tr_{DET} \delta F_R + \delta F_L}{\partial E^2}. \tag{1}$$
In the measurements discussed below we use either gate 2 or gate 3 (Fig. 1b) to define our detector QPC at $T_{\text{DET}} \approx 0.1$.

In Fig. 2a we present a typical bolometer measurement of $\delta G_{\text{DET}}$ versus $V_{\text{DRIVE}}$. $\delta G_{\text{DET}}$ is parabolic at small $|V_{\text{DRIVE}}|$ and close to linear for $|V_{\text{DRIVE}}| \gtrsim 100 \mu V$. $\delta G_{\text{DET}}(V_{\text{DRIVE}})$ is nearly symmetric in respect to the origin, indicating that the excess energy in the hot EC is independent of the sign of $V_{\text{DRIVE}}$. Similar results are obtained when the drive QPC is placed 40 $\mu m$ upstream of the interaction region, see Fig. 2b. We verified that our bolometer indeed probes the energy transfer rate ($P$) between the ECs within the interaction region. Corresponding experiments and the derivation of formula (1) are presented in the Supplemental Material.

We calibrate the bolometer by measuring the $T$-dependence $\partial \delta G_{\text{DET}}/\partial T$ in equilibrium and extracting $\partial^2 T_{\text{DET}}/\partial E^2$. These two quantities are related via eq. (1) and a standard expression for the energy flux in equilibrium, $F_R = F_L = \pi^2 (k_B T)^2/6h$. So obtained $P$ is given on the right/left axes in figs 2a and 2b, respectively. $P$ is in the fW range, meaning that just a tiny fraction ($\sim 10^{-4}$) of the excess energy of the hot EC is absorbed in the cold EC. It is tempting to determine an effective excess temperature $\delta T_{\text{eff}}$ in the cold EC. For small changes one finds $\delta T_{\text{eff}} = 2\delta G_{\text{DET}}/(\partial G_{\text{DET}}/\partial T) \ll T$. Here the factor of 2 accounts for the fact that in our experiment $\delta F_L = P$ and $\delta F_R = 0$. $\delta T_{\text{eff}}$ is quantified in Figs. 2a (bar) and 2b (right axis).

Non-zero $\delta T_{\text{eff}}$ in the cold EC generates a thermoelectric current ($I_{\text{DET}}$) across the detector QPC. In Fig. 3 $I_{\text{DET}}$ is plotted against $V_{\text{DRIVE}}$ for two choices of $L$. This data closely resembles the bolometric response shown in Fig. 2, which is a general feature of our measurements. The connection between the two experiments becomes evident in the inset of Fig. 3. The thermoelectric voltage, defined as $V_{\text{DET}} \equiv I_{\text{DET}}/G_{\text{DET}}$, is proportional to $\delta T_{\text{eff}}$ measured using the bolometer. The Seebeck coefficient of the detector QPC $S = \delta V_{\text{DET}}/\delta T_{\text{eff}} \approx 13 \mu V/K$ is comparable to previous measurement. It is independent of the sign of $V_{\text{DRIVE}}$ and the choice of the drive QPC, as expected. The meaningful value of $S$ indicates that the cold EC is close to local thermal equilibrium and justifies our bolometric approach.

Observation of $P \propto V_{\text{DRIVE}}$ points at a breakdown of the momentum conservation for the energy exchange between counter-propagating ECs. For a deeper analysis we use the kinetic equation approach and express $P$ in an inhomogeneous LL as

$$P = \frac{1}{h} \int \epsilon f^{\text{HOT}}(\epsilon) R_e d\epsilon, \tag{2}$$

where $R_e$ is the energy dependent backscattering probability of plasmons and $f^{\text{HOT}}(\epsilon)$ is their occupation number in the hot EC. In the limit of $|eV_{\text{DRIVE}}| \gg k_B T, \epsilon$ we can assume $f^{\text{HOT}}(\epsilon) \propto |eV_{\text{DRIVE}}|/\epsilon$. Hence $P \propto |V_{\text{DRIVE}}|$ indicates that backscattering is suppressed at high $\epsilon$. Such a behavior is expected in a random disorder model with a finite correlation length $l_{\text{corr}}$. The disorder potential absorbs momenta up to $h l_{\text{corr}}^{-1}$ and allows transfer of energy quanta up to $\epsilon_0 \sim h u l_{\text{corr}}^{-1}$, where $u$ is the plasmon velocity. With the magneto-plasmon velocity at $\nu = 1$ estimated to be $u \sim 10^7 \text{cm/s}$ and with $\epsilon_0 \sim 80 \mu eV$ determined from the onset of the linear slope of $P(V_{\text{DRIVE}})$ in Fig. 2a, we find $l_{\text{corr}} \sim 1 \mu m$ for our device.

We gain more insights about plasmon scattering by studying $P$ in dependence on the ECs interaction length $L$. Using a fixed drive QPC ($40 \mu m$ upstream of the interaction region) we vary $L$ in the range 0-6.3 $\mu m$ by bending the hot EC with gates 6, 7 or 8 (see Fig. 1). As shown in Fig. 2b $P$ stays constant as $L$ is increased between 2.2 and 6.3 $\mu m$. Obviously, this is inconsistent with random disorder scattering, for which $R_e \propto L$. Moreover, the heretical conclusion that part of the interaction region might be broken and would therefore not contribute to scattering is disproved in Fig. 3. Instead, the independence of $P$ on $L$ indicates boundary scattering of plasmons at the entrance and exit of the interaction region as dominant energy transfer mechanism. As seen from Fig. 2b, $P$ depends on $L$ only for small $L \lesssim l_{\text{corr}}$, which can be qualitatively explained by an overlap of the two boundaries and a sufficiently long-ranged interaction.
between the ECs (finite signal at $L = 0$, see also fig. 2). The boundary scattering is related to the change of the plasmon velocity in the interaction region, where it is renormalized as $u = v_F / K$. Here $v_F$ is the Fermi velocity in the isolated EC and $K \geq 1$ is a dimensionless LL interaction constant. Note that this process is a plasmon counterpart of a charge fractionalization at the LL boundary. At small energies the scattering obeys the Fresnel law $R_c = [(1-K)/(1+K)]^2$. If $K$ varies smoothly across the length-scale $l_{\text{bound}}$, the reflection is suppressed for $\varepsilon \gtrsim \varepsilon_0 = h u l_{\text{bound}}$, where $l_{\text{bound}} \sim 1 \mu m$ is considered above.

An independent indication for boundary scattering is the observed $P \propto V_{\text{DRIVE}}^2$ at weak driving $|eV_{\text{DRIVE}}| \lesssim \varepsilon_0$, see Fig. 2. This is expected for boundary scattering at $\varepsilon < \varepsilon_0$, as $R_c$ is constant in this case. In contrast, for disorder scattering\cite{80} $R_c \propto \varepsilon^2$ for $\varepsilon < \varepsilon_0$, which would result in $P \propto V_{\text{DRIVE}}^3$, similar to a perturbative calculation.\cite{80}

The dashed line in Fig. 2b is a model curve based on Eq. 2 assuming boundary scattering of plasmons. The only fit-parameters are $\varepsilon_0 = 80 \mu eV$, which sets the crossover from parabolic to linear $P(V_{\text{DRIVE}})$, and $K = 1.12$. The interaction strength $|1 - K|$ can be directly tuned by $V_C$. As shown in Fig. 4 for the case of $|eV_{\text{DRIVE}}| \gg \varepsilon_0$, $P$ sharply increases in the range $-0.8 V < V_C < -0.4 V$, corresponding to $0.1 < |1 - K| \lesssim 0.25$.

At our largest interaction $u \approx 0.75 v_F$, which corresponds to a dimensionless LL conductance of $g \approx 0.5$. This is close to values reported in genuine 1DESs. We finally note that the electrostatic width of the central barrier is $d \approx 300 \text{ nm}$ (see upper axis of Fig. 4), comparable to the depth of the 2DES and the width of the gate C. Our experiments are in the regime $d < l_{\text{bound}}$, for which the interaction is dominated by Coulomb coupling.\cite{80} We obtain a reasonable agreement (dashed line in Fig. 4) evaluating the interaction as $K = |1 - (g_2/2\pi\hbar v_F)^2|^{-1/2}$, where $g_2 = 2e^2K_0(qd)/k$ is a matrix element of the Coulomb interaction at a wave vector $q = l_{\text{bound}}^{-1}$, $K_0$ is the Bessel function and $k \approx 12.5$ is the dielectric constant.\cite{80}

In summary, we studied the LL model out of thermal equilibrium based on counter-propagating quantum Hall ECs. The energy transfer between the ECs is consistent with elastic backscattering of collective density excitations at the boundaries of this hand-made LL. Counter-propagating quantum Hall ECs are a perfect candidate for refined tests of the LL theory, a first example being presented here.
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[26] The trivial electrostatic contribution to $G_{DET}$ arises from the change of the electron density in the biased drive circuit owing to the in-plain gating effect. For $|\delta G_{DET}/G_{DET}| \ll 1$ it is asymmetric in drive bias $\delta G_{DET} \propto V_{DRIVE}$. This contribution was independently calibrated in experiments with an open drive QPC, when the bolometric contribution is absent.
[34] At $|K−1| \ll 1$ a renormalization of the plasmon velocity is small, and we expect a perturbative description to be adequate as well. Unlike in Ref.28, in this case one has to account for a pairwise electron-electron scattering at the boundaries of the interaction region.
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BOLOMETRIC RESPONSE OF A QPC

Here we derive an expression for a linear response conductance of a quantum point contact (QPC) in a weakly non-equilibrium non-interacting spinless 1D electron system (1DES). The (nonequilibrium) distribution functions of the carriers in the right/left edge channels incident on the QPC are denoted, respectively, as \( f_R \) and \( f_L \). The corresponding chemical potentials are determined from the conservation of the particle number:

\[
\mu_{R,L} = \int_0^\infty f_{R,L}(E) dE = \mu_0 \pm eV/2, \quad (1)
\]

where \( E \) is the energy, \( \mu_0 \) is the chemical potential at equilibrium, \( e \) is the elementary charge and \( V \) is the bias voltage across the QPC. The dispersion relation is linearized near the Fermi surface, which gives rise to the energy independent density of states. The net current through the QPC is determined by the energy-independent density of states. The net current through the QPC are denoted, respectively, as \( G_{R,L} \) where we used the linear response relation:

\[
G_{R,L}(E) = \frac{e^2}{h} \int_{-\mu_0}^\infty \frac{\partial f_{R,L}(E)}{\partial \epsilon} d\epsilon = \frac{e^2}{h} \frac{\partial f_{R,L}(E)}{\partial \epsilon} dE, \quad (2)
\]

which can be differentiated in respect to \( V \) to give the conductance:

\[
G = \frac{\partial I}{\partial V} = \frac{e}{h} \int_0^\infty \frac{\partial f_R}{\partial V} \Big( \frac{\partial f_R}{\partial \epsilon} - \frac{\partial f_L}{\partial \epsilon} \Big) dE = \frac{-e^2}{2h} \int_0^\infty \frac{\partial f_R}{\partial \epsilon} \Big( \frac{\partial f_R}{\partial \epsilon} + \frac{\partial f_L}{\partial \epsilon} \Big) dE, \quad (3)
\]

where we used the linear response relation \( \frac{\partial f_{R,L}}{\partial V} = \pm e/2 \frac{\partial f_{R,L}}{\partial E} \big|_{V=0} \), which follows from the fact that the bias voltage doesn’t affect the distribution functions apart from shifting \( \mu_R \) and \( \mu_L \). Eq. \( (3) \) simplifies close to equilibrium, where the distributions \( f_{R,L} \) differ from 0/1 only within a narrow energy window. In this case the transparency \( T \) is almost constant and we account for its energy-dependence up to the second order \( T = T^{\pm}_0 + T^{\pm}_1 \epsilon + T^{\pm}_2 \epsilon^2/2 \). Here, \( \epsilon \equiv E - \mu_0 \) and \( T^{\pm}_0, T^{\pm}_1, T^{\pm}_2 \) are, respectively, the transparency and its first and second derivatives at \( E = \mu_0 \). In these notations eq. \( (3) \) reduces to:

\[
G = G_0 + G_1 + G_2 \quad (4)
\]

where we used three identities:

\[
G_0 = -\frac{e^2}{h} T^{\pm}_0 \int_{-\mu_0}^\infty \frac{\partial f_T}{\partial \epsilon} d\epsilon = \frac{e^2}{h} T^{\pm}_0 \quad (5)
\]

\[
G_1 = -\frac{e^2}{h} T^{\pm}_1 \int_{-\mu_0}^\infty \epsilon \frac{\partial f_T}{\partial \epsilon} d\epsilon = 0 \quad (6)
\]

\[
G_2 = \frac{e^2}{h} T^{\pm}_2 \int_{-\mu_0}^\infty \frac{\partial^2 f_T}{\partial \epsilon^2} d\epsilon = \frac{e^2}{h} T^{\pm}_2 \left( \int \epsilon f_T d\epsilon - \mu_0^2 / 2 \right) = e^2 T^{\pm}_2 (\overline{T} - F_0), \quad (7)
\]

with \( \overline{T} = f_L + f_R \) and \( \overline{F} = f_L + f_R \) which follow from the properties of the Fermi distribution function and eq. \( (1) \). Here \( F_R \) and \( F_L \) is a total energy flux in the two edge channels (ECs) and \( F_0 \) is its value at a zero temperature \( (T = 0) \). Note that in equilibrium \( F_R^{eq} = \pi^2 (k_B T)^2 / 6h \) so that the term \( G_2 \) in eq. \( (4) \) accounts also for the \( T \)-dependence of \( G \). Summarizing, we find for a deviation of the conductance caused by heating of the ECs incident on the QPC:

\[
\delta G = \delta G_2 = e^2 T^{\pm}_2 \times \frac{\delta T_{R,L} + \delta T_{L,R}}{2}, \quad (8)
\]

where \( \delta F_{R,L} \) are the excess energy fluxes carried by corresponding ECs in respect to \( F_{R,L}^{eq} \) at a given \( T \). Similarly, at \( V = 0 \) one obtains in the first order in \( \epsilon \) an expression for the thermoelectric current from eq. \( (2) \):

\[
I_{therm} = e T^{\pm}_1 \times (\delta F_R - \delta F_L). \quad (9)
\]

Equations \( (5) \) and \( (9) \) express the bolometric and the thermoelectric responses of a QPC out of equilibrium in terms of the energy dependence of its transparency. As explained in the main paper, from these expressions one can calibrate the bolometric response via a conductance temperature dependence and, likewise, evaluate a Seebeck coefficient (thermopower). The latter is defined as \( S = V_{therm} / \delta T_{eff} \), where \( V_{therm} \equiv I_{therm} G^{-1} \) is the thermoelectric voltage and \( \delta T_{eff} \equiv 3h(\delta F_R -...
The nearly perfect proportionality $V_{thermo} \propto \delta T_{eff}$ observed in fig. 3 of the main paper is in agreement with Eqs. (5) and (6) provided $\delta F_L \equiv 0$, i.e. when one of the ECs remains at equilibrium. Yet the evaluated energy transfer rate $P = \delta F_R$ depends on the detector QPC transparency. At moderate excitations $|V_{DRIVE}| \leq 0.5 \text{mV}$, see Fig. 1b, the $P$ varies by at most a factor of $\sim 2$ in the range $0.06 < Tr^0 < 0.6$ (see the data points in Fig. 1b). This uncertainty is still acceptable in light of the vast variation of the bolometric sensitivity by a factor of $\sim 20$ for the same data. Summarizing the above, the lowest order approximations provide a consistent description of the experiment and permit a reliable estimate of the excess energy flux in the detector EC.

Note, that in our derivation we assumed that the width of the nonequilibrium distribution is small compared to the characteristic scale $\Omega$ of the energy dependence $Tr(E)$ in the detector QPC. This is straightforward to verify. Close to pinch-off, the dependence is close to the exponential: $Tr \propto \exp(-E/\Omega)$, so that $Tr' \approx Tr^0/\Omega$. In our experiment, $S \approx 13 \mu V/K$ (see the inset of fig. 3 of the main paper), which gives an estimate $\Omega = \pi^2 k_B^2 T/3eS \sim 100 \mu eV$ from eq. 5. On one hand $\Omega \gg T$, $\delta T_{eff}$, while on the other hand $\Omega$ is the same order of magnitude as the bandwidth $\xi_0 \approx 80 \mu eV$ of the energy relaxation (see the main paper). That is, the derivation would perfectly hold if the electrons in the cold EC were at a local equilibrium with an effective excess temperature $\delta T_{eff} \sim 50 \text{ mK}$ (scale bar in Fig. 1b). And breakdown in the opposite case. Apparently, the experimental results point to a (partial) carrier thermalization, which is not surprising in view of strong dephasing in Fabri-Perot and $\nu = 1$ Mach-Zender interferometers at small excitation energies.

**PROOF OF THE INTER-EC ENERGY TRANSFER**

In this section we present test experiments that prove inter-EC energy transfer as the origin of the bolometric signal in the detector-QPC. First of all we discriminate the bolometric signal from a spurious electrostatic coupling effect. The experimental scheme is depicted in fig. 2. We measure the change of the detector conductance $\delta G_{DET}$ as a function of the bias $V_{DRIVE}$ applied in the drive circuit. For a partially transparent drive-QPC (black squares in fig. 2a), the signal $\delta G_{DET} > 0$ is a factor of 2 asymmetric in respect to bias reversal and corresponds to a temperature increase. For a fully open drive-QPC (blue triangle in fig. 2b), however, the signal is fully antisymmetric, which is a result of electrostatic coupling between the detector-QPC constriction and hot-EC in the drive circuit (gating). Within the linear approximation $\delta G_{DET} \propto \phi$, where $\phi$ is the electrostatic potential of the hot-EC. It’s straightforward to show that $\phi = I_{DRIVE} \times (h/e^2 + R_{cont})$, where $I_{DRIVE}$ is the current measured in the drive-circuit and $R_{cont} \sim 1 \text{ k}\Omega$ is the resistance of the ohmic contact which connects the hot-EC and the $I-V$ converter (see the sketch of fig. 32). The dependencies $I_{DRIVE}$ vs $V_{DRIVE}$ measured in an open and partially transparent drive-QPC are plotted fig. 2b as blue triangles and black squares, respectively. The slope ratio is $\approx 2.3$ which allows to correct the bolometric data of fig. 2a for the gating effect (both effects are small, hence additive). As a result, the asymmetric curve (black squares) is transformed into the almost symmetric one (red squares). Such a procedure to sub-
tract the gating contribution was performed below where necessary.

The following experiments verify that the bolometric signal comes from the interaction between the ECs counter propagating along the narrow segment of the central gate (interaction region). As seen from fig. 3a, when we choose the drive-QPC such that the interaction region is upstream of it (fig. 3b-3), no detector response is observed (black squares). This is a result of chirality of the heat propagation in quantum Hall regime. Alternatively, one can suppress the bolometric signal by reducing the interaction length to \( L = 0 \) via a proper gating, see black squares in fig. 3b and a sketch (c4). We believe, that a residual signal in this case is a result of long range Coulomb interaction between the cold-EC and the hot-EC, see also fig. 3 of the main paper. On the other hand, the full bolometric signal is restored when the hot-EC and the cold-EC are allowed to interact over a few microns interaction region, see red squares in figs. 3a and 3b and, respectively, the sketches (c1) and (c2). This is a clear demonstration that the concept of nonequilibrium interaction between the counterpropagating ECs is fully consistent with our experiment.

**ENERGY RELAXATION ON PLASMON LANGUAGE**

Energy transfer between two counterpropagating ECs in quantum Hall regime at \( \nu = 1 \) is convenient to describe within a concept of spinless Luttinger liquid (Ll). As discussed in the main paper, the elementary excitations in such a system are bosonic density excitation — plasmons. Following Ref, consider a finite Ll connected to semi-infinite Fermi-liquids on both sides. This geometry is analogous to a system of counter-propagating ECs with a nonzero inter-EC interaction within the interaction region. Outside the interaction region the plasmon distribution function is conserved. The incoming plasmon distributions \( B_{in}^{R} \) and \( B_{in}^{L} \) are obtained, respectively, from the
right/left moving particle-hole distribution in the Fermi liquid leads:

\[ B_{R,L}^n(\varepsilon) = \frac{1}{\varepsilon} \int n(E) \left[ 2 - n(E - \varepsilon) - n(E + \varepsilon) \right] dE, \]

where \( \varepsilon \) is the plasmon energy and \( n(E) \) is the incoming distribution function of the right/left moving electrons with the energy \( E \). This expression is a sum of the form-factors for creation and annihilation of electron-hole pairs. Note, that the eq. (5) of Ref. is different by a factor of 2, which we believe to be a misprint. In our experiment, the nonequilibrium (double-step) electronic distribution is created by a QPC in one (say, right moving) EC. As follows from the above equation \( B_{R,L}^n(\varepsilon) = 1 + 2f_B(\varepsilon) \), where \( f_B(\varepsilon) \) is the equilibrium Bose-Einstein distribution with a base temperature \( T \approx 60\text{mK} \). At relevant plasmon energies \( \varepsilon_0 \sim 50\text{meV} \), \( f_B(\varepsilon) \ll 1 \), i.e. we can safely use the zero-\( T \) approximation \( B_{L,R}^n = 1 \). In the LI the plasmon distributions are modified owing to a plasmon backscattering at the boundaries of the interaction region (see the main paper). The distribution of the outcoming left moving plasmons is increased by \( \delta B_{L}^\text{out}(\varepsilon) = R_e(B_{R}^n - B_{L}^n) \), where \( R_e \) is the energy-dependent scattering probability. Hence, we get for the inter-EC energy transfer rate:

\[ P = \frac{1}{2h} \int \delta B_{L}^\text{out}(\varepsilon) \varepsilon d\varepsilon = \]

\[ = \frac{Tr(1 - Tr)}{h} \int_\varepsilon^{eV} R_e(\varepsilon V - \varepsilon) d\varepsilon. \quad (7) \]

Eq. (7) allows to express the energy relaxation between the counter propagating ECs in terms of the (small) plasmon backscattering probability \( R_e \ll 1 \). In our fits we assumed a modified Fresnel law \( R_e = (1 - K^2)/(1 + K^2) \times F(\varepsilon) \), where \( K \) is the interaction constant defined below and the \textit{ad hoc} factor \( F(\varepsilon) \) accounts for a suppressed backscattering of high-energy plasmons owing to a finite length-scale of the inhomogeneity at the boundaries of the LI. Little is known about \( F \) and we assume two different exponential dependencies \( F = \exp(-\varepsilon^2/\varepsilon_0^2) \) and \( F = \exp(-\varepsilon/\varepsilon_0) \) in the following. The calculated energy transfer rate \( P(V_{DRIVE}) \) is plotted in fig. 4. For both choices of \( F(\varepsilon) \) a crossover from parabolic to linear dependence at increasing \( V_{DRIVE} \) is observed. Moreover, for a proper choice of parameters \( K, \varepsilon_0 \) the results are almost indistinguishable. This allows to roughly estimate the uncertainties of our fit parameters as 10% in \( K \) and 30% in \( \varepsilon_0 \).

**FIG. 4.** Different shapes of the high-energy cutoff of the plasmon scattering probability. Using eq. (7) we compare the energy transfer rates calculated for different energy dependencies of the plasmon scattering probability \( R_e \), see legend. Nearly the same results are obtained for gaussian and simple exponential dependencies, respectively, with parameters \( K \approx 1.119, \varepsilon_0 = 80\text{meV} \) and \( K \approx 1.132, \varepsilon_0 = 60\text{meV} \). The former curve corresponds to the best fit of the experiment in fig. 2a of the main paper.

**INTERACTION CONSTANT \( K \)**

The value of the interaction constant \( K \) can be determined from the matrix element of the Coulomb interaction, see Ref.:

\[ u = v_F \left[ (1 + y_4)^2 - (y_2^2)^2 \right]^{1/2}, \]

where \( u \) is the plasmon velocity, \( v_F \) is the Fermi velocity in the absence of interactions and \( y_i = g_i/(\hbar v_F) \) are the dimensionless matrix elements of the intra-EC (\( i = 4 \)) and inter-EC (\( i = 2 \)) Coulomb interaction. In our experiment \( g_2 \neq 0 \) only within the interaction region, whereas a much stronger intra-EC interaction \( g_4 \gg g_2 \) can be assumed constant everywhere. Hence, we can rewrite this equation in terms of a renormalized Fermi velocity:

\[ u = v_F^* \left[ 1 - (y_2^2)^2 \right]^{1/2}, \quad (8) \]

where \( v_F^* = v_F + g_4/\hbar \) is the interaction-renormalized Fermi velocity in the Fermi liquid leads and \( y_2^2 = g_2/(\hbar v_F^*) \) is the renormalized dimensionless inter-EC interaction in the LI. Importantly, \( v_F^* \gg v_F \) is nothing but a magnetoplasmon velocity of an isolated EC, whereas \( u < v_F^* \) is the magnetoplasmon velocity in the interaction region. Hence, it’s their ratio \( K = v_F^*/u \) that enters the Fresnel law and defines the plasmon scattering at the boundaries of the interaction region, see above. Note
that, as follows from eq. (8), the lowest order correction to \( K \) is second order in interaction, which is different from the case \( g_4 = g_2 \) considered, e.g., in Ref.\(^2\).

The matrix element \( g_2 \) for a given inter-EC separation \( d \) can be evaluated in two ways: At zero momentum \( q = 0 \), one has to introduce a screening radius \( r \) of the Coulomb interaction for convergence:

\[
g_2 = \int_{-r}^{+r} \frac{e^2}{k(x^2 + d^2)} dx = \frac{2e^2}{k} \text{asinh}(r/d),
\]

where \( k = 12.5 \) is the dielectric constant of GaAs. Alternatively, one can neglect screening but evaluate the matrix element at a finite momentum corresponding to a relevant length-scale \( q = 1/l_{\text{corr}} \):

\[
g_2 = \int_{-\infty}^{+\infty} \frac{e^2 \exp(-iqx)}{k(x^2 + d^2)} dx = \frac{2e^2}{k} K_0(qd),
\]

where \( K_0 \) is the modified Bessel function of the second kind. In practice, the best fits to the experimental data obtained with eqs. (9) and (10) are almost indistinguishable provided \( q \approx (2r)^{-1} \). This is a result of logarithmic behavior \( g_2 \propto \log(2r/d) \) and \( g_2 \propto \log(qd) \) at small \( d \). The fit in fig. 4 of the main paper was performed for the bare Coulomb potential with the help of eqs. (9), (8) and (10).

The value of the magnetoplasmon velocity was chosen in the range \( u \sim 10^7 \text{cm/s} \) as we expect for a soft edge at \( \nu = 1 \) (based, e.g., on a recent data for \( \nu = 28 \)). In turn, the value of the correlation length \( l_{\text{corr}} \) is constrained by the bandwidth \( \varepsilon_0 \approx 80 \mu\text{eV} \). The best fit corresponds to \( \hbar u/l_{\text{corr}} \approx 100 \mu\text{eV} \), which is reasonably close to the experiment.

**EDGE CHANNELS SEPARATION**

The strength of the inter-EC Coulomb interaction is determined by the distance \( 2a \) between the counterpropagating edges, tunable by the voltage \( V_g \) on the central gate, see fig. 1b of the main paper. We evaluate this with the help of a simplified analytic solution. First we use a conformal mapping approach\(^2\) to find the potential \( \varphi_g \) a stripe gate creates in the 2DES plain. Here we assume an infinite metallic gate of width \( 2w \) (with a potential \( V_g \)) on a so-called pinned surface, i.e. the electrostatic potential of the remainder of the surface is fixed at \( \varphi = 0 \). We chose this boundary condition for a much simpler solution it gives. The conformal mapping is straightforward \( \xi = x + iz \) (see fig. 3a) and we obtain:

\[
\varphi_g(x) = \frac{V_g}{\pi} \text{Im}[-\ln(x + w + id) + \ln(x - w + id)] = \frac{V_g}{\pi} \left[ - \arctan \left( \frac{d}{x + w} \right) + \arctan \left( \frac{d}{x - w} \right) \right],
\]

where \( d \) is the depth of the 2DES below the surface and \( \text{arctan} \in (0 : \pi) \). The potential (11) is just the bare potential in the absence of the 2DES. Next we add two semi-infinite electron layers (\( |x| > a \)) with a fixed electrons density \( n_S \), for the 2DES is in the incompressible state at \( \nu = 1 \). Note that in order to keep the boundary conditions satisfied one also has to introduce image charges at \( z = -d \) and account for their potential. The potential \( \varphi_e \) created by the electron layer and image charges is easily found. For example at the edge of the 2DES \( x = a, z = d \):

\[
\varphi_e(a)/\varphi_0 = 1 - \frac{1}{\pi} \arctan \left( \frac{a}{d} \right) - \frac{a}{2\pi d} \ln \left( 1 + \frac{a^2}{d^2} \right),
\]

where \( \varphi_0 = 4\pi e n_S d/k \approx -0.27 \text{ V} \) is the 2DES potential at infinity (\( |x| \to \infty \)). The total electrostatic potential is given by the sum of \( \varphi_e + \varphi_g \). The difference in potential energies of an electron at the gate-defined edge and at infinity is given by:

\[
dE(a) = e[\varphi_g(a) + \varphi_e(a) - \varphi_0].
\]

At \( \nu = 1 \) the same energy difference equals half the chemical potential jump (interaction enhanced spin-gap)
across the spin-gap between the Landau levels \( dE(a) = \Delta \mu_e / 2 \). For a given \( V_g \) and \( \Delta \mu_e \), eqs. (11), (12) and (13) are satisfied for certain \( a \), which defines the distance between the counter-propagating edges. Results of such calculations are shown in fig. 5b for several values of \( \Delta \mu_e \). Note that the actual value of the enhanced spin-gap in GaAs is not known accurately\(^{10,11} \). Nevertheless even a huge variation in \( \Delta \mu_e \) gives rise only to minor uncertainties in \( a \), see fig. 5b. This is a result of strong gradient of the electrostatic potential (in-plane electric field) created by the gate near the 2DES edge. The simulation in the fig. 4 of the main paper has been performed for \( \Delta \mu_e = 0 \).

No doubt that our approach to calculate the EC separation is rather simplified. First, the pinned surface boundary conditions is not the case at low temperatures\(^9 \). Second, the screening of the external potential results in formation of compressible strip at the edge of the 2DES. Accounting for these effects requires much more involved approaches and might improve the agreement between the experiment and simulations in fig. 4 of the main paper. Yet, it is a-priori clear that the distance between the ECs in our structure is in a few 100 nm range. Hence, the absolute value of the evaluated dimensionless interaction \( g_2 \) in our quantum Hall based Li is not expected to change appreciably.
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