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In this work, we studied the behavior of the Nd–Dy–Fe–Co–Cu–B alloy for permanent magnets under high
pressure torsion (HPT). In the initial state of the studied alloy, it mainly contained the crystalline phase 
(Nd, Dy)2(Fe, Co, Cu)14B. After HPT at room temperature (  = 30°C), a mixture of an amorphous phase
with nanocrystalline inclusions of the  phase is observed in the alloy. In the equilibrium phase diagram, this
state is equivalent to a mixture of the  phase with the melt at the temperature °C. The thus
determined  value is called the effective temperature. When the  temperature of the HPT treatment
increases to 300 and 400°C, the amorphous phase disappears, and the Fe2B and γ-Fe phases appear instead.
In the equilibrium phase diagram, this state is equivalent to a mixture of phases -Fe, which is
observed in the temperature range from ~950 to ~1050°C. We explain this phenomenon by the fact that with
an increase in the HPT temperature , the rate of formation of defects during deformation remains con-
stant, but the rate of their thermal relaxation (annihilation) increases. This is equivalent to decrease in the
effective temperature  in the equilibrium phase diagram. The previously predicted decrease in  with an
increase in  is observed for the first time.
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During high-pressure torsion (HPT), a f lat sample
is placed between the rotating cemented carbide
plungers to which external pressure is applied. Thus,
the sample is located in a confined space and cannot
be destroyed, and the HPT process can continue until
the rotating hard plungers of the installation are
destroyed. For soft metals and alloys (copper, alumi-
num), this means several hundreds of rotations [1–5].
For harder materials, such as Nd–Fe–B alloys, plung-
ers withstand about 20 revolutions [6, 7]. What hap-
pens in the material in this process? Some idea gives us
the magnitude of the rotation torque, which is mea-
sured during the test. It turns out that the torque
quickly reaches saturation [5, 8–12]. This means that
with the beginning of the process, a lot of defects (like
vacancies, dislocations, grain boundaries) are formed
in the sample, and then their concentration increases,
which leads to hardening of the material. Along with
the appearance of new defects, the process of their
relaxation begins. In the case when the rate of appear-
ance of new defects and the rate of their annihilation
(relaxation) become equal, a stationary state (or steady

state) occurs [10, 13]. Not so long ago, it was found
that this state is usually equifinal [10]. In other words,
it does not depend on the structure and properties of
the sample prior to straining [14–18]. For example,
HPT leads to a sharp decrease in grain size (from a few
millimeters to hundreds of nanometers). However, if
the initial grain size is smaller than the stationary one,
then the grains during HPT do not decrease, but grow
[1, 19, 20]. The same thing happens, for example, with
microhardness. Generally speaking, microhardness
increases with HPT [2, 21, 22]. However, if its initial
value is less than the stationary one, then the sample,
on the contrary, is softened [23].

It is especially interesting to monitor phase trans-
formations during HPT [16, 24–29]. They can tell a
lot about the unusual stationary non-equilibrium state
that occurs under such severe plastic deformation
(SPD). These phase transformations include the
decomposition and formation of a supersaturated
solid solution upon dissolution of particles of the sec-
ond phase [1, 16–18], transitions between allotropic
modifications of materials [30–37], as well as amor-

τ1

HPTT
τ1
τ1 = ∼eff 1100T

effT HPTT

τ + + γ1 2Fe B

HPTT

effT effT
HPTT
37



38 STRAUMAL et al.
phization of crystalline phases [38, 39] and crystalliza-
tion of amorphous ones [38, 40, 41]. In the case of
phase transformations, we also observe the equifinal-
ity. For example, the composition of the solid solution
in two-phase systems at HPT is equifinal. If the initial
composition  of solid solution was less than the sta-
tionary one , i.e., , then particles of the sec-
ond phase dissolve in the volume and the concentra-
tion increases to . If the concentration in the solid
solution before the HPT  was higher than 

, on the contrary, new precipitates of the
second phase are formed, and the concentration in the
solid solution drops down to  [16–18].

If we speak the language of the thermodynamics of
irreversible processes [42–45], then the stationary
state during HPT is sustainable, and is a certain attrac-
tor [42–45]. This means that if the initial state (struc-
ture and properties) of the material does not differ too
much from the stationary one, then the system returns
to the stationary state during the HPT and does not
depend on the initial state. It is clear that in such a sta-
tionary state during HPT, the concentration of defects
in the material is much higher compared to the equi-
librium at the experiment temperature . This
means that the structure and properties of the phases
formed during the HPT in the stationary state would
differ from the structure and properties of the phase
properties on the equilibrium phase diagrams for the
conditions under which the HPT occurs. Usually, it is
atmospheric pressure and room temperature. This
means that in order to describe stationary states during
HPT with a high concentration of defects, the special,
nonequilibrium phase diagrams should exist [42–45].
Unfortunately, such diagrams are scarce or not studied
at all. Therefore, in order to describe the phase trans-
formations during HPT, we are forced to use the equi-
librium phase diagrams. This approach was proposed
by George Martin in order to describe the state of sys-
tems under severe neutron irradiation [46].

G. Martin showed back in 1984 that the phases that
arose in a material after severe external action can be
found on equilibrium phase diagrams [46]. As a rule,
these phases in equilibrium phase diagrams are at a
temperature above room temperature. This tempera-
ture was proposed to be called the effective tempera-
ture . Again, G. Martin also noted that this
approach is suitable not only for crystalline, but also
for amorphous phases. If the external influence is so
strong that the concentration of defects exceeds some
critical level, then the material is amorphized. Such a
disappearance of the crystal structure can be consid-
ered as the equivalent of melting in the equilibrium
phase diagram. It is intuitively clear that the effective
temperature  is related to the concentration of
excess defects in the sample. The higher this concen-
tration, the higher the effective temperature  will be
on the equilibrium phase diagram.
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Thus, it was previously shown that the stationary
state is equifinal and independent of the initial state of
the sample [15–18]. However, it is clear that the sta-
tionary state is controlled by the dynamic equilibrium
between the process of production of defects due to
external deformation and the process of their annihi-
lation (relaxation). Such relaxation (annihilation)
usually occurs through barrier (thermally activated)
mass transfer processes. It can be expected that if we
increase the temperature of the HPT  above room
temperature (by the heating of working part of the unit
with an oven), then the rate of diffusion-controlled
relaxation processes would increase, and the number
of defects in a stationary state should decrease. Intui-
tively, the effective temperature  should decrease as
well. If, on the contrary, the experiment temperature

 is lowered by cooling the working part of the
HPT unit, then the equilibrium relaxation rate would
decrease, and the stationary concentration of defects
should increase. In this case, the configuration point
on the equilibrium phase diagram should move
upward, to a higher temperature  and to a higher
equilibrium concentration of defects.

The aim of this work was to find a direct experi-
mental confirmation of our hypothesis that the effec-
tive temperature should decrease with increasing HPT
temperature. For these experiments, we chose alloys
based on the Nd–Fe–B system. Currently, such alloys
serve as the basis for the best permanent magnets. We
have previously observed that a mixture of crystalline
phases in an Nd–Fe–B sample before HPT trans-
forms after HPT into a mixture of amorphous and
crystalline phases (or as a mixture of two amorphous
phases) [6, 7]. This means that the respective configu-
ration point on the equilibrium phase diagram is in the
region where a mixture of two liquid phases or a mix-
ture of melt and crystalline phases exists in equilib-
rium [6, 7]. In this work, we performed the HPT of
such alloys at room and at elevated temperature.

The six-component Nd–Dy–Fe–Co–Cu–B
alloy based on the Nd–Fe–B system was obtained
from Vacuumschmelze GmbH (Germany). It was
made using liquid phase sintering at a temperature of
~1100°C, followed by annealing at ~800°C and a sec-
ond, additional annealing at ~550°C. It contained
66.5 wt % Fe, 22.1 wt % Nd, 9.4 wt % Dy, 1.0 wt % Co,
0.8 wt % B, 0.2 wt % Cu. The disks with a diameter of
10 mm and a thickness of 0.7 mm were cut from these
samples by the electric spark erosion. The samples
were subjected to HPT in a Bridgman anvil chamber
(W. Klement GmbH, Lang, Austria) at a pressure of
7 GPa, 5 anvils rotations at a speed of 1 rpm, at room
temperature, 300 and 400°C. For experiments at ele-
vated temperatures, a special ring resistance furnace
was used, placed around the anvils. Samples for struc-
tural studies were mechanically ground and polished
on diamond paste with a grain size of up to 1 μm. Sam-
ples for scanning electron microscopy (SEM) were
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Fig. 1. (a) SEM image of the studied alloy before HPT.
(b) Bright-field high-resolution TEM micrograph and
FFT picture after HPT.
prepared by grinding, followed by polishing with
anhydrous diamond emulsions to prevent excessive
oxidation of the sample surface. Samples after HPT
were cut out at a distance of 3 mm from the center of
the deformed disk. The resulting sections were studied
using scanning electron microscopy (SEM) and X-ray
microanalysis on a Versa HighVac (FEI) instrument
equipped with an EDAX energy dispersive spectrome-
ter. X-ray diffraction patterns were obtained in the
Bragg–Brentano geometry on a Bruker Discovery
powder diffractometer using Co Kα radiation. The lat-
tice parameter was determined using the Fityk pro-
gram [47]. The phases in the alloys were identified by
comparison with ICSD phase bank data (FIZ Karl-
sruhe). Transmission electron microscopy (TEM) was
performed on a TECNAI G2 FEG super TWIN
(200 kV) microscope equipped with an EDAX energy
dispersive spectrometer. Thin film samples for TEM
were prepared on a PIPS device (Gatan Inc.). Mag-
netic properties were measured on a SQUID super-
conducting quantum interference device (Quantum-
DesignMPMS-7 and MPMS-XL).
JETP LETTERS  Vol. 112  No. 1  2020

Fig. 2. Magnetization curves 
Figure 1a shows a SEM micrograph of the studied
Nd–Dy–Fe–Co–Cu–B alloy before HPT. In
Fig. 1a, this alloy consists of coarse ~30-μm grains of
the “main” magnetic  phase (Nd, Dy)2(Fe, Co,
Cu)14B (it is dark-gray in the micrograph). In the tri-
ple junctions of these grains, the particles of the oxide
phase of Nd2O3 rich in neodymium are visible, they
look light-grey. Figure 1b shows a bright-field high-
resolution TEM micrograph of the same alloy after
HPT at 5 revolutions at room temperature. As can be
seen from the micrograph and FFT (Fast Fourier
Transform) picture, the sample mainly consists of an
amorphous phase with small inclusions of crystalline
particles (Nd, Dy)2(Fe, Co, Cu)14B.

In Fig. 2, the magnetization curves of the studied
Nd–Dy–Fe–Co–Cu–B alloy before and after HPT
at room temperature are shown. In the as-delivered
state, the alloy studied has the excellent properties
required for permanent magnets (saturation magneti-
zation  A m2 kg–1, coercive force  T).
HPT almost completely transfers this alloy into the
class of soft magnets: the coercive force  drops to

 T, and the saturation magnetization remains
almost at the same level. The saturation magnetization
indicates that the remaining crystalline phase is,
apparently, the same -phase (Nd, Dy)2(Fe, Co,
Cu)14B.

Figure 3 shows the X-ray diffraction patterns of the
studied Nd–Dy–Fe–Co–Cu–B alloy. In Fig. 3a the
XRD pattern of this alloy in the as-delivered state is
shown (i.e., after liquid phase sintering at ~1100°C
and two additional anneals at ~800°C and ~550°C).
This pattern contains narrow peaks of the crystalline

-phase Nd2Fe14B and small peaks of the oxide phase.
The peaks of the -phase are shifted to the high dif-
fraction angles in comparison with the pure Nd2Fe14B
phase and correspond to the lattice constants of
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Fig. 3. (Color online) X-ray diffraction patterns. (a) Prior to HPT. Peaks of the -phase are indicated. Small peaks correspond
to the oxide phase of Nd2O3. (b) After HPT at room temperature. Thin vertical lines mark the position of the peaks of the

-phase. (c) After HPT at (lower curve) 300 and (upper curve) 400°C. Peaks of the , Fe2B, and γ-Fe phases are indicated.

τ1

τ1 τ1
 nm and  nm. Remember that
our sample contains 22.1 wt % Nd and 9.4 wt % Dy.
This means that only two thirds of the lattice sites of
the -phase are occupied by neodymium atoms, and
the remaining third are occupied by dysprosium
atoms. The lattice constants for Nd2Fe14B are

 nm,  nm, and for Dy2Fe14B they
are  nm,  nm [48]. This means that
replacing some of the neodymium atoms with dyspro-
sium ones reduces the lattice period of the -phase,
which we observe indeed in the pattern in Fig. 3a.

The XRD pattern in Fig. 3b corresponds to the
sample after HPT at room temperature. The wide
peak at about 52° also contains an amorphous halo,
which is consistent with the results of TEM studies.
Peaks in the spectrum are well explained by the set of
overlapping peaks from the -phase (their position is
marked by thin vertical lines in Fig. 3b). The large
width of the peaks is due to the fact that the particles
of the -phase remaining in the sample after HPT are
very small (see TEM micrograph in Fig. 1b). An addi-
tional confirmation of the amorphization of the sam-
ple and the decrease in the amount of crystalline -
phase is a change in the magnetic properties (Fig. 2),
namely, a decrease in the coercive force and a change
in the saturation magnetization. The lower curve in
Fig. 3c shows the XRD pattern after HPT at a tem-
perature of 300°C. The amorphous halo almost disap-
peared, and fairly narrow peaks of the -phase appear
in the spectrum. In addition to them, peaks of the
Fe2B and γ-Fe phases can be found in the pattern.
Finally, the upper pattern in Fig. 3c corresponds to a
sample subjected to HPT at 400°C. The halo of the
amorphous phase is completely absent here, and the
peaks of the crystalline -phase, as well as the Fe2B
and γ-Fe phases become narrow and sharp. The inten-
sity of these peaks is noticeably higher in comparison
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with the patterns of the samples subjected to HPT at
room temperature and 300°C.

What is the reason for such an influence of the
HPT temperature on the phase composition of the
sample? Why do we see that the HPT of the initial
sample containing only crystalline phases (mainly the

-phase) leads to almost complete amorphization of
the material, as we observed earlier [6, 7]? An increase
in the temperature of the HPT treatment leads to a
decrease in the fraction of the amorphous phase after
HPT at 300°C. After the HPT at 400°C, the amor-
phous phase completely disappears. We turn now to
the diagram in Fig. 4. It shows the binary cross section
of the ternary phase diagram for the Nd–Fe–B system
at a constant iron concentration [49]. It should be
noted that the studied alloy is actually six-component,
however, multicomponent phase diagrams are poorly
studied in this system. Therefore, the phase diagram
for the three main components serves as a good
approximation for our purposes, but it should be
remembered that about a third of the neodymium
atoms in the lattice of the -phase are replaced by dys-
prosium atoms, and some of the iron atoms are
replaced by cobalt and copper atoms. So, as we noted
earlier [6, 7], HPT at room temperature leads to
almost complete amorphization of the sample. Fol-
lowing the idea of G. Martin [46], we can find a point
on the equilibrium phase diagram that approximately
corresponds to this state, that is, a mixture of melt L
with a certain amount of solid phase . This point is
indicated by a solid circle at a temperature of

°C. The HPT temperature  = 30°C for
this sample is shown in the lower part of the diagram
in an open circle.

With an increase in the HPT temperature to  =
300°C, the amorphous phase practically disappears,
and the crystalline phases  (mainly), Fe2B, and γ-Fe
remain in the sample. A point equivalent to this state
can be found in the phase diagram at a temperature of
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Fig. 4. Quasibinary cross-section of the Nd–Fe–B ternary
phase diagram obtained by the Calphad method at a con-
stant iron concentration of 80 at % [49]. The open symbols
indicate the temperature of the HPT processing , the
solid symbols indicate the corresponding effective tem-
perature .
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°C, where the liquid phase is absent. This
state is shown in the phase diagram Fig. 4 by a solid
square in the upper part of the region -
Fe, near the melt formation temperature. The HPT
temperature °C is shown by an open square
in the lower part of Fig. 4. Finally, when the HPT tem-
perature is  = 400°C (these HPT conditions are
shown by an open triangle), the sample also contains
only crystalline phases -Fe. This state is
schematically marked in the diagram by a solid trian-
gle at °C in the lower part of the same field

-Fe. In principle, the set of peaks in the
curves of Fig. 3c can be interpreted also as a mixture of
phases . The  phase is Nd4.5Fe82.5B12.5.
In this case, the solid square and triangle in the phase
diagram Fig. 4 would shift slightly to the right, from
the region of -Fe to the region of

. However, the set of peaks of the γ-Fe
phase is better for interpreting the spectra than those
of -phase, so we settled on the first option. In any
case,  for  and 400°C is above a tem-
perature of 950°C, below which γ-Fe is converted to
α-Fe. Thus, as follows from the diagram in Fig. 4,
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an increase in the HPT temperature leads, as we
expected, to a decrease in the effective temperature

.
We previously found in the published results some

indirect evidence of our idea of reducing  with an
increase in  [50]. For example, in [51], the HPT
of TiNi shape memory alloys was studied. The authors
deformed three titanium alloys with 48.5, 50, and
50.7 at % Ni at room temperature and at ,
250, 270, and 350°C. After deformation at  =
30°C, both alloys were completely amorphous. In our
language, this means that the effective temperature

 was above 1350°C, where only the liquid phase
exists in this system [52]. With an increase in the HPT
temperature to 200°C, a mixture of the amorphous
phase and the NiTi intermetallic compound was
observed in Ti–50.7 at % Ni and 270°C in Ti–48.5 at %
Ni samples. This means that the configuration point
for  in the Ni–Ti phase diagram went down in tem-
perature and ended up in the region where the melt
and the NiTi phase coexist. For the Ti–48.5 at % Ni
alloy, this corresponds to the temperature range

°C, and for the Ti–50.7 at % Ni alloy,
to the range of °C [52]. With a fur-
ther increase in the  temperature of the HPT to
350°C, the amorphous phase did not appear in the
samples [51]. They completely consisted of the nano-
crystalline phase of a mixture of NiTi + Ti2Ni phases
for a Ti–48.5 at % Ni alloy and NiTi + TiNi2 for a
Ti‒50.7 at % Ni alloy. This means that the effective
temperature  dropped even lower to the region of
coexistence of the NiTi + Ti2Ni or NiTi + TiNi2
phases in the phase diagram, that is, below 984 and
1118°C, respectively [52].

We use the concept of effective temperature  to
emphasize that in our work we are talking about phase
transformations under conditions far from equilib-
rium. Namely: phase transformations during high
pressure torsion occur under conditions when external
deformation produces a huge number of defects, and
they, in turn, continuously relax (annihilate), and as a
result, a state of dynamic equilibrium arises.

There is a certain similarity between our experi-
ments and experiments on solid-phase amorphization
under high pressure in the conditions close to equilib-
rium (that is, simply by applying external pressure
without simultaneous severe deformation) [53–58].
Indeed, in our case, with an increase in the tempera-
ture of the HPT experiment , the amorphous
phase disappears. This is because in a stationary state,
the diffusion relaxation of defects caused by external
deformations accelerates with increasing . Near
equilibrium, the solid-state amorphization is observed
both upon application of pressure and upon its
removal. For example, ice is amorphized under com-
pression at temperatures below 130 K, and at higher
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temperatures, it crystallizes into high-pressure phases
[53–55]. Conversely, in other cases, the high-pressure
phase occurs during compression, and when the pres-
sure is relieved, it cannot turn into low-pressure
phases due to the slow mass transfer [56–58].
However, with an increase in the experimental tem-
perature, such a high-pressure phase does not amor-
phize, and manages to turn into low-pressure phases
[56–58].

However, this similarity is misleading. In experi-
ments [53–58], an increase in temperature actually
accelerates diffusion mass transfer and leads to the
transformation of the amorphous phase into a crystal-
line one. The usual equilibrium phase diagrams are
quite suitable for describing these experiments. In our
case, the system is far from equilibrium, and the sta-
tionary concentration of defects during HPT is con-
stantly increased (compared to equilibrium with

). Generally speaking, one needs the non-equilib-
rium phase diagrams to describe this state. However,
such diagrams are absent, and using equilibrium dia-
grams, we agree that we are not talking about the
“real,” but about the effective temperature .

Of course, the definition of  under conditions
when in one case we have an amorphous phase and in
the other it is absent is not very impressive. Fortu-
nately, there are cases when the effective temperature
can be determined with a high accuracy of ±10–20°C,
if the phase composition continuously changes over a
wide range of concentration and temperature, such as
in the case of competition between the formation and
decomposition of a solid solution in binary systems
[15]. In this case, such a phase transformation is
described on the phase diagram by the continuous sol-
vus curve (i.e., the temperature dependence of the sol-
ubility of the second component in the solid solution).
This solubility can vary over a wide range of concen-
tration and temperature. In this case, by determining
the stationary concentration of the second component
in the solid solution after HPT, we can estimate the

 value with high accuracy.
We previously observed that HPT causes acceler-

ated mass transfer [15, 16, 18, 59, 60]. In this case, we
estimated the equivalent diffusion coefficient, for
example, in the case of the HPT-induced competition
between the decomposition of a solid solution and the
dissolution of particles in copper alloys [15, 18, 59,
60]. Let us make a similar estimation for mixing in an
alloy based on the Nd–Fe–B system. For such an esti-
mation, it is necessary that the phases before and after
the HPT differ in composition. In our case, before the
HPT, the sample contained only the -phase
(Fig. 3a), and after the HPT at °C, γ-Fe
appears in the sample in addition to the -phase
(Fig. 3c). The characteristic size of crystalline parti-
cles after HPT is about 20 nm (Fig. 1b). The time
required to achieve this stationary state is approxi-
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mately  s. Using the simple formula 
for mass transfer by the volume diffusion, we obtain
the estimate  m2 s–1 for the bulk diffusion
coefficient necessary for the formation of γ-Fe parti-
cles. Extrapolation of the data on volume self-diffu-
sion in γ-Fe to the HPT temperature  = 300°C
gives  m2 s–1 [61–64], and for self-diffusion
in α-Fe,  m2 s–1 [63–68]. Thus, under the
influence of HPT in the studied Nd–Dy–Fe–Co–
Cu–B alloy, accelerated mass transfer occurs at a rate
of 10–12 orders of magnitude higher than the rate of
ordinary thermal diffusion at  = 300°C, and this
despite the fact that high pressure itself significantly
reduces the kinetic mass transfer coefficients [69, 70].
Volume diffusion with the coefficient  m2 s–1

occurs in the γ-iron at ~900°C [61–64]. This tempera-
ture is quite comparable with the value

°C, determined above by the presence
of phases in the phase diagram (Fig. 4). Accelerated
mass transfer, most likely, is explained by an increased
concentration of defects (in particular, vacancies)
during HPT, and this, in turn, is equivalent to an
increase in temperature from  to . It is clear
that, in fact, in the case of HPT, there is no real
increase in temperature or acceleration of diffusion
[26, 28, 29, 33, 59, 71]. It is just that in case of HPT we
are dealing with mass transfer over distances much
larger than interatomic ones. In this case, many
defects of various types arise (and disappear). As a
result, the final picture of processes during HPC is
similar to that observed with increasing temperature
[72–75].

Thus, our experiments are a direct confirmation of
the hypothesis of a decrease in  with an increase in

, expressed at the beginning of this article. In
other words, if the deformation conditions remain
unchanged (and in our case this is the anvil shape,
applied pressure, strain rate, and number of revolu-
tions), then the phase composition of the sample is
controlled by the experiment temperature . The
presence of certain phases in the sample during HPT
is determined by the equilibrium between the rate of
defects production under the influence of external
forces and the rate of their annihilation (relaxation) by
the diffusion-controlled mass transfer. With increas-
ing temperature of the experiment , the rate of
defects production remains constant, and the rate of
their relaxation increases. This means that the station-
ary concentration of defects should decrease. Using an
equilibrium phase diagram as a tool, we see that the
phase composition of the sample after HPT can be
found in the diagram at ever lower temperatures . It
seems to us that such a shift just means that the sta-
tionary concentration of defects in the sample
decreases with increasing temperature of the experi-
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ment . Thus, in this work, for the first time, we
obtained direct experimental confirmation of the
hypothesis of a stationary defect concentration during
HPT and its dependence on the experimental tem-
perature.
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