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The paper represents a comprehensive although rather brief
overview of the scientific activity of the Institute of Physi-
cal Metallurgy and Metal Physics (IMM), RWTH Aachen
University, in the field of grain boundary physics for the
past twenty years under the leadership of Professor Günter
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1. Introduction

This is an attempt to comprehend and describe the activity
of the Institute of Physical Metallurgy and Metal Physics
(IMM) of the RWTH Aachen University in the field of
grain boundary physics and related phenomena in the last
20 years, when the IMM worked under the leadership of
Professor Günter Gottstein. More specifically, the paper is
devoted to advancement of the thermodynamics and
kinetics (basically, the migration of single boundaries) of
grain boundaries in metals, to 2D and 3D grain growth
polycrystals, including the nanocrystals, to the evolution
and stability of grain microstructure.

A criterion for the scientific directions has been to com-
ply with several major principles:
. the experimental research should fit the reproducibility

– the basic criterion of the physical experiments;

. the thermodynamic prerequisites of both the experimen-
tal and computational and simulation studies should be
“transparent” and reliable;

. the phenomenological examinations are combined with
the microscopic analysis of the problem;

. finally, it should be noted that preference was given to
the problem which admits, at least at the original stage,
a strict analytical solution.

We believe that this reasoning has made the IMM one of the
main centres of the physical research in this area.

It should be noted that the current review concerns only
the major, from the authors’ viewpoint, fields of the scien-
tific activity of the IMM in grain boundary physics.

The authors took an active part in the research briefly de-
scribed below; they tried to be as impartial as possible in
such a delicate issue. The reader will judge how much they
succeeded.

2. Measurements of grain boundary motion

There are two essentially different ways to determine the
position of a grain boundary in a bicrystal and to measure
the grain boundary velocity. In the discontinuous method,
frequently used in the past, the location of the boundary is
determined at discrete time intervals by the position of a
boundary groove. The advantage of this stepwise annealing
method is its simplicity, but its main shortcoming is that the
measured boundary velocity is averaged over the large in-
terval of time between consecutive observations. In con-
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trast, the continuous method requires determination of the
boundary position at any moment in time without forcing
the boundary to stop. This is achieved by utilizing orienta-
tion dependent properties and their discontinuity at the
grain boundary. There are various techniques to distinguish
different crystal orientations. Most measurements so far
have been conducted with the XICTD (X-ray Interface
Continuous Tracking Device) [1]. The method employs
X-ray diffraction to determine the GB position and, there-
fore, does not interfere with the boundary migration process
itself. The device can measure a boundary velocity in a
wide range between 1 lm s–1 to 1000 lm s– 1. Its inaccu-
racy amounts to less than 2% [1].

The only disadvantage of this on-line boundary tracking
technique is that the boundary shape cannot be observed
during its motion. For this the in-situ techniques on the ba-
sis of orientation contrast imaging can be used. In particu-
lar, the migration and shape of the grain boundaries can be
measured in a scanning electron microscope (SEM) utiliz-
ing the orientation contrast revealed by an electron back-
scatter detector [2]. With the specially designed laser pow-
ered heating stage, in-situ investigations of grain boundary
motion can be conducted at temperatures up to 1000 8C
[3]. The SEM is equipped with a digital image scanning
system, which records series of orientation contrast images
at predetermined time intervals. In post-processing the
images are analyzed by a special routine that determined
the boundary velocity, from which the (reduced) boundary
mobility is derived.

In materials with lower than cubic crystal symmetry, the
grain boundary location can be determined from the con-
trast between differently oriented crystallites when illumi-
nated by plane polarized light in an optical microscope.
Recently this property has also been utilized for the polari-
zation microscopy probe designed for use in high field
magnets. It was developed to observe and continuously
measure the position and shape of a magnetically driven
grain boundary in a magnetically anisotropic material. The
major components of the system are the polarizing micro-
scope with a remote head video camera and the sample
chamber with a resistive heater for annealing at elevated
temperatures up to 500 8C in an inert gas atmosphere [4].

A driving force for grain boundary migration occurs, if
the displacement of a boundary area leads to a decrease in
the total free energy of the system. In most experiments
which we will refer to in the following, the driving force
arises either due to the curvature of the grain boundary, or
from a volume free energy difference across the boundary
owing to the anisotropy of free energy density in a magnetic
field.

The curvature driving force for grain boundary motion is
caused by the free energy of the boundary itself since
boundary motion towards its center of curvature leads to a
reduction in grain boundary area. Several boundary geome-
tries were designed to move a boundary with a controlled
driving force [5–7]. A constant driving force for grain
boundary motion in our experiments is provided by the en-
ergy c of a curved boundary pc = c/a, where a is the width
of the shrinking grain (Fig. 1). The advantage of such a
geometry compared to ones with a non-constant driving
force [6, 7] is that the grain boundary shape remains self-
similar during migration.

In the particular boundary configuration shown in
Fig. 1a, the boundary with misorientation angle u keeps its
tilt character with the same angle during its motion. In
the other configuration (Fig. 1b) the boundary character
changes along its curved part from pure tilt to almost pure
twist, although the boundary retains the same misorienta-
tion angle u and axis <hkl> of rotation.

When a bicrystal of a magnetically anisotropic solid with
susceptibility v � 1 is exposed to a uniform magnetic field,
a magnetic driving force pm arises owing to the difference
of the magnetic energy density x in adjacent grains [8]

pm ¼ x1 � x2 ¼
l0H

2

2
v1 � v2ð Þ

¼ 1
2
l0 DvH

2 cos2h1 � cos2h2
� �

ð1Þ

where l0 is the magnetic constant, H is the magnetic field
strength, v1 and v2 are the magnetic susceptibilities of adja-
cent grains 1 and 2 along the field direction, Dv is the differ-
ence of the susceptibilities parallel vjj and perpendicular v?
to the principal (or c) axis of the crystal, h1 and h2 are the
angles between the c-axes in both neighboring grains and
the magnetic field direction. In contrast to the curvature
driving force, the magnetic one does not depend on the
boundary properties, i. e. on its energy and shape, but is de-
termined by the magnetic anisotropy of the material (Dv),
the strength of the applied magnetic field and its orientation
with respect to the two grains. It moves a boundary from the
grain with lower free energy toward the one with higher
free energy and does not depend on the sign of the magnetic
field.

Low angle symmetrical tilt boundaries are known to
move under an applied mechanical stress [9–11]. They
move by collective glide of the dislocations which compose
these boundaries [12]. A shear stress acting on the boundary
plane causes a force on each edge dislocation and thus, re-
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(a) (b)

Fig. 1. Bicrystal geometry with the moving
curved boundary having (a) pure tilt character
and (b) mixed tilt – twist character.
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sults in a driving force for boundary migration [13]

ps ¼ qdis � FP�K ¼ 2
b
sin

h

2
� sb cos h

2
¼ s sin h ð2Þ

where qdis is the dislocations line length per unit area in
the boundary, FP�K – Peach-Kohler force (per unit length)
on the dislocation with a Burgers vector b [14], s – shear
stress.

3. Impact of misorientation on kinetics
of <111> grain boundaries in Al

As had already been shown in the past in bicrystal experi-
ments by Aust and Rutter [15] and by Shvindlerman with
coworkers [16–18], the mobility of high angle grain
boundaries depends on axis <hkl> and angle u of misorien-
tation. Studies of the mobility of tilt grain boundaries in Al
bicrystals [17] have shown that the mobility of low R coin-
cidence boundaries (special boundaries) exceeds the mobil-
ity of random (non-special) boundaries. Among all tilt
boundaries those with <111> rotation axis and rotation an-
gle of about 408 were found to have the highest mobility,
which is associated with the special R7 tilt boundary.

On the other hand numerous growth selection experi-
ments by Ibe and Lücke with coworkers [19–21] conducted
on Al single crystals provided clear evidence that the maxi-
mum growth rate misorientation is close but distinctly dif-
ferent from the exact R7 orientation relationship, which
occurs at an angle of rotation u = 38.28. The angular
difference between the results is comparably small and has
been attributed to the large scatter of results in growth se-
lection experiments. Humphreys and Hatherly [22], for in-
stance, directly connected the maximum mobility of
408<111> tilt boundary in Al with minimum of activation
enthalpy for migration of R7 tilt boundary. In the discussion
concerning the role of 408<111> orientation relationship in
recrystallization Nes and Vatne [23] also referred to the
corresponding boundary as a R7 special boundary. How-
ever, as already pointed out by Lücke [24], the overwhelm-
ing statistics of growth selection experiments substantiate
that with progressing growth selection the fastest moving
boundaries are observed for a <111> axis of rotation and
for an angle u > 408. Although the difference between
growth selection and bicrystal experiments amounts to only
28, the difference is of prime importance with regard to the
interpretation of the misorientation dependence of grain
boundary mobility. The finding of a high mobility for low
R coincidence boundaries is commonly interpreted in terms
of a decreased tendency to segregation and, therefore, less
solute drag in long range periodic boundary structures, as
in CSL boundaries, i. e. higher boundary mobility [15].
The finding of a maximum growth rate for off-coincidence
(non-special) grain boundaries would be at variance with
this interpretation.

Owing to the importance of maximum growth rate
boundaries for texture formation during recrystallization
and grain growth this obvious discrepancy was addressed,
and the misorientation dependence of grain boundary mo-
bility on a fine scale in the angular interval 378–438
<111> with angular spacing 0.38–0.68 [25, 26] was investi-
gated. The experiments revealed that the mobilities of
boundaries with different misorientation angles do have dif-

ferent temperature dependence, and there is a temperature,
the so-called compensation temperature Tc, at which the
mobilities of all investigated boundaries with different mis-
orientation are the same. As a result, at high temperature re-
gime (T > Tc) the mobility is higher for grain boundaries
with higher activation energy, in particular it is at maxi-
mum for u = 40.58, while at lower temperatures (T < Tc)
the exact R7 boundary moves fastest (Fig. 2).

This result explains the apparent contradiction between
growth selection experiments and recrystallization experi-
ments. The problem resulted only from the wrong tacit
assumption that the pre-exponential factor is essentially in-
dependent of misorientation so that only the activation en-
thalpy controls mobility. At high temperatures the grain
boundary mobility in this angular interval is obviously not
dominated by the segregation behavior of low R bound-
aries. The reason for the changing maximum mobility ori-
entation in different temperature regimes is obviously the
orientation dependence of both the activation enthalpy and
the preexponential factor [25, 26]. The experiments re-
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(a)

(b)

Fig. 2. (a) Temperature dependence of the reduced mobility for 38.28
and 40.58 <111> tilt grain boundaries [25] and (b) mobility dependence
of <111> tilt boundaries on rotation angle in pure Al [26].
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vealed that they were at maximum for a misorientation an-
gle u = 40.58 and at minimum for the exact R7 misorienta-
tion (Fig. 3). Growth selection experiments by Ibe et al.
[19–21] were conducted at very high temperatures (above
600 8C), i. e. in the temperature regime where the mobility
of the 40.58 <111> boundary is in fact the highest due to
its highest (activation enthalpy and) pre-exponential factor
(Figs. 2 and 3) [25, 26].

The misorientation dependence of grain boundary mo-
tion is not confined to pure tilt boundaries. The experiments
on Al-bicrystals with a grain boundary configuration shown
in Fig. 1b revealed that the motion of <111> boundaries in
Al in the vicinity of R7 misorientation depends non-mono-
tonically on misorientation angle irrespective of the crystal-
lographic configuration of the curved moving boundary,
whether pure tilt or mixed tilt – twist [27]. Both activation
parameters for the motion of <111> mixed tilt – twist
boundaries were observed to change non-monotonically
with misorientation angle and assume a minimum at the
R7 misorientation [27] that is very similar to the respective
misorientation dependence for <111> tilt boundaries in
Fig. 3. Therefore, the curved boundaries in both configura-
tions (Fig. 1), pure tilt with differently inclined boundary
elements and mixed tilt – twist, demonstrate essentially the
same behavior with regard to the misorientation depen-
dence of their motion.

The non-monotonic dependence of grain boundary mo-
tion on misorientation angle was also confirmed by compu-
ter simulations of curvature driven boundary migration
[28]. As depicted in Fig. 4, the activation energy and the
logarithm of the pre-exponential factor of boundary mobil-
ity exhibited very similar variations with misorientation, in-
cluding the presence of distinct cusps at low R misorienta-
tions.

4. Compensation effect in grain boundary migration

The temperature dependence of grain boundary mobility m
follows an Arrhenius relation

m ¼ v=p ¼ m0 exp � H

kT

� �
ð3Þ

where v is the boundary velocity, p is the driving force, H is
the activation enthalpy of grain boundary migration and m0

the corresponding pre-exponential mobility factor1.
Since the exact magnitude of the boundary energy is

usually not known, in experiments with curved boundaries
(Fig. 1) the reduced boundary mobility is determined

A � v � a ¼ m � c ¼ A0 exp � H

kT

� �
ð4Þ

Commonly, for evaluation of experimental data the activa-
tion enthalpy H is determined from the slope of the Arrhe-
nius plot, and much less attention is paid to the pre-expo-
nential factor m0 (A0). However, there is a large body of
experimental evidence that the pre-exponential factor is
strongly related to the activation enthalpy: it increases or
decreases, if the activation enthalpy increases or decreases
according to relation

H ¼ � lnA0 þ b ð5Þ
where a and b are constants.
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(a) (b)

Fig. 3. (a) Activation enthal-
py H and pre-exponential
factor A0 for the migration
of <111> tilt grain bound-
aries [25].

(a) (b)

Fig. 4. (a) Activation energy
of grain boundary migra-
tion (e = 0.57 eV – Lennard-
Jones potential well depth
for Al) and (b) logarithm of
the pre-exponential factor of
the reduced mobility as a
function of boundary misor-
ientation found in computer
simulations of grain bound-
ary motion [28].

1 It is worth noting that the activation enthalpy depends on pressure P,
H = E + PV*, where E is the activation energy and V* the activation
volume for grain boundary motion. Therefore, measurements of the
pressure dependence of grain boundary velocity at a given temperature
provide the opportunity to derive the activation volume V* [16, 29].
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This correlation is referred to as the compensation effect,
since it strongly moderates the effect of a variation of H on
the value of the mobility, and therefore allows one to use
annealing temperature as a selective tool for grain boundary
control.

The compensation effect was repeatedly observed in var-
ious thermally activated processes, but it is most strongly
pronounced in processes related to interfaces and grain
boundaries. Fig. 5a depicts the compensation effect for
<111> tilt boundary migration in the vicinity of the special
misorientation R7. It was found that the compensation rule
holds also for Bi [30], Sn [16] and Fe-3.5% Si (Fig. 5b)
[31–34]. Also, the compensation effect was observed in
molecular dynamics simulations of curved boundary mo-
tion [35]. It is worthy of note that the compensation effect
was also observed for the change of the activation param-
eters of 71Ge diffusion along <111> tilt grain boundaries
with different angles in the vicinity of the R7 misorientation
in pure Al (Fig. 6) [36]. The experimental data presented
above can be comprehended on the basis of approach put
forward in Ref. [37].

A consequence of the specific linear dependence be-
tween the activation enthalpy and the logarithm of the pre-
exponential factor is the existence of the so-called compen-
sation temperature Tc = �/k, at which the mobilities are
equal and at which the kinetic lines in Arrhenius co-ordi-
nates intersect at one point (Fig. 2).

The observed coupling of entropy and enthalpy of activa-
tion suggests that the activated state is not a random energy
fluctuation in space and time, but a definite and thus repro-
ducible although unstable state, which is described by its re-
spective thermodynamic functions. Its attainment from the
stable ground state can be associated with a first order phase
transformation. In an interface we can associate the acti-
vated state with a local change of the interface structure, or
more precisely, of a structure that the interface could attain
if not a more stable state would exist for the given thermo-
dynamic conditions. In this concept the compensation tem-
perature is the equilibrium temperature for such a virtual
phase transformation. The linear compensation relation
and the expression for the compensation temperature can
be derived under these conditions [37]. In particular, the
compensation temperature can be expressed as Tc ¼
dH dS k¼k0j= , where the parameter k denotes some intensive
structural or chemical specification, such as angle of misor-
ientation, composition, etc. The derived equations [37]
manifest a linear relation between the enthalpy and entropy
of activation. It was shown that in analogy to the tempera-
ture compensation effect for constant pressure there is also
a pressure compensation effect for constant temperature at

variable pressure. In fact, such a relation was experimen-
tally verified [38]. It is of interest that the major relation of
the theoretical approach can be derived, using the Onsager
principles for non-equilibrium thermodynamics, i. e., the
principle of maximum rate of change the thermodynamic
potential of the system. It was shown that the Mott “island”
model complies with the compensation effect [38]. The
model assumes that groups of n atoms “melt” on the side
of the vanishing grain and become attached to the side of
the growing one. The activated, metastable state is identi-
fied with a frozen liquid state. This permits determination
of the entropy and energy of activation, namely

S� ¼ nL

Tm
; H� ¼ nL ð6Þ

where L is the heat of melting per atom and Tm the melting
temperature. It is clear that Mott’s model complies with the
compensation effect: the enthalpy of activation is propor-
tional to the activation entropy and the compensation tem-
perature coincides with melting temperature:

H� ¼ TmS
� ð7Þ

Tc ¼
dH�

dS�
¼ Tm ð8Þ

The well-known empirical relations of Brown and Ashby
for diffusion data (for a given structure and bond type) are
valid for a wide range of solids:

D Tmð Þ ¼ k1
H�

kT0
m

¼ k2

V� ¼ H�

T0
m

dT0
m

dp

� � ð9Þ
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(a) (b)

Fig. 5. Compensation rela-
tionship between the activa-
tion enthalpy and the pre-
exponential factor for the
motion of (a) <111> tilt grain
boundaries in Al [26] and (b)
<001> tilt grain boundaries
in Fe-3.5% Si [31–34].

Fig. 6. Relationship between the activation enthalpy and the pre-expo-
nential factor of 71Ge diffusion along tilt grain boundaries in the vici-
nity of the R7 CSL-orientation in pure Al [36].
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where k1 and k2, are constants, T0
m is the melting point at at-

mospheric pressure.
As has been shown [37], these relations are in the full

agreement with the concept of the compensation effect and
can be considered as a direct consequence of this effect.

However, the major success is the explanation on the ba-
sis of the compensation effect the contradiction between the
bicrystal measurements of the activation enthalpy and grain
boundary mobility measured in polycrystal experiments
(see Section 3). It is worthy of note that compensation ef-
fect transforms the traditional notions of how the activation
energy (enthalpy) affects the kinetics of the processes. The
compensation temperature Tc divides the temperature range
into two intervals. If the experiments are conducted below
the Tc, then the processes with low enthalpy of activation
are the fastest; if the measurements are taken above Tc, then
the processes with high activation enthalpy dominate.
There is a large body of experimental evidence that the
compensation temperature is often close to the equilibrium
temperature of a nearby phase transition. In particular, for
Sn and Bi the compensation temperature is practically equal
to the respective melting temperature [16, 30].

5. Impurity effects on orientation dependence
of boundary mobility

The common understanding of the orientation dependence
of grain boundary mobility and the effect of solutes on this
dependence is mainly founded on the classical work of Aust
and Rutter [39, 40] as well as on results of experiments by
Fridman et al. [41]. According to this understanding the ori-
entation dependence of grain boundary mobility is a segre-
gation effect: strongly ordered boundaries, i. e. low R coin-
cidence boundaries segregate less and, therefore, move
faster than random boundaries.

This classical concept, however, cannot be confirmed by
results of experiments [26] and computer simulations [28].
The experimental results reveal that the migration activa-
tion enthalpy is strongly affected by both the boundary
crystallography and material purity. However, with chang-
ing misorientation angle the pre-exponential factor A0 rises
with increasing H by several orders of magnitude (Fig. 3),
while with changing impurity content A0 remains at the
same level (Fig. 7) [26]. Therefore, the pre-exponential fac-
tor A0 in the investigated impurity concentration interval
was found to be much less sensitive to the material purity
than to a change in the misorientation angle. This result al-
lows the conclusion that the observed orientation depen-
dence of mobility (Figs. 2 and 3), determined by both H
and A0, does not simply reflect the different segregation be-
havior of coincidence and random boundaries, as frequently
proposed [39, 40], rather it provides evidence for an intrin-
sic dependence of grain boundary mobility on grain bound-
ary structure. Also, molecular dynamics simulations of
boundary motion in absolutely pure material reveal strong
evidence for the intrinsic structural character of the orienta-
tion dependence of boundary mobility [28].

Aust and Rutter attributed the abnormally high values of
activation enthalpy for grain boundary motion in lead to im-
purity effects on this process and interpreted their results in
terms of diffusional mechanisms of boundary motion [40].
However, such interpretation requires attributing the differ-
ence of activation enthalpy measured for different bound-
aries to the adsorption energy of impurity atoms in the pure
boundary. This energy normally does not exceed 0.4–
0.6 eV [42]. The difference in the activation enthalpy of
motion for different boundaries in the experiment of Aust
and Rutter amounts to 42.8–5.2 = 37.6 kcal/g-atom
(1.63 eV) and thus, is too large to be interpreted as adsorp-
tion energy of impurities.
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(a) (b)

Fig. 7. The dependence of
(a) activation enthalpy and
(b) mobility pre-exponential
factor for migration of 38.28
(open symbols) and 40.58
(filled symbols) <111> tilt
grain boundaries on impurity
concentration in differently
pure aluminium [26].

(a) (b)

Fig. 8. Relationship between
the migration activation enthal-
py H and preexponential factor
v0 of the velocity equation for
migration of grain boundaries
in Pb as obtained from an analy-
sis of results of Aust and Rutter
[40] (a) for different boundaries
in Pb of equal purity (concentra-
tion of Sn in Pb in ppm is noted
in the Figure), and (b) for all 17
measured boundaries in Pb with
different crystallography and
concentration of Sn from 1 to
13 ppm.
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On the other hand, all 17 boundaries investigated in
Ref. [40] were crystallographically different and the com-
pensation effect, which obviously reflects the thermody-
namic fundamentals of the migration mechanisms for
boundaries with different grain misorientation, holds for
the migration parameters in the work of Aust and Rutter as
well (Fig. 8). The compensation effect for migration of
crystallographically different boundaries in lead of almost
equal purity (9–13 ppm) in Aust and Rutter’s experiment
(Fig. 8a) provides unambiguous evidence that the activa-
tion parameters do not increase due to an increase in tin
concentration in lead, rather than due to different boundary
crystallography. Actually, the compensation effect is ob-
served for migration parameters of all 17 boundaries inves-
tigated by Aust and Rutter, irrespective of tin concentration,
with a compensation temperature Tc = 334 8C which by
practical means is identical with the melting point of Pb
(327 8C) (Fig. 8b).

6. Effect of boundary orientation on curved
boundary motion

Grain boundary mobility is known not only to depend on
misorientation, but also on the inclination of the grain
boundary plane [43]. In experiments with curvature driven
boundaries the moving curved part of the boundary consists
of different boundary planes, the average mobility over all
differently inclined boundary planes is measured and it is
assumed that there is uniform tilt grain boundary mobility.
This can be proved experimentally if the orientation of the
entire moving curved boundary will be changed by an incli-
nation of the initial flat tilt boundary from its symmetrical
position (w > 0, Fig. 9). Therefore, the motion of different
sets of boundary planes for the same u <hkl> tilt boundary
can be measured and compared. Moreover, it is easily seen

that even in the case of symmetrical flat boundary for all ro-
tation axes other than <100> the sets of boundary planes
comprised in the curved boundaries moving in the opposite
directions (Fig. 9) are different. The larger w, the more dif-
ference in the orientation of correspondent curved sections.
If the boundary mobility depends on boundary inclination,
this can affect the velocity of steady state motion of a
curved boundary.

The results of measurements of the motion of some high
angle <111> tilt boundaries in opposite directions [27] re-
vealed practically no difference in the migration of curved
boundary, neither in the case of symmetrical initial straight
boundary nor in the case of asymmetrical boundaries with
inclination angle up to w = 7.18 [27]. Similar behavior was
observed for the motion of 46.58 <111> tilt boundary in Al
in the same geometry with the straight boundary having dif-
ferent inclination angles [44]. Therefore, on Al bicrystals it
has been experimentally confirmed that the change of the
set of boundary planes in the curved moving boundary does
not affect its motion.

Since twist boundaries are by definition planar, it is im-
possible to directly measure their motion by utilizing grain
boundary curvature as a driving force. However, a change
of a bicrystal geometry provides the opportunity to study
the motion of mixed boundaries comprising both tilt and
twist components (Fig. 1b). In such a configuration the
boundary character changes along its curved part from pure
tilt to almost pure twist. As mentioned in Section 3, the mo-
tion of <111> boundaries in configuration Fig. 1b has been
studied in the angular interval of misorientation between
37 and 428 [27]. In particular the shape of the curved mov-
ing part of the boundary was measured and compared with
the boundary shape which was calculated analytically [45].
The shape of a boundary yðxÞ (Fig. 10) can be derived from
the equation of motion

y00 ¼ � v

mc
y0ð1þ ðy0Þ2Þ ð10Þ

under the relevant boundary conditions [45], assuming that
the grain boundary energy c and mobility m are indepen-
dent of the orientation of the grain boundary relative to the
crystallographic axes of the grains. The consistency of
measured and calculated boundary shape leads to the con-
clusion that different elements of the investigated curved
boundary have the same mobility, irrespective of their com-
position of tilt and twist components. That means, an in-
crease in the twist component along the curved mixed
boundary in such geometrical configuration does not affect
its steady-state motion.
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Fig. 9. Motion of curved tilt boundary with different sets of boundary
planes. The straight section of the boundary is asymmetrical with an in-
clination w from symmetrical position.

(a) (b)

Fig. 10. (a) Measured and
(b) calculated shape of a
moving 40.68 <111> mixed
tilt – twist boundary in pure
Al (99.999%) at T = 602 8C
[27].
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7. Shape and kinetics of <100> and <111> tilt
boundaries with misorientations in the transition
range from low to high angles

Recent experimental in-situ observations on <100> and
<111> tilt grain boundaries with misorientation angles in
the range between 68 and 248 revealed that from all investi-
gated boundaries only those with misorientation angle
h > 158 can assume a curved configuration (Fig. 1) and
steadily move under the curvature driving force [46, 47].
In the entire investigated temperature range these bound-
aries moved steadily and their smoothly curved shape re-
mained self-similar during the motion.

Two boundaries with smaller angles, 14.38 <100> and
13.88 <111>, were observed to assume a curved shape and
to move under the curvature driving force only at tempera-
tures above 600 8C and 590 8C, respectively. All other in-
vestigated boundaries with smaller misorientation angles
do not assume a curved configuration in the entire tempera-
ture range up to the melting point and, thus, do not move
under a capillary driving force. These low angle boundaries
retained their initial flat configuration or, with rising mis-
orientation angle, formed additional facets inclined to the
initial boundary orientation (Fig. 11).

Computational analysis provided evidence that the ex-
perimentally observed shape of low angle boundaries and
its evolution with increasing misorientation can be attribut-
ed to the inclination dependence of grain boundary energy.
The simulations revealed a distinct energy anisotropy of
<100> and <111> low angle boundaries with respect to
their inclination [47]. The degree of anisotropy changes
with misorientation angle and becomes maximum for low
angle boundaries where the energy attains a distinct mini-
mum for specific symmetrical configurations, i. e. w = 458
for <100> and w = 08 for <111> boundaries. Therefore,
the boundaries with small misorientation remain straight at
any temperature up to the melting point, since their energy
in the initial symmetrical configuration is minimal. With
rising misorientation angle the inclination dependence of
the boundary energy decreases, and when the energy of
<100> tilt boundaries in both symmetrical configurations
becomes comparable the boundary forms an almost
planar segment with inclination close to w = 08 (Fig. 11a).
Analogously, in the case of <111> tilt boundaries, a
weaker dependence c(w) with misorientation angle leads
to the formation of a planar segment with w close to 608
(Fig. 11b).

The faceted <100> and <111> tilt boundaries were ob-
served not to move at constant temperature [46, 47],
although also a faceted grain boundary system is subject to
a driving force, since the displacement of the facet is asso-
ciated with an overall decrease in the free energy. Appar-
ently, an individual boundary element on a facet does not
experience a local driving force, since its displacement
would increase the grain boundary area. The motion of a
flat facet under the capillary driving force, therefore, re-
quires a mechanism different from the motion of curved
grain boundaries. Steps have to be introduced on the facet,
the lateral motion of which will displace the facet. While
the motion of steps proceeds generally very quickly, the
generation of these steps may have an impact on the displa-
cement rate of the facet. If steps can be easily generated,
e. g. when the facet borders a curved boundary, the facet
velocity may actually be high [48, 49]. In the case of sharp
vertices, however, step generation can be difficult and thus,
the facet mobility will be low.

A further increase in misorientation is accompanied by a
reduction in the energy anisotropy, and boundaries with
misorientation h > 158 can convert to the curved configura-
tion and move steadily at constant temperature under the
curvature driving force [46, 47].

The investigated behavior and migration parameters of
<100> and <111> tilt boundaries with misorientation an-
gles in the range between 68 and 248 can be compared with
literature data. Fridman et al. [41] have measured the
mobility of curvature driven <100> tilt boundaries in bi-
crystals of high purity Al using a discontinuous method,
i. e. the boundary location was determined in discrete time
intervals from the position of the boundary groove on the
surface of the bicrystals. The measured boundary velocity
in this step-wise annealing method was averaged over the
time between consecutive observations. The same method
was used by Aristov et al. [17] for measurements of the mi-
gration of <111> tilt boundaries in Al bicrystls. The <111>
tilt boundaries in Al were also investigated by Winning
et al. [50], who utilized X-ray diffraction for tracking a
moving grain boundary [1].

As seen in Fig. 12, the results of in-situ SEM measure-
ments of the motion of high angle (h > 168) <111> tilt
boundaries are in a good accordance with results of experi-
ments by Aristov et al. [17] and Winning et al. [50]. In con-
trast, the activation enthalpy for the motion of <100> tilt
boundaries in a similarly pure Al in our study was found to
be much higher than that in experiment by Fridman et al.
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(a) (b)

Fig. 11. Single facet config-
uration of (a) 14.38 <100>
tilt boundary at 450 8C and
(b) 12.58 <111> tilt boundary
at 520 8C [47].
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[41]. (Moreover, the values of the migration activation en-
thalpy obtained by Fridman et al. for <100> tilt boundaries
with h between 338 and 448 (0.7–1.4 eV) [41] also cannot
be confirmed by the recent in-situ measurement [51], which
revealed for the migration activation enthalpy values in the
range between 2.0 and 2.7 eV).

However, the major disagreement between results of the
experiment by Kirch et al. [46, 47] and previous investiga-
tions by Fridman and Winning is that they both reported
about the steady-state motion of small angle (h < 148) tilt
boundaries under the constant curvature driving force. The
reported behavior of <100> and <111> boundaries is, how-
ever, essentially different. While 108 and 128 <100> bound-
aries in the experiment by Fridman moved slower with
higher activation parameters (activation enthalpy and pre-
exponential mobility factor) than the boundaries with
h ‡ 158 (Fig. 12a), for 68 and 128 <111> boundaries in the
study by Winning were obtained much lower activation
parameters than for large angle boundaries (Fig. 12b), so
that a 68 <100> boundary moved substantially faster than a
148 <100> boundary, whose migration activation enthalpy
was attributed to the high angle branch of the H(h) – depen-
dence [50].

Unfortunately, there is an extreme lack of further experi-
mental data to be compared with the recent observations
and measurements [46, 47]. This is obviously due to specif-
ic difficulties of a bicrystal experiment and a lack of the
appropriate measuring methods. It must, however, be
stressed that in the study by Kirch the utilizing of the most
advanced SEM technique for true in-situ observations at
elevated temperatures revealed unambiguously that among
<100> and <111> tilt boundaries with misorientations in
the range between 68 and 248 only high angle (h > 158)
boundaries can assume the curved shape and steadily move
under the capillary driving force.

Classical theories of grain growth assume that grain
boundary energies are isotropic. However, as a result of re-
cent experiments and computer simulations it has been re-
cognized that the anisotropy of boundary properties can be
essential for grain growth in polycrystals and determine
the final distribution of boundaries with respect to their
character [49, 52, 53]. A faceting behavior was repeatedly
reported for grain boundaries with misorientations close to
low S CSL orientation relationships [54]. However, the ex-
periments and computer simulations [46, 47] demonstrated
that the inclinational anisotropy of grain boundary energy
also applies to low angle tilt boundaries with low index ro-
tation axis. The restricted ability of low angle boundaries
to move has to be accounted for in an analysis or modeling
exercise of microstructural evolution during grain growth,
especially in highly textured polycrystals.

8. Effect of faceting on curvature driven boundary
motion in Zn

The facets reflect the crystalline nature and reflect an aniso-
tropy of the surface energy, they have been observed on in-
ternal surfaces, in particular on grain boundaries and mani-
fest themselves as straight grain boundary segments [55].
The relation between grain boundary faceting and grain
boundary behavior, in particular, grain growth and grain
boundary migration has been the subject of investigation
in the past [49, 52, 56–60]. It was demonstrated, in particu-
lar, that the rather complicated kinetics of grain boundary
motion, in particular the strong non-Arrhenius temperature
dependence, could be explained by considering the motion
of two competitive facets [49]. Rabkin considered the influ-
ence of grain boundary faceting on grain growth and the
motion of a 2D grain boundary half-loop [49].

The distinctive property of the study [48, 61] is the
steady-state motion of the individual grain boundary – grain
boundary half-loop.
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(a)

(b)

Fig. 12. Migration activation enthalpy H for investigated <100> and
<111> tilt grain boundaries. For 14.38<100> and 13.88<111> bound-
aries (non-filled circle symbols) the activation enthalpy was deter-
mined from mobility values measured at two temperatures, 600 8C
and 610 8C, and 600 8C and 620 8C, respectively.

Fig. 13. Video frame of a moving grain boundary half-loop with facets
[61].
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One of the main advantages of such a configuration is a
possibility to obtain a strict analytical solution for all
parameters of a moving grain boundary and, as a result, to
construct a clear physical picture of the phenomenon. The
steady state motion of the 10�10½ � and 11�20½ � tilt grain
boundary half-loop in Zn bicrystals was recorded in-situ
(Fig. 13).

The physical model of the faceted boundary used in [48,
61] admits a strict analytical solution for the shape of the
moving grain boundary and its parameters. Combining this
solution with the so-called weighted mean curvature ap-
proach we can express the velocity of the facet and its
length as (Fig. 14):

V ¼ mfc sin u sin h
l

; l ¼
a

2

sin hþ mb h� uð Þ
mf sin u sin h

ð11Þ

Equation (11) opens the door to deriving the mobility of the
facet and its temperature dependence from the experimen-
tally measured values of the facet length. For example, the
normalized facet mobility (mf=m) for the facet in grain
boundary system ½10�10� extracted from the experimental
data is presented in Fig. 15 [48].

The absolute value of the facet mobility can be extracted
if the grain boundary mobility is known from an indepen-
dent experiment [48]. The results show that the motion of
the facets is activationless, that suggests that the migration
of the facet, i. e. displacement rate normal to itself, proceeds
through step motion along the facet. The major conclusion
inferred from these experiments: the decrease in the facet

length is only due to an increase in the mobility of the
curved boundary. In Ref. [61] it was shown that the dy-
namic facet length given by Eq. (11) is equivalent to a max-
imum rate of free energy decrease.

As shown in [38] the velocity of the half-loop as a whole
V complies with the extremum of the function

Vð Þ ¼ 2cbV � a

ZV

0

V dV
M Vð Þ

2
4

3
5 ð12Þ

Only maxima of this function correspond to stable steady-
state motion. For a linear dependence of the velocity on
the driving force (M(V) = const.) the extremum of the func-
tionW Vð Þ is equivalent to themaximum rate of reduction
of free energy of the system (dissipation rate), which in
turn is related to the Onsager principle of irreversible ther-
modynamics. In other words, the system tries to reduce the
free energy as fast as possible, i. e. with the maximum pos-
sible rate. For the steady-state motion of a grain boundary
half-loop with a facet the average mobility of M(V) can be
defined in two ways, either by the facet motion or by the
motion of the curved boundary. A maximum rate of free en-
ergy reduction of the system is obtained for a constant aver-
age mobility:

Mf Vð Þ ¼ Mb Vð Þ ð13Þ

Obviously condition (13) is satisfied by relation (11). In es-
sence, the facet changes its length in the course of motion in
order to permit the system to reduce its free energy with the
highest rate.

9. Magnetically driven grain boundary motion
in Bi and Zn bicrystals

Since the magnetic driving force is induced by an external
field and does not depend on boundary properties, the meth-
od provides an opportunity to investigate the motion of spe-
cific planar grain boundaries with well-defined structures
and to determine their absolute mobility. The motion of
such boundaries was first measured by applying a strong
magnetic field to specially prepared bismuth bicrystals
[30, 62]. Since bismuth is known to possess the largest
magnetic anisotropy with different susceptibilities parallel
and perpendicular to the trigonal axis (at 252 8C Dv =
0.23 · 10– 4) [63], it is a most suitable material for a model
experiment to measure a magnetically driven grain bound-
ary migration. Symmetrical and asymmetrical pure tilt
boundaries with a 908 <112> misorientation were exam-
ined.

The experiments unambiguously confirmed that the
grain boundaries in the investigated bicrystals actually
moved under the action of a magnetic driving force
(Fig. 16a). The observed linear dependence of the boundary
displacement with annealing time proves the free character
of its motion. The possibility to change the magnitude of
the driving force for boundary migration by exposing the
samples to magnetic fields of different strength yields the
unique opportunity to change the driving force on a specific
grain boundary and, thus, to obtain the driving force depen-
dence of grain boundary velocity v = v(p). The measure-
ments of boundary migration in different magnetic fields
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Fig. 14. Geometry of a grain boundary half-loop with a facet [48].

Fig. 15. Temperature dependence of the ratio of the facet normalized
mobility mf=m for the 308 10�10½ � tilt grain boundary [48].
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confirmed that the boundary velocity changes linearly with
the driving force. Therefore, from these results the absolute
value of the grain boundary mobility m = v/p can be imme-
diately extracted, and the dependence of grain boundary
mobility on temperature and on the specific grain boundary
character can be determined.

The temperature dependence of the mobility of a symme-
trical and an asymmetrical 908 <112> tilt grain boundary
revealed that the migration parameters (activation enthalpy
H and mobility pre-exponential factor mo) for the sym-
metrical boundary (H = 0.51 eV, mo = 0.67 m4 J – 1 s – 1)
drastically differed from the migration parameters for
the asymmetrical boundary (H|| = 3.38 eV, mo|| = 2.04 ·
1024 m4 J – 1 s – 1 and H\ = 3.79 eV, mo\ = 1.10 ·
1028 m4 J – 1 s – 1, where the symbols || and ? refer to the
orientation of the c-axis with regard to the boundary plane
normal, as referred to below). As a consequence, the sym-
metrical boundary has a much higher mobility than the
asymmetrical boundary in the entire investigated tempera-
ture range up to the melting point of bismuth but particu-
larly at low temperatures (Fig. 16b). Clearly, the inclination
of the tilt boundary in Bi has a very strong influence on its
mobility [30].

The most surprising feature is that in contrast to the sym-
metrical boundary, for an asymmetrical tilt boundary the
measured mobility was found to be distinctly different for
the motion in opposite directions [62]. For the chosen
crystallography of the bicrystals the boundary was less mo-
bile when the c (<111>) axis in the growing grain was
perpendicular to the direction of motion (m\ = 8.2 ·
10– 9 m4 J – 1 s – 1 at 252 8C) but faster, when the trigonal
c-axis in the growing grain was close to the direction of mo-
tion (m|| = 1.3 · 10– 8 m4 J – 1 s – 1 at 252 8C). There are sev-
eral potential reasons for this anisotropy. First, there is an
essential difference in the distance between the crystallo-
graphic planes on each side of the boundary. Estimation
shows that this factor may change the velocity of grain
boundary motion, however this difference is unlikely to af-
fect the velocity of boundary motion by more than 20%,
which is distinctly less than the observed effect. Second,
because boundary motion in Bi-bicrystals may be influ-
enced by impurity drag, the difference in the diffusivity of
impurities in two opposite directions in the anisotropic
structure of Bi should be taken into account. Finally, as
shown in Ref. [64], the motion of a grain boundary in a
magnetic field can be considered as a motion of a conductor
in a magnetic field, or more strictly, as the motion of a re-
gion with a conductivity different from that of the surround-
ing matrix in a magnetic field. Such a motion causes an
electromotive force and as a consequence, an additional

dissipation of energy in a magnetic field [64]. This dissipa-
tion means a decrease in the effective driving force for
grain boundary motion. With respect to the proportionality
between grain boundary migration rate and the applied
driving force this appears like decreased grain boundary
mobility. This effect, however, depends on the orientation
of the magnetic field with regard to the crystal axes and,
therefore, on the direction of motion. Consequently, this
causes a different apparent mobility for boundary motion
in opposite directions. The energy dissipation should, on
the one hand, be different for symmetric and asymmetric
boundaries and, on the other hand, be different for boundary
motion in opposite directions for asymmetric boundaries
[64]. The predicted effect, however, is much smaller than
experimentally observed. Therefore the observed mobility
asymmetry for asymmetric tilt boundaries in Bi has to be at-
tributed to other reasons. In any event, if this asymmetry of
grain boundary mobility holds also for other metals, it will
have a serious impact on our understanding of grain bound-
ary motion, since the mobility of a grain boundary is com-
monly conceived as not dependent on its direction of mo-
tion.

In further bicrystal experiments it has also been shown
that in zinc the magnetic anisotropy is pronounced well en-
ough to drive boundaries in the presence of magnetic fields
of attainable strengths. Hexagonal, diamagnetic zinc has a
different magnetic susceptibility parallel and perpendicular
to its c-axis such that jvjjj > jv?j. Susceptibility measure-
ments of high purity zinc crystals have shown that the vol-
ume susceptibility difference of about Dv = 0.5 · 10– 5 re-
mained virtually constant up to 0.95Tm [65].

The mobility of a magnetically driven symmetrical near
coincidence R15 (868<11�20>) tilt grain boundary has been
measured to be very low, while asymmetrical 898 <10�10>
tilt boundaries were observed to be quite mobile [66, 67].
The mobility of 898 <10�10> tilt boundary was determined
to be about m = 2.5 � 10– 8 m4 J – 1 s – 1 [67]. For com-
parison, the reduced mobility Ab ¼ m � c of a curved 868
<10�10> tilt boundary at 400 8C in a Zn bicrystal was meas-
ured to be A400C

bZn = 3.2 � 10– 8 m2 s – 1 [68]. Assuming
boundary energy of c % 0.46 J m–2 [69] this yields an
absolute mobility of m400C

Zn % 7.0 � 10– 8 m4 J – 1 s – 1, which
is in reasonable agreement with the value measured for the
plane boundary.

It is worth noting that the mobility of 898 <10�10> tilt
grain boundaries with the same misorientation but different
boundary orientations was found to be distinctly different
depending on the degree of boundary asymmetry, namely,
the boundary with larger inclination with respect to symme-
trical boundary position moves slower [67].
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(a) (b)

Fig. 16. (a) Grain boundary
displacement in a bismuth bi-
crystal (from position A to po-
sition B) after annealing for
180 s at 252 8C in a magnetic
field of 20.45T [62] and (b)
temperature dependence of
the mobility of a 908 <112>
symmetrical (*) and asym-
metrical (~, &) boundaries
in Bi-bicrystals, moving in op-
posite directions [30]. Trigo-
nal axis in the growing grain
parallel (~) or perpendicular
(&) to the growth direction.
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Figure 17a depicts the surface of a Zn-bicrystal contain-
ing a 47.28 < 10�10> grain boundary as observed by employ-
ing the recently designed microscopy probe for in-situ ob-
servations and recordings of grain boundary migration in
high magnetic fields [70]. Due to the orientation contrast
between adjacent grains the grain boundary position is dis-
tinctly seen as a vertical line in the middle of the image.
During post-processing the images are analyzed with re-
spect to grain boundary displacement. The velocity of the
steady-state boundary motion for each temperature could
be calculated and the temperature dependence of the grain
boundary mobility can be determined (Fig. 17b).

10. Mechanically driven motion of <100> tilt grain
boundaries in Al coupled to shear deformation

Low angle grain boundaries are known to consist of peri-
odic arrangements of dislocations. In earlier investigations
in the 1950 by Washburn and Parker [9], Li et al. [10] and
Bainbridge et al. [11] on Zn bicrystals, it was proved that
low angle tilt grain boundaries respond to an applied mech-
anical stress by a displacement perpendicular to the bound-
ary plane. According to the edge dislocation structure of
such boundaries, their motion under mechanical stress was
confirmed to be coupled to a shear deformation, which is
observed in bicrystals with planar boundary as a tangential
translation of the adjoining grains. Later Fukutomi et al.
[71–73] also reported that high angle boundaries with low
R CSL orientation relationships in Zn and Al bicrystals can
be moved by an applied shear stress, which causes a shape
change of the bicrystal. Similar behavior was observed by
Yoshida et al. [74] for R11 boundary in cubic ZrO2 bicrys-
tals. The grain boundary motion coupled to a lateral grains
translation was also investigated by Suzuki and Mishin
[75] in a computer simulation study of <100> tilt grain
boundary motion in Cu.

Recently, the stress induced boundary migration was ex-
perimentally investigated on aluminium bicrystals which
contained symmetrical <100> tilt grain boundaries with
misorientation angles in the entire misorientation range
(08–908) [76–79].

The results revealed that stress induced boundary migra-
tion and the associated shear deformation is not confined
to low angle and some low R high angle boundaries, but
also occurs for all high angle <100> tilt boundaries. As a
matter of fact motion in this fashion is a typical response
of the boundary to the applied shear stress. Figure 18 de-
picts the coupled boundary motion for 66.68 <100> tilt
boundary as apparent from the marking lines on the surface
of the bicrystal and the shape change of the specimen.

Furthermore, the experiments showed that in similarly
loaded bicrystals boundaries with h < 318 and h > 368move
in opposite directions.

A coupling between boundary migration normal to its
plane and the lateral translation of grains can be described
by a ratio of corresponding rates [80] b = v||/vn = s/d,
(Fig. 18) where v|| and vn are the lateral translation rates
and the boundary velocity, respectively. The ratio b is re-
ferred to as the coupling factor.

The values of the coupling factor averaged over all inves-
tigated specimens of the respective bicrystal are given in
Fig. 19. Since boundaries with h < 318 and h > 368 migrate
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(a) (b)

Fig. 17. Motion of a 47.28
<10�10> grain boundary in a
field of 25T at 370 8C in a
zinc-bicrystal (a) as recorded
by the polarization micro-
scopy probe and (b) tempera-
ture dependence of the
boundary mobility; the meas-
ured activation enthalpy of
boundary motion amounts to
1.13 eV [70].

Fig. 18. Coupling between grain boundary migration and shear defor-
mation for a 66.68 <100> symmetrical tilt boundary after 170 min an-
nealing at 355 8C under a tensile stress of 0.26 MPa [78]. The coupling
factor b was determined as a ratio of the lateral grains translation s to
the normal boundary displacement d.

Fig. 19. Misorientation dependence of measured (points) and calcu-
lated (lines) coupling factors for investigated <100> symmetrical tilt
grain boundaries [79].
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in opposite directions, the corresponding values of b are dif-
ferent in sign.

It has been shown [81] that due to the 4-fold symmetry
around the <100> axis in cubic crystals, for low angle
<100> tilt boundaries there are two branches of the misori-
entation dependence of b. For slip of dislocations with
b = a <010> on {001}

b<010> ¼ 2 tan
h

2

� �
ð14Þ

while for slip on {110} with b =
a

2
<110>

b<110> ¼ �2 tan
p

4
� h

2

� �
ð15Þ

A recently developed model of coupled boundary motion
by Cahn et al. [82], based on an analysis of the Frank–Bil-
by equation of the dislocation content of grain boundaries,
predicts a coupling factor between normal and lateral mo-
tion according to Eqs. (14) and (15) for any grain boundary,
no matter whether low or high angle.

As seen in Fig. 19, there is excellent agreement between
the experimental data and the coupling factors calculated
according to Eqs. (14) and (15). The current results, there-
fore, prove that although in high angle boundaries the struc-
tural dislocations can not be resolved, the Frank–Bilby
equation still applies. The experimentally measured cou-
pling factors for stress induced tilt boundary migration
comply perfectly with the respective dislocation me-
chanics.

The experiments revealed that boundary migration under
an applied mechanical stress is thermally activated and that
its kinetics follow an Arrhenius type temperature depen-
dence (Eq. (3)). The temperature dependence of grain
boundary mobility was measured in the temperature range
between 280 8C and 450 8C, and the corresponding activa-
tion parameters were determined. The measured activation
enthalpy scatters within the range between 1.0 and 1.6 eV
(Fig. 20). For low angle boundaries (h < 208 und h > 708),
however, the scatter of activation enthalpy values is less
pronounced than for high angle boundaries (208< h < 708).
The average value of H for low angle boundaries amounts
to about H = 1.4 eV what is very close to that of bulk self
diffusion in Al (HSD = 1.47 eV [83]).

11. Grain boundary excess free volume

The grain boundary excess free volume (BFV) is one of
fundamental thermodynamic parameters of interfaces.

Whereas the derivative
qc
qT

� �
P

(c – interface free energy)

reflects the reaction of the interface on a temperature

change, the derivative
qc
qP

� �
T

describes the reaction to the

applied external pressure.
It determines the grain boundary diffusivity, the mobil-

ity, and to a certain extent, grain growth inhibition by va-
cancy generation, it affects the stability and the kinetics of
grain growth of polycrystals under high pressures. The val-
ue of the BFV determines the driving force to “squeeze” a
grain boundary out of a polycrystal. On the other hand the
BFV influences grain growth and other process connected
to the generation of vacancies [84, 85]. Unfortunately, up
to now we are forced be content with the results of compu-
ter simulations, which, in turn, are strictly limited to grain
boundaries in the vicinity of special misorientations [86–
90]. Some experimental attempts have been undertaken to
determine the BFV [91–93].

The general-purpose and thermodynamically correct way
to determine grain boundary excess volume was put forward
in [93–95]. The approach is based on the fundamental differ-
ence between grain boundary and interphase: for the system
with a grain boundary the number of degrees of freedom is
by one greater than for an interphase. Therefore, for a system
with a grain boundary all differentials on the right-hand side
of Gibbs adsorption equation are independent:

dc ¼ �ss dT �
Xk
i¼1

C i dli ð16Þ

where ss and vs are the entropy and the volume of the sur-
face, Ci and li are the adsorption and chemical potential of
the ith component, T is the temperature.
Due to the additional degree of freedom a number of unique
possibilities arise. In particular, one can consider adsorption
in a one-component system, which can be called as an auto
adsorption C0:

dc ¼ �ss dT � C0 dl ð17Þ

Of course, there is no sense in considering such a problem
for an interphase, inasmuch as at constant temperature such
a system is completely determined. The proposed method
was realized in specially grown tricrystals where the triple
junction is formed by two high angle grain boundaries
GB1 and GB2 with equal grain boundary surface energy
c1 ¼ c2 ¼ c (Fig. 21). The third grain boundary has to be a
low angle grain boundary whose surface energy c3 can be
calculated either according to the Read and Shockley ap-
proach or by direct computer simulation.

As it was shown in [93–95] for the system with low an-
gle twist grain boundary the relation for BFV reads as:

Vex
gb ¼ c3

sin h
2 cos2 h

qh
qP

ð18Þ

In other words, the problem is reduced to the experimental
measurement of the pressure dependence of the contact an-
gle h.
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Fig. 20. Activation enthalpy of the stress induced migration of sym-
metrical <100> tilt grain boundaries [79].
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The experiments at 630 8C and under a hydrostatic pres-
sure up to 14 kbar made it possible to measure the pressure
dependence of the surface tension c (Fig. 22) [95, 96].

The equilibrium vertex angle h was measured for a grain
boundary system of two 408 <111> tilt grain boundaries as
GB1 and GB2 and an 808 <111> tilt boundary as GB3,
which, due to crystal symmetry 808<111> corresponds to
�408 <111>, and the grain boundary energy of GB3 should
be the same as the energy of GB1 and GB2. The measured
angle was about 1208 in the whole pressure range and, what

is of importance
qh
qP

� �
T

¼ 0 as was to be expected.

Below are presented the value of the BFV for 408 <111>
tilt grain boundary and 398 <110> tilt grain boundary ex-
tracted from the experimental data [95, 96]

<110>

C0 ¼ �X�1
s

qc
qP

� �
¼ �1:35 � 10�5 mol=m2 ð19Þ

Vex ¼ �C0Xa ¼ 1:35 � 10�10 � 0:6 � 10�10 m3=m2

<111>

C0 ¼ �X�1
a

qc
qP

� �
¼ �0:55 � 10�5 mol=m2 ð20Þ

Vex ¼ �C0Xa ¼ 0:55 � 10�10 � 0:13 � 10�10 m3=m2

The corresponding expression for grain boundary surface
tension is given by the relationship

cb ¼ cb0 þ
qcb
qP

� �
T

P ð21Þ

One might expect that such a difference in the excess grain
boundary volume for different grain boundaries can play
an important role in grain microstructure evolution in the
course of grain growth, in particular in thin films on the
substrate and especially in nanocrystalline systems.

12. Kinematics of connected grain boundaries

The classical concepts of grain growth in polycrystals are
based on a dominant role of grain boundaries. This is re-
flected by the well known von Neumann–Mullins relation.

dS
dt

¼ �Ab 2p� np

3

� �
¼ Abp

3
n� 6ð Þ ð22Þ

where Ab is a reduced grain boundary mobility, n is the
number of triple junctions for each respective grain, i. e.
the topological class of the grain. This relation which forms
the basis for practically all theoretical and experimental in-
vestigations as well as computer simulations of microstruc-
ture evolution in 2D polycrystals in the course of grain
growth [97, 98] is based on three essential assumptions,
the most important of which is the assumption relevant to
grain boundary triple junctions: they do not affect grain
boundary motion, their role in grain growth is reduced to
maintain the thermodynamically prescribed equilibrium an-
gles at the lines where boundaries meet. This assumption is
a mere hypothesis and needs to be checked experimentally.
For this it is necessary to measure the triple junction mobil-
ity. The theoretical approaches and experimental tech-
niques which make it possible to study the steady-state mo-
tion of grain boundary systems with triple junction were put
forward and developed in [99–103]. As shown in [99–
103], the model grain boundary systems (Fig. 23) can move
in steady-state, and the analysis of their motion permits us
to understand the influence of the finite mobility of a triple
junction on the migration of grain boundaries.

It was shown that the behavior of a grain boundary sys-
tem with triple junction is determined by the dimensionless

criterion ¼ mtja

m
, where mtj is the triple junction mobility,

and a is the grain size:

K ¼ mtja

mb
¼ 2h

2 cos h� 1
; n < 6 ð23Þ

K ¼ mtjx0
m

¼ � ln sin h
1� 2 cos h

; n > 6 ð24Þ

If a triple junction is mobile and does not drag grain bound-
ary motion, the criterion K � 1 and h ¼ p=3 i. e. the
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Fig. 21. Grain boundary geometry to determine the BFV: the grain
boundary system with triple junction attains an equilibrium configuration
at the notches introduced from the lateral surfaces of the tricrystal [95].

(a)

(b)

Fig. 22. Pressure dependence of grain boundary surface tension (a) for
408 <111> tilt boundary and (b) for 398 <110> tilt boundary in Al [95, 96].
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equilibrium angular value at a triple junction in the uniform
grain boundary model. In contrast, however, when the mo-
bility of the triple junction is relatively low (strictly speak-
ing, when mtja � m) then h ! 0 for n < 6 and h ! p=2
for n > 6. It should be stressed that the angle h is strictly de-
fined by the dimensionless criterion K, which, in turn, is a
function of not only the ratio of triple junction and grain
boundary mobility, but of the grain size as well.

Experimental investigations were carried out for the
grain boundary configuration shown in Fig. 24 in specially
grown tricrystals of Al and Zn [38, 100–104]. It was de-
monstrated that the shape of the moving grain boundary
system agrees very well with the shape predicted by the the-
ory [38, 101, 102] and the vertex angle h at the triple junc-
tion can deviate distinctly from the equilibrium value, when
a low mobility of the triple junction hinders the motion of
the grain boundaries (Fig. 25). In fact, a transition from tri-
ple junction kinetics to grain boundary kinetics was ob-
served. Experiments revealed that triple junctions do pos-
sess a finite mobility. Moreover, the extent of the changes
in the angle h and criterionK are such that they do not allow
their explanation by thermodynamic factors and there are
no doubts in the kinetic nature of the phenomena.

Molecular dynamics simulation studies of the migration
of grain boundaries with triple junctions confirm that the
triple junction mobility is finite and can be sufficiently
small to limit the rate of grain boundary migration [105,
106]. The analytical solutions and the analysis of grain
boundary motion serve as a theoretical background of the
studies discussed. The static-equilibrium-grain boundary
triple junction angles and the dynamic triple junction angles
were measured as a function of grain size, grain boundary
misorientation and direction of migration. In most cases,
the static and dynamic triple junction angles were observed
to be nearly identical. However, substantial deviations be-
tween the two were observed for low R boundary misorien-
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(a)

(b)

(c)

Fig. 23. Configuration of grain boundaries at a triple junction during
steady state motion for (a) n < 6 and (b) n > 6; (c) – top view of the tri-
crystal of the configuration with n < 6.

(a) (b)

Fig. 24. Temperature de-
pendence of the criterion K
(a) and of triple junction
(*) and grain boundary
mobility (~) for <111> tilt
grain boundary system in
pure Al [103].

(a) (b)

Fig. 25. Temperature de-
pendence of reduced grain
boundary mobility Ab(solid
circles) and reduced triple
junction mobility Atj (solid
squares) for the system
<10�10> (a) and for the sys-
tem <11�20> (b): reduced
grain boundary mobility Ab
(solid triangles) and reduced
triple junction mobility Atj
(solid squares) [104].
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tations (Fig. 26). Furthermore, the normalized triple junction
mobility exhibits strong variations with boundary misorien-
tation, with strong minima at low R misorientations. The tri-
ple junctions create substantial drag on grain boundary mi-
gration at these low mobility misorientations [106, 107].
One interesting feature of the results is that the triple junction
mobility depends upon the direction that the triple junction
migrates. Again, the normalized triple junction mobility
was found to have significant dependence on direction of mi-
gration for the case of low R grain boundaries (Fig. 26).

Four topological elements compose a polycrystal: grains,
grain boundaries, grain boundary triple junctions and quad-
ruple points. The latter element of the microstructure is lo-
cated at the point where four grain boundaries meet. The
four grains assembly which admits a quantitative descrip-
tion was proposed in [108, 109] (Fig. 27). In such config-
uration, it is assumed that the motion of the triple lines in
the system proceeds under the action of the triple line ten-
sion cl and is assumed to occur in steady-state (which takes
place if the shrinkage of the three-sided cross-section pro-
ceeds much more slowly than the displacement of the quad-
ruple junction).

The dimensionless parameter describing the influence of
the quadruple junction is given by

Kqp ¼ � ln sin p� hð Þ
1þ 3 cos h

¼ � ln sin h
1þ 3 cos h

¼ mqp � x0
mtl

ð25Þ

where mqp is the mobility of the quadruple point, x0 is the
grain size.

If the quadruple junction is perfectly mobile, then
Kqp ?? and h ? 109.478, which is the equilibrium angle.
By the way, this angle is consistent with the dihedral angle
of the honeycomb. In contrast, if the quadruple junction
moves slowly and drags the migration of the triple lines
then Kqp ? 0 and h? p/2. It can be seen that from the
Eq. (25) that the angle h completely defined by the dimen-
sionless parameter Kqp which, in turn, does not only depend
on the triple line and quadruple junction mobilities but also
on the grain size, x0. It indicates that the effect of quadruple
junctions increases with decreasing grain size.

13. 2D grain growth in the system of connected
boundaries

As a matter of fact that grain boundary triple junctions do
possess a finite mobility [38, 100–104]. This circumstance
effects radically our understanding of the physics of grain
growth. The rate of grain area change can be express as

dS
dt

¼ �Ab 2p� n p� 2hð Þ½ � ð26Þ

If the triple junction mobility is infinite the contact angle
h ¼ p=3 and the expression (26) will be transferred into
the well known von Neumann–Mullins relation. However
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(a) (b)

Fig. 26. (a) The misorienta-
tion dependence of the criter-
ion K obtained in the simula-
tions with geometry given in
Fig. 23a at T = 0.3 Tm and (b)

the ratio
ma

tj

mb
tj

of the triple junc-

tion mobility extracted for the
simulation geometry shown
in Fig. 23a (ma

tj) and Fig. 23b
(mb

tj) [105].

(a) (b) (c)

Fig. 27. (a) Four grain arrangements with four
triple lines (OA, OB, OC, OE) and one quadru-
ple point at O. The angle h1 is the vertex angle
of a triple line at the quadruple junction, a is
the (half) dimension of the grain bounded by
the OA, OB and OC [108]; (b) The special
grain assembly allows a steady-state motion
of the quadruple points; (c) Shape of the grain
boundaries and definition of the variables used
for the derivation of the equation of motion)
[109].
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for mtj 6¼ 1 the parameter K is a function of h and the rate
of grain area change is a function of K as well. As it was
shown in [108,1 10] the explicit forms for the dependency
_S n;Kð Þ are:

_S ¼ mbcbp

3
n
6þ

ffiffiffi
3

p
K

2þ
ffiffiffi
3

p
K
� 6

� �

and (27)

_S ¼ mbcbp

3
n 1� 6

pKB

� �
� 6

� 	
; B ¼ �

ffiffiffi
3

p

ln sin p=3

for n < 6 and n > 6 respectively.
For K ! 1 – boundary kinetics regime – Eq. (27) is

identical with the classical von Neumann–Mullins relation.
Accordingly for the topological class n* of grains for which
_S ¼ 0

n� ¼ 2þ
ffiffiffi
3

p
K

1þ
ffiffiffi
3

p

6
K

for n < 6 and n� ¼ 6

1� 6
pKB

for n > 6

(28)

The quantitative variation of the rate of grain area change _S
on topological class n, which is a straight line for pure grain
boundary kinetics undergoes the principal modification:
this dependency is transformed to an area under the con-
straint of a finite triple junction mobility (Fig. 28). While
for unconstrained grain boundary kinetics (infinite junction
mobility) _S is a function of n only, for a system with finite

junction mobility _S becomes a function of both n and K,
_S ¼ _S n;Kð Þ (Fig. 28).
For the first time it has been shown experimentally that

due to triple junction drag there is no unique linear relation-
ship between growth rate and the number n of grain sides,
as proposed by the classical von Neumann-Mullins relation.
The drag influence of the triple junctions causes the growth
rate to depend not only on n but on the criterion K as well,
i. e. _S n;Kð Þ [110, 111].

The discussed consequence afforded by the developed
approach is probably the most significant one, however, it
is worthy noting some more quantitative predictions made
in [108, 110, 111]. It is seen that the drag effect of grain
boundary triple junctions results in a change of the topolog-
ical limit between the classes of shrinking and growing
grains such that the limit decreases for shrinking grains but
increases for growing grains. This behavior n*(K)
(Eq. (28)) becomes obvious from Fig. 29 where the cases
n < 6 and n > 6 are distinguished as n�L Kð Þ and n�HðKÞ, re-
spectively. Grains are neither capable of growing nor
shrinking in the intermediate situation that manifests itself
in the dependency n� Kð Þ
. Under triple junction kinetics grains should be bordered

by flat boundaries, i. e. straight lines in 2D.
Under triple junction kinetics a system of polygons tends to
transform to a system of equilateral polygons. The only ex-
ception is the triangle which will collapse without trans-
forming into a regular polygon. Figure 30 pictures the de-
pendency “mean grain topological class – mean grain
area” extracted from the grain growth in 2D Al foils [112,
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(a)

(b)

Fig. 28. (a) _S as function of n for 0:1 < K < 10: Solid squares are the
results of computer experiments, the line represents the von Neu-
mann–Mullins relation (computer simulation) [111]. (b) Rate of grain
area change dS/dt versus topological class n of a grain for grain growth
at 300 8 in 2D Al sheet. The values of K are given next to the data point
[110].

(a)

(b)

Fig. 29. (a) Dependence of n�H and n�L on K (computer simulation
[111]); (b) Vertex angle h versus criterion h (grain growth in 2D Al
sheet) [110].
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113]. As can be seen n = 4 is the smallest topological class
to shrink in a stable manner.
. For triple junction kinetics the rate of grain area change

can be described as <S>* t2. Such a behavior was ob-
served in [114].

It should be stressed that the since the value of the dimen-
sionless criterion K decreases with the reduction of the
grain size the mentioned regularities come into particular
prominence for fine grained and nanocrystalline systems.

An additional point to emphasize is that since the part of
the grains has vanished in the course of the grain growth
the influence of the triple junctions persists even in the
polycrystals with rather large grain size.

14. 3D grain growth in the system of connected
boundaries

The success of von Neumann–Mullins relation which es-
tablished the interplay between the topology of the grain
and the rate of grain area change for 2D polycrystal inspired
the scientists to search the 3D analogy of such an interrela-
tion [115–122]. The models considered by Mullins, Hil-
gensfeldt and Glicksman and Rios were derived under the
assumption that the volume evolution of grains within a to-

pological class can be accurately described by an average
value for the whole class. Cahn [115] expressed the integral
curvature of the surfaces of 3D convex grains as a function
of the average caliper diameter. On the same note, Mac-
Pherson and Srolovitz [121] demonstrated that the integral
curvature of any closed domain is given by:
Z
qD

H dA ¼ 2p LðDÞ � 1
6
eðDÞ

� �
ð29Þ

where H is the mean curvature, L(D) is the mean width of
the domains. The mean width is the natural linear measure
of a domain and for a convex grain is equal to the mean
caliper radius.

The developed 3D computer model has been validated
for several applications [109] and reflects the physics un-
derlying the grain growth process. The proposed special
configuration manifests a steady-state motion of the grain
boundaries and junctions of the polycrystal. It was found
that the behavior of the system is determined by the dimen-
sionless parameter Kqp, which is related to the quadruple
junction mobility. The results show that a finite quadruple
junction mobility can slow down grain growth. However,
the simulations also demonstrated that a finite triple line
mobility hinders grain growth, even more effectively. In
part, it was quantitatively considered which grain boundary
junction is more efficient in grain growth dragging. For in-
termediate values of Ktj, Kqp the differences in _V Kð Þ are
markedly pronounced, because _V Kð Þ is more sensible to a
change of Ktj than of Kqp (Fig. 31) [109, 123]. In essence,
triple lines drag grain-boundary motion more effectively
than quadruple junctions contrary to predictions of Brechet
and co-workers [124].

It has been shown that computer simulations with a 3D
vertex model agree very well with the analytical results of
the different considered approaches, in particular, the simu-
lations showed a good accordance with the Cahn–Mac-
Pherson–Srolovitz relation calculated from only the geo-
metrical characteristics of all the grains of the accounted
polycrystal. This relation points out that, contrary to
von Neumann–Mullins relation, grains with the same
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Fig. 30. The Dependence “mean grain topological class – mean grain
area”, extracted from the experimental data of grain growth in 2D Al
foils [112, 113].

Fig. 31. Volume change rate, for (*) Kqp is
varied while Ktl is held infinite and for (.) Ktl
is varied whereas Kqp is held infinite [123].
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topological class may have different growth rates and,
thus, there is no a general relation between growth rate
and topological class for individual grains. Nevertheless,
relations that accurately describe the mean growth rate of
grains within the same class are helpful because such rela-
tions can be used to derive general properties of polycrys-
tals and can assist in a better understanding of the process
of grain growth from a statistics point of view.

It should be stressed also that such good agreement be-
tween analytical description and experiment (computer
simulation) was observed only for infinite mobility of grain
boundary junctions [123].

The examination of this problem for different (non-infi-
nite) values of triple line and quadruple junction mobility
have shown that in all cases, an essential deviation be-
tween the experiment and analytical description was found
[123].

In essence, if the objective of a study is the general
growth behavior of grains within a topological class, Mul-
lins, Glicksman–Rios and Hilgenfeldt approaches are ex-
cellent options. However, since the Cahn–MacPherson–
Srolovitz expression can be considered as an exact expres-
sion for the grain growth of individual grains as a function
of only geometrical characteristics, it can be used for the
theoretical study of more fundamental phenomena such as
grain boundary motion in small grain assemblies.

The approach which makes it possible to extract the mo-
bility of grain boundary junctions from the data of the grain
growth was put forward in [125]. As was shown earlier,
Eq. (30) defines the different types of grain growth kinetics
in polycrystals.

V ¼ mbcbj

1þ 1
K
þ 1
Kqp

ð30Þ

The first one is the well-known grain boundary kinetics:
1
K
;
1
�Kqp

� 1, the velocity V is proportional to the grain

boundary curvature, and the mean grain size increases in
proportion to the square root of the annealing time:

V ¼ d<R>
dt

	 1
<R>

; <R>	
ffiffi
t

p
. If grain boundary

motion is controlled by the mobility of triple junctions�
1
K

 1 and

1
K
� 1

�Kqp

�
, the velocity V is constant:

V ¼ d<R>
dt

¼ const: ) <R>	 t. Finally, if the mobility

of the quadruple junctions (points) determines the motion

of the grain boundary system

�
1
�Kqp

� 1 and
1

�K2qp
� 1

K

�

the velocity V is proportional to the radius of curvature:

V ¼ d<R>
dt

	 <R> ) <R> 	 et. Under grain boundary

kinetics we observe the classical grain growth kinetics,
which is to hold for rather large grains. The time depen-
dency of the mean grain size determined by triple junction
kinetics (<R> *t) was observed for grain growth in ultra-
fine grained and nanocrystalline materials [126 – 128].

The experimental data of the grain growth in nanocrys-
talline Pd not only demonstrate the possibility of such a
kinetic regime but allow us to extract the grain boundary

quadruple junction mobility [128]. Moreover, using the ap-
proach described it is possible to extract the kinetic param-
eters of grain growth inhibited by boundary junctions. For
example, the reduced mobility of quadruple junctions in
nanocrystalline Pd [128] can be estimated as mqpcb ¼
2 � 10�5 s�1.

14. Computer simulation of grain boundary motion

In spite of large efforts undertaken to develop the technique
of the measurements and observation of grain boundary mi-
gration and of obvious success in this area the mechanism
of grain boundary motion is still “terra incognita”. It seems
that the only way to understand this phenomenon is to
utilize the computer simulation, namely the molecular-dy-
namics simulation. There are some successful works in this
area. Jhan and Bristowe [129, 130] confirmed the concept
of a cooperative shuffle mechanism of grain boundary mo-
tion, which was supported by Babcock and Balluffi’s obser-
vation [131]. A curved grain boundary which moves under
a constant driving force was presented by Upmanyu et al.
[132] and used in the computer simulation the half-loop
grain boundary that allowed study the motion of a curved
grain boundary under a constant driving force.

A methodology of the observation and measurements of
a planar boundary under a constant driving force in a wide
range of misorientation angle was put forward in [133–
135]. The analysis reveals that in absolutely pure mate-
rials high-angle grain boundaries move by a collective
shuffle mechanism, while low-angle boundaries do
move by a dislocation based mechanism. The important
conclusion concerns the compensation effect. The main re-
lation of the compensation effect – the linear dependence
between the activation energy and the logarithm of the
pre-exponential factor – was observed in the computer ex-
periments.

It was proved that grain boundary self-diffusion re-
mained almost identical for stationary and moving grain
boundaries, fact which was experimentally established in
the classical works of Gust and co-workers [136, 137]. Of
course, the computer simulation gives the possibility study-
ing it in greater detail; namely, it was recognized that grain
boundary self-diffusion via vacancies remains the same for
non-driven and driven grain boundaries [135]. Finally, it
was stressed that grain boundary migration cannot be un-
derstood in terms of grain boundary self-diffusion, since
grain boundary migration and grain boundary self-dif-
fusion are distinctly different processes.

15. Kinetics of grain growth inhibited by vacancy
generation

It is very common in materials science that vacancies are
generated as a by-product of a kinetic process. The excess
free volume the system has to get rid of in such kinetic pro-
cesses is released as vacancies which have to be accommo-
dated by the crystal bulk. The supply of vacancies in the
course of grain growth may produce a vacancy supersatura-
tion in the bulk raising the Gibbs free energy G and produ-
cing a negative thermodynamic force. As can be expected
intuitively, particularly by analogy with the Le Chatelier
principle, this thermodynamic force will resist grain bound-
ary migration. This idea was put forward and formed the
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basis of the approach considered in [84, 85, 138–140]. The
general equation which expressed how the driving force is
distributed between the dissipation due to the drag forces
and the vacancy sub-system was derived.

Numerical solutions for a broad range of parameters
has shown that for sufficiently small initial grain size
n0 ¼ R0=d (R is the average grain size, radius, d is the aver-
age spacing between vacancy sinks) the grain growth unin-
hibited by vacancies is preceded by an incubation time dur-
ing which the growth rate is substantially reduced, the time
dependence of the grain size exhibiting a plateau-like
behavior (Fig. 32a). For large values of n0 no incubation
time is observed. The incubation time is defined as the time
at which the grain growth rate is a maximum. This time cor-
responds to the termination of the plateau-like behavior and
a transition to uninhibited, parabolic grain growth. Over the
incubation time, the vacancy concentration stays at an ap-
proximately constant, increased level (Fig. 32). Numerical
results show the incubation time is inversely proportional
to n0.

The results obtained in [85, 138–140] have a direct rela-
tionship to the grain growth and stability of nanocrystalline
materials. In particular, the condition for the vacany-in-
duced stabilization of nanocrystalline materials was ob-
tained [85].

As was shown in [85], for very small initial grain size
mean grain size �R * t.

It is worthy of note that the main area of the approach dis-
cussed are the processes in fine grained and nanocrystalline
materials. Specifically, the linearity between mean grain
size and the annealing time was observed experimentally
for grain growth in nanocrystalline iron [114].

The approach was applied to grain growth in thin films,
to grain refining due to vacancy supersaturation.

16. Final remarks

It is difficult to overestimate the impact of grain boundaries
and grain boundary junctions on the properties of the poly-
crystalline materials and kinetics of the processes with their
participation. However, there is the area of scientific ex-
ploration and industrial feasibility where the role of grain
boundaries and especially connected grain boundaries is de-
cisive. The case in point is the ultra fine grained and nano-
crystalline materials. Since the major distinctive feature of
nanostructures is a large density of grain boundaries, all as-
pects considered above directly apply to the evolution of
grain microstructure in these materials and its thermal stabi-
lity that in turn defines their properties.

As has been shown in recent years, the properties and
especially behaviour of the grain boundary net in polycrys-
tals cannot be predicted from the properties of individual
grain boundaries only, i. e. the role of grain boundary junc-
tions in microstructure development should be taken into
account. For fine grained and nanostructured materials the
influence of boundary junctions may be crucial, since the
smaller the grain size the greater is the effect of junctions
on grain growth due to their limited mobility.

One of the existing challenges is the measurement of the
free energy (line tension) of grain boundary triple junctions.
The value of the triple junction energy becomes extremely
important for modeling of microstructural development in
nanostructured systems, since the junctions energy may
constitute an essential fraction of the driving force of grain
growth.

Furthermore, taking into account the essentially altered
distribution of grain boundaries on their character, i. e. on
their structure and excess free volume, the competitive ad-
sorption of impurity atoms at grain boundaries and triple
lines and the re-distribution of solutes between the bound-
aries and triple lines are inevitable for modeling the micro-
structure of fine grained polycrystals.

In recent years it has been recognized that plasticity in
polycrystalline materials with severely reduced grain size
is not necessarily carried out by dislocations, rather most
likely is associated with grain boundary related processes
such as grain boundary sliding, grain rotation and grain
boundary motion. A number of experimental and modeling
studies of the grain boundary mediated plasticity in nano-
structured materials and of the boundary migration coupled
to shear deformation have been performed quite recently.
However, we still do not possess a comprehensive under-
standing of the respective fundamental mechanisms. There-
fore, further simulations and experiments on bicrystals con-
taining grain boundaries with well defined structure as well
as on nanostructured polycrystals are required.

Due to a very high volume fraction of grain boundaries in
nanostructured materials, the physical properties of these
materials can probably be remarkably changed. As has been
shown by Breger and Zhukhovitskii in the 1930s, the heat
capacity c of the polycrystalline system with well-devel-
oped interfaces at low temperatures can be represented as
a sum of the “bulk” cv and “interface” ci heat capacity

c ¼ cv þ ci ¼ �N0k
T3

h3
þ bN0k

T2

h2
ð31Þ

where N0 ¼ V Xa= ÞNAð , V is mean grain volume, NA is
Avogadro number, Xa is atomic volume, h is Debye tem-
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(a) (b)

Fig. 32. Dependence of (a)
non-dimensional grain size
n ¼ �R=d and (b) excess va-
cancy concentration on the
non-dimensional time �t (�t is
measured in the units of
d2=Dv) [85].
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perature, � and b are numerical coefficients. It can be seen
that for Al polycrystal (h = 428 K) with the grain size of
50 nm the specific heat at T = 4 K should be larger than for
the polycrystal with grains of conventional size by a factor
of three.

Also, it has been shown in the 1970s that the critical tem-
perature of the superconductivity of polycrystals may be a
little larger than this of a single crystal. For nanostructured
materials this effect might be expected to be significant.
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